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Seidler, Jakubimplied Market Loss Given DefauRrague: Charles University in
Prague, Faculty of Social Sciences, Institute afrféenic Studies, 2008, pages 91,
Supervisor: PhDr. Ing. Petr Jakubik, Ph.D.

This thesis focuses on the key credit risk parametd.oss Given Default

(LGD). We describe its general properties and datents with respect to sen-
iority of debt, characteristics of debtors or mawanomic conditions, and dis-
cuss its role in Basel Il framework. Further, wiedtrate how the LGD can be
extracted from market observable information wigiphof both the structural

and reduced-form models. Finally, by using the stéjdd Mertonian approach,
we estimate the 5-year expected LGDs for compaise=d on Prague Stock
Exchange and find out, that the average LGD far #imalyzed sample is around
20%.

Keywords: loss given default, credit risk, structural modeleduced-form
models
JEL class: CO02, G13, G33

Tato prace se zabyva &ivym parametrem kreditniho rizika — ztratoti ge-
faultu (loss given default — LGD). V prviésti prace jsou popsany hlavni de-
terminanty ztraty nasledkem defaultu odvijejiciosleseniority dluhu, charakte-
ristik dluznika, nebo makroekonomickych podminele grobirana role LGD

v ramci Nové basilejské dohody (Basel Il). Daleujgmdrobg rozvedeny me-
tody, pomoci nichz Ize extrahovat LGD z trznich @t s vyuzitim struktural-
nich, tak redukovanych modelNa za¥r jsou pomoci upraveného Mertonova
modelu odhadnuty gileté LGD pro spolénosti kotované na Prazské burze.
Vypocty ukazuji, ze pimérné LGD analyzovaného vzorku firem se pohybuje
kolem 20 %.

Kli ¢éové slova: ztrata z apadku, kreditni riziko, strukturalni rebd redukované
modely
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Introduction

The awareness of the credit risk has largely eathig last decades due to an in-
crease in the volatility in the underlying real romy, integration of financial markets and de-
velopment of new financial instruments. The inceshancertainty has lead to development of
new procedures and mechanisms how to determineathsality between the attributes of the
borrowing entity and its potential bankruptcy. Tdredit risk techniques have therefore experi-
enced a significant development of new refined w#shconcerning the estimation of risks and
other parameters specifying possible losses.

One of those parameters is also Loss Given Defa@D), which has obtain a
greater acceptance only in recent years as the Bése&l Accord identified LGD as one of the
key risk parametersWhile estimation of probability of default (PD)seeceived considerable
attention over the past 20 years, loss given defaotieling is still a quite new open problem in
the credit risk management. The estimation of LGt so straightforward, because it de-
pends on many driving factors, such as the seniofithe claim, quality of collateral or state of
the economy. Moreover, the insufficient databash wkperienced LGDs makes it more diffi-
cult to develop accurate LGD estimates based orhigterical data. Hence, the extraction of
LGD for credit-sensitive securities based on thekeiaobservable information is an important
issue in the current credit risk area and may batiger improvements into present credit risk
management.

This rigorous diploma thesis therefore discussés kby risk parameter for single
corporate exposures and deals with the possilafityGD’s extractions from market informa-
tion. This type of LGD modeling is denotediagplied market LGDand is also the main object
of this work. Since the idea of LGD is relativelgw and not fully understood, the thesis con-
tributes to the efforts to explain overall conceptLGD. However, the methods of estimates
and empirical applicability deal solely with implienarket type of LGD. The structure of the
thesis is following.

The first chapter brings an overview of the maimreleteristics of Loss Given De-
fault in the credit risk framework and providesemgral survey of LGD properties. It character-
izes different types of LGD and the current praziit their measurement. Further, it brings the
main determinants of LGD with respect to the setyiasf debt, presence of the collateral, or
properties of the debtor. It is also demonstratduy debtors’ industry specificity might have
significant importance for value of recovered daftér default and how macroeconomic condi-
tions implicate positive relationship between LGEd&PD. The final subchapter is denoted to
the role of LGD in Basel Il framework. It shows h&@&D enters capital calculation both in the
standardized and in the internal rating based (I&#roach.

! Before Basel Il formalized the use of LGD, thisicept was also calleBieverity(see Stephanou and Mendoza
2005).
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Chapter 2 focuses on methods for implied markeDL&&timation. We therefore
utilize models, which use the market informationdatracting credit risk parameters from spe-
cific facility or borrower and thereby evaluate dét®dit quality. The value of firm’s assets is the
primary source of information for so called struetumodels, which are based on the initial
Merton’s framework founded on contingent claim gsil. Those models of credit risk describe
the default process by explicit modeling of theetssnd liability structure of the company. De-
fault occurs, if the value of firm’s assets hite fharticular default barrier.

We show closed-form formula for LGD in the basicrid@’s approach and present
the sensitivity analysis of LGD with respect toetlstructural parameters of the firm. Further,
we illustrate how the option approach can be @ilifor LGD estimation in the cases when the
collateral is present, which serves as the backi®idebt. After discussion of main criticism of
initial Mertonian approach we describe a more caxitructural model, which solves some of
the Merton’s simplifications and incorporates stsiit interest rate and possible default before
maturity time. Within this framework we provide hiestic analysis of consequences of interest
rate’s and default barrier's development on LGD.

Other part focusing on LGD modeling deals with restitform models, which do not
condition default and recovery like the structuraldel on the fundamental values of borrowers
and use for specification of default an exogenotsnisity process instead. The main source of
information for LGD extraction within reduced framerk is the price of risky debt. After dis-
cussion of main building blocks of reduced-form migdand their assumptions about recovery
rates parameterization we present a method ofaidraLGD information based on the prices
of corporate bonds of different seniority.

Last chapter empirically implements the structagbroach and so illustrates the po-
tential of structural models for LGD estimationn& the application of structural models re-
quires a value of firm’'s asset and its volatility iaput parameters, which are non-observable
variables, we also present the methods for théimation using equity prices and balance sheet
data. We estimate 5-year expected LGD for almadi/tbompanies listed on Prague Stock Ex-
change in period 2000-2008. Those are to the dathkoowledge the first estimates of LGD
from market information in Czech Republic.

To summarize it, the main goal of this thesis ispproach the concept of implied
market LGD with its basic characteristics, estimattechniques and their possible empirical
implementations.
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1. Loss given default in the Credit risk

“Any scientific truth is an awaiting fallacy.”

Karl R. Popper

Credit risk is hardly a new concept. The chancé dfaed money may not be repaid
has always been a daily fact of economic life. €Hemo doubt that awareness of loss has con-
tinued to grow. This has been accompanied by ama@sing perception that credit risk expo-
sures need to be more actively and effectively rodietl. Not only for banks, but for all types
of organizations, the necessity to use their chpgeefficiently as possible is a key driver for a
focus on credit risk management.

Credit risk is usually defined as the risk thatuhexpected change in a counter-
party' s creditworthiness may generate a correspondingpeeted change in the market value
of the associated credit exposur@Resti, Sironi 2007, p. 277). Credit risknist so limited only
to counterparty’s default and loss resulting framinsolvency, but also to losses arising from
the deterioration in credit quality, which is exgsed by downgrading of its credit ratihg.

While credit risk has been traditionally mitigatdadtough collaterals, covenants and
selections of obligors, the development of the rafkr credit derivatives and securitization
increased the quest for advanced methods to preckt cisk correctly as well as to develop bet-
ter tools and techniques. That is why the quaatiiim of credit risk has become an important
topic in research in recent years and it has bagher accelerated by the introduction of the
Basel Il Capital Adequacy Accord. With this incredsrigilance on credit risk, comes a grow-
ing need to better understand its elements.

Credit risk is usually divided into several keykrigarameters. The probability of de-
fault (PD), representing the likelihood of a boresig defaulting within a certain period in the
future. Exposure to default (EAD), estimating oatsting exposure at the time of default and
finally loss given default (LGD), expressing peraye of exposure, which will be not recov-
ered after counterparty’s default. While in thet@atot of effort was put into the estimation and
understanding of PD, the LGD received less attargiod at the present leaves the most unan-
swered questions, mainly because LGD is difficalgtiantify and it varies with the country,
industry, product, or seniority of the claim.

Accurate LGD estimation is important for lendingyvésting or pricing of loans,
bonds or credit risky instruments. It is also etiaéfor provisioning reserves for credit losses,

“ Popper, K. (1934, 1959The Logic of Scientific Discover§934 (ad.ogik der Forschungenglish translation
1959), ISBN 0415278449.

! Basel Il classifies changes in bond prices ascifiperisk” within market risk. However, if price avements
arise from factors specific to individual issuedigsyncratic factors) then the associated riskuheather be
classified as a credit risk (Resti and Sironi 2q07278).
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calculating risk capital and determining fair valice any credit risky obligation. In its ad-
vanced internal rating based approach, Basel ledimeés the importance of the LGD parameter
by allowing financial institutions to apply own isates of LGD in the computation of regula-
tory capital. Appropriate LGD estimation therefaneproves the precision of both regulatory
and economic capital allocation.

LGD numbers, however, will not only play a signéit role in the credit risk man-
agement and future regulatory reporting, but map dle used in accounting. Considering
IAS/IFRS, LGD may help with fair valuecomputations and impairment tests that provide fur-
ther potential for connecting accounting and credk management processes, e.g. IAS asks
banks to disclose fair values for financial assetd liabilities at least in the notes of the annual
statement (selAS 39.8). Furthermorencurred lossas defined by IAS/IFRS arekpected loss
used for credit risk management, are not so differer the best LGD estimate required for
regulatory use and specific provisions accordintA®/IFRS are both based on expected future
cash flows from a defaulted facility (see Christ2006)?

As we can see, complexity of LGD parameter carel#yr high and despite all these
fields of application, LGD has just recently beggatting more attention. However, the general
term LGD may express various concepts, which mégrdn many features.

1.1. Definition of Loss Given Default

LGD is usually defined as the loss rate experierined lender on a credit exposure if
the counterparty defaulfsThus, despite default the lender still recovered GD percent of
the exposure. One minus LGD is therefore calledvery rate (RR). In principle, LGD com-
prises also other costs related to default of #igtat, and the correct formula should rather be
(1.2) LGD= 1-RR+ Costs
Nevertheless, costs are relevant only in a sgetifie of LGD and are not usually so high to
influence losses markedly in comparison with recpvate. Therefore we use recovery rate as
the complement of LGD in the following text and ¢athese two parameters as conceptually
the samé.

The stress should be admittedly put on distingoighietween measuring LGD ex-post
and estimating it ex-ante; however, to gain thepgnex-post LGD, as we will see, is not so
straightforward and unambiguous and that is why cere also speak about its “estimation”.

! For definition of fair value see IASB (2005).

2 Of course there have to be differences due torgiive intentions of Basel and IAS/IFRS — stabilitfythe
bank versus objective reporting of the bank’s asset

% In principle we should mark the loss rate givefadt as LGDR and LGD use for the absolute amotifss.
However, LGD is used to indicate the loss rate lapyrpractitioners including the Basel I, while tesolute
loss is indicating as LGD.EAD (see BCBS 2005).

* According to Bhatia (2006, p. 281), LGD and RR meyused in different meaning. LGD could be thenter
generally used in the context of tradable assealsrepresents loss in the market value of the bomdedi-
ately after default, while the RR term is more u®dhe amount recovered after default for nomlédhassets
such as bank loans.
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The quality of ex-post LGDs’ database is influeigctevelopment of models for ex-ante LGD
predictions, therefore both concepts of LGD haeitidispensable importance in a credit risk
area.

However, any study of LGD has to exactly speaihjch criterion should be used to
define default event and which method should bel tiseneasure recovery rate on a defaulted
transaction because a different classification idld to diverse results in LGD’s both ex-ante
and ex-post estimates.

1.1.1. Definition of default

The criterion used for classification of credit espre in the default category is
critical for a study of a recovery rates. A widelyosen definition of default leads to a lower
estimate of PD but higher estimate of LGD becaasef exposures will be classified as “in
default”, but those will have relatively lower qgitglwith a low recovery outlook. Con-
versely, from a narrower and more severe definistems higher default rates and also
higher recoveries.

Although Basel provides a standard default debnitiit varies from bank to bank
and country to country. In the literature are ulyuased following classifications (see Der-
mine, Neto 2005).

= doubtful- as soon as full payment appears to be questomaibthe basis of the
available information

= in distress- as soon as a payment of interest or principable@n missed

= in default — when a formal restructuring process or bankgupioocedure has
started. The legal definition is linked with thenkeuptcy of the firm and will typi-
cally depend on legislation in different countries

Standard & Poor’s defines default as the first o@nce of a payment default on
any financial obligation. An exception occurs whamninterest payment missed on the due
date is made within the grace period, which tyfpycednges from 10 to 30 days. Distressed
exchanges are considered defaults when the detdérdsoare forced to accept substitute in-
struments with lower coupons, longer maturities,any other diminished financial terms
(see S&P’s 2005).

Moody’s (2005) definition of default is any missed delayed disbursement of in-
terest or principal, including delayed payments enaithin a grace period, if issuer files for
bankruptcy or legal receivership occurs. Distressed exchamnigesawhen (i) the issuer of-
fered bondholders a new security that amountsdionenished financial obligation or (ii) the
exchange had the apparent purpose of helping tiieveer avoid defaulf.

! Chapter 11, or less frequently Chapter 7, in tB&\see Moody's 2004).
2 The default definition should capture events tange the relationship between the bondholdeiband is-
suer from the relationship which was originally tracted, and which subjects the bondholder to aneuic
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The reference Basel Il default definition must Isediby banks while estimating in-
ternal rating-based models. Even before Basel camtmabit was a one year time horizon for
PD estimate. According to BCBS (2005, p. 96, 8452)efault defined as
“A default is considered to have occurred with redydo a particular obligor when either
one or both of the following events have takenglac

* The bank considers that the obligor is unlikety pay its credit obligations to the
banking group in full, without recourse by the baalactions such as realising se-
curity (if held).

= The obligor is past due more than 90 days on antenah credit obligation to the
banking groug. Overdrafts will be considered as being past dueedthe customer
has breached an advised limit or been advised loh& smaller than current out-
standings’

Obviously, different definitions of default eventliead to inconsistent PD and
LGD estimations. There can be differences in qa@i¢ default criteria (as applying
“unlikely to pay” from Basel Il definition to compdées that are in the lowest external non-
default rating grades), number of days of delayagnments that will be considered as de-
fault, or other disparities mentioned by Erlenm#2806) e.g. while external agencies meas-
ure defaults without respect to the size of amalust, in Basel 1l delayed payments that are
small with respect to the company’s overall expesare not counted as default.

Above mentioned problems raise a question of usiggncies’ ratings in Basel Il
framework, because Basel's definition is weaker kadls to lower PDs but higher LGDs,
than would be observed under rating agencies’ Wieimof default. However, S&P’s (2006,
p. 39) state, that it is relatively straightforwdod agencies to produce a Basel Il aligned re-
sults. Anyway, it is advisable that banks and gaigencies adopt a homogeneous definition
of default in order to be able to pool and compheér estimates.Especially in the light of
Basel's Il standardized approach, where banks oalyagencies’ rating when computing
capital adequacy, it is important to have unifiefimitions across agencies (see Chapter 1.3).

Default is not a logical consequence of a uniqual-defined process and can occur
from many reasorfsOccasionally the approaching default can be oleseahead, e.g. by a
breach of overdraft limits or deteriorating balasteet ratios; however, the bank may not

loss. Technical defaults (covenant violations, )etce not included in Moody's definition of defaykee
Moody’s 2005, p. 39).

! Definition of ,unlikely* is presented in paragragh3 (see BCBS 2005, p. 96).

2 In the case of the retail and public sector exgitbligations, a supervisor may modify a figureap80 days
for different products, if it seems appropriate focal conditions. This applies to a transitionaripd of
5 years (see BCBS 2005, p. 96).

% Non-ambiguous definition of default event is esgicimportant for credit derivatives, where a péfyis con-
ditional on default event. If it is not acceptedbmth counterparties, it is a source of confliaig &gal suits
and reduces thus the usefulness of credit derastg an insurance product.

*We could divide the reasons into (i) firm specifémsons (bad management, fraud, project failtice), &ii)
industry specific reasons (sector shocks such escapacity or a rise in the price of materialg)) general
macroeconomic conditions such as interest rategesmecession, etc. (see Servigny, Renault 20048).
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always be in position to observe a state of disteasl default can occur directly without any
intermediate phase.

A firm can default on the debt obligations andl stdt declare bankruptcy. It de-
pends on the negotiations with its creditors. Timag,all losses are the result of bankruptcy
after the default event. Therefore we should exanaiiter-default performance more closely
because the state of default may not lead to alsian straightforward recovery process.

1.1.2. After default scenarios

Default event itself is a significant point to tpessible recovery estimation, e.g.
from the amount of the exposure at the time of ulefédut more crucial is a facility’s after-
default performance, which substantially determiadature recovery rate. One can observe
a certain pattern of typical developments, whichoa# after default scenarios. Their num-
bers and exact definitions can slightly differ, deg@ing on the bank’s portfolio and also its
workout strategy; however, Christian (2006) stétese typical after-default developments

= Cure — the defaulted subject recovers itself of itafiaial difficulties after a short
time and continues to fulfill its contractual olaigpns. This scenario means minimal
losses and usually does not cause any changes initilal structure or conditions.

= Restructuring— the defaulted subject recovers after a restrimgfof its facilities.

Restructurindg can be implemented through: (i) reduction in thegpal amount of

the facility or the amount payable at the matur(ty, lower interest rate than it is

usual for other similar facilities, (iii) reductiasf accrued interest, including full for-
giveness of interest, and (iv) extension of theumigt date. Loss amount may vary
but customer relationship is maintained.

= Liquidation — all facilities of the defaulted subject are ldated. Loss amount is
generally higher than the one by the restructupragess and customer relationship
is ended.

When firm goes to the bankrupttgnd there is no other possibility than liquidation,
the capital structure of the firm and absolute fityaule (APRY is an important determinant
of recovery rate. This states that the value ofttdwekrupted firm must be distributed to sup-
pliers of capital so that.“senior creditors are fully satisfied before adgigtributions are
made to more junior creditors, and paid in full lef common shareholdergSchuermann
2004, p. 11). The resulting cascade of paymerafién referred to as the debt waterfall. The
capital structure can be generally divided as shiswn in Figure 1.

! Restructuring is done only for some facilitiestthafill conditions of minimal age and a reassessimof the
borrower’s capacity to repay (see Bhatia 20062(1).3

2 The bankruptcy has a form of reorganization anitigtion.

% Eberhart and Weiss (1998) are confirming that ABRoutinely violated because of speed of resatutio
Creditors agree to violate APR to resolve bankiiepttaster.

10
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Figure 1
The capital structure of a firm

Loans } Banks
Senior secured ™
/ l Senior unsecured
] Bondholders
Senior subordinated >‘ &
Banks
Subordinated
\_ - 7 Junior subordinated _/
\/ Preferred shares \I\
= Shareholders
Common shares

Source: adopted and changed from Schuermann (2004)
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The rate of recovery of the defaulted bond dependshere the claims in the firm’s
capital structure are. Bonds are frequently classiin terms of seniority and allocated col-
lateral. Seniority is capturing the order mentiormdmbve of the claimants‘priority over the
assets of the defaulted company and collateradizacalled secured versus unsecured)
measures the allocation of specific assets as giesdor the facility in the case of default.
The bank loans are on the top of the debt wateafadl are often highly collateralized. What
are the RRs of the corresponding debts class ittatafructure is analyzed in chapter 1.2.

Having outlined main definitions influencing LGD amures, we can now take a
closer look at its different concepts.

1.1.3. Types of LGD

Usually two basic measures of recovery for defaufeilities are used. The first
one is theultimate recoverywhich is the amount that the debt holder recoedtesr default.
The second measure is representeghdmst-default market prices of defaulted secufiige
Servigny, Renault 2004, p. 123Roth methodologies have their drawbacks. For examp
ultimate recoveries are gradually traced in longring work-out process, while post-default
prices for defaulted facilities are observable safiar default. However, post-default prices
are available only for debt, for which distresseafket exists. Ultimate recoveries are there-
fore the only way to measure RR for illiquid baoks.

From ultimate recoveries could be measured sodcatieountingandworkout LGD
post-default prices category comes unakarket LGD A different approach is already men-
tionedimplied market LGDwhich is estimated from market information of ndefaulted se-
curities. All types of LGD will be examined in dtle more detailed way.

! Ultimate recovery belongs to the internal dataeblagpproach whereas post-default prices fall inéoket-
based approach of RR measure.

11



Chapter 1 Loss given default in the Credit risk

= Market LGD

As it follows from the title, this methodology coders the price of bond after de-
fault as a proxy of the recovered amoufthé market value is the best estimate for the ex-
pected recovery and the market price reflects tkgeeted recovery suitably discourited
(Bhatia 2006, p. 285). Nevertheless, market prasesmpacted by a supply and demand and
therefore a question about market's ability to @ritefaulted debt efficiently comes up. On
the basis of several studies it has been confirtm@dmarket prices are efficiently stated and
are predictive of future recoveries (see GuptoeinS2005)

A variation of this approach could be the estimatd the RR based on the market
value of a new financial instrument (price of a n@wnd) that issues a defaulted company af-
ter reorganization and restructuring the initiabdehich the company emerges from default.
New bond’s price must then be discounted backeartbment of default using adequate dis-
count rate. This approach is calleshergence LGD

Market data are an objective and updated sourdefafmation for LGD observa-
tions. However, as it was mentioned, post-defarittepis available only for the fraction of
the debt that is traded and for which after-defaudtrket exists — very often they are avail-
able only for corporate bonds issued by large camesa Market LGD is therefore highly
limited for defaulted bank loans that are traditiltys not traded. For them one must turn to
the “ultimate” approach.

= Accounting LGD

Accounting LGD is based on charge-off amounts —ahmunt of non-performing
facilities that an institution writes off its boakEhe charge-offs are determined by product
types, past due days, collateral and by accoursimgdards which focus on prudence what
may not be consistent with risk management policidso, the problem of charge-offs is
that they can occur before the final resolutiorl.Méntioned above indicates a limited use of
accounting charge-off for LGD measurement and attog data are just a starting point for
collecting “true losses”.

= Workout LGD

This method is rather analyzed from an “economgr’spective, than based on mere
accounting datdWhen measuring it, all relevant facts that mayuoedthe final economic
value of the recovered part of the exposure mustdnsidered. LGD is then determined by
(i) loss of principal, (ii) carrying costs of nomiorming assets, e.g. interest income lost or
foregone, and (iii) recovery and workout expensesekample direct and indirect adminis-
trative costs.

! Mentioned efficiency definitely does not mean teapply and demand would not influence the pricelef
faulted bonds. The higher volume of defaulted bdedds to a higher supply and to lower price,todower
RR (see Altman et al. 2005a for closer relationgigfween the LGD and the volume of defaulted bonds)

2 What's more, outside the USA the market for datalibonds either non-exist or does not have theine)
depth and liquidity.

% Because of this economic perspective Workout L&Boimetimes called Economic LGD.
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Chapter 1 Loss given default in the Credit risk

The simple definition of Workout LGD for facilityat time of default could be

EAD(t,:) - NPVY_°  R(}+ NP E @)t
EAD(ty)

1.2) LGD; (e ) =

Where NPV is the net present value af{t), C(t) represents all recoveries and
costs observed from the time of defagito the end of workout procegs However, bank-
ruptcy claims are often not settled in cash buhwicurities (equity, options, warrants, etc.)
with no secondary market, which means that thelwesavill be unclear for years. Another
problem is that appropriate discount rate is natvkm but should reflect the risk of holding
defaulted assetWorse still, as default is being resolved, riskrofpes at time passes aag-
pectations become more definité”rye 2005, p. 2andtherefore these “ultimate cash-flow”
methods depend on an unknown and variable discatmtwhich is difficult to estimate for
particular situatiort. Therefore we must speak only about estimate of l&vBn if we are
trying to measure it from ex-post data.

Despite the ultimate recovery is hard to measteentain interest of a bank is to es-
timate just workout LGDs, because these best tefiedosses. Market LGDs include com-
ponents as a risk premium for unexpected loses;hwiiay not be considered in workout
LGDs. Moreover, workout specific costs of institutiare not part of these market loss quo-
tas. Ex-post observations of market LGDs can bd fmemodel development, but it is nec-
essary to make some adjustments, which take iroust those differences.

= Implied market LGD

The basis of the implied market LGD is to derive.@stimates from market prices
of non-defaulted loans, bonds, or credit defaustriiments by structural or reduced-form
models? The idea is that prices of risky instruments mfimarket’s expectation of the loss
and may be broken down into PD and LGD. Implied ke GD estimation does not rely
on historical data and can be especially useddardefault facilities, however,if*default
experience is rare for all market participants, osteould not expect implied market LGD to
provide more than an expert judgment of the maKk&itistian 2006, p. 150). Calculation of
implied market LGD is based on asset pricing modeds are usually working with risk-
neutral measure. Therefore probabilities of defasltwell as recovery rates extracted from
these models are usually also in risk-neutral megsivhat is the coherence between risk-
neutral and observed (physical) measures will béhéu dealt throughout the following
chapters.

! Sometimes the discount rate based on histori¢aésds used. For example, on average market oassrved
between the default and the end of workout prodesswould lead according to Resti and Sironi (2,00.
349) to backward-looking measure, because in estmaf LGD on future bad loans we are interestetht
terest rate that might be on the market after a default. The use of past interest rate is not gpyate for
the present and future market conditions. Whatadist factor should be used is dealt in e.g. Madéach
(2005).

2 See Chapter 2.

% Risk-neutral measures are adjusted for the risknjum. Risk-neutral means that investors are iackfit be-
tween the same expected value of the risky caghdlud risk-free cash flow.
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Apparently, when classifying LGD we can use différapproaches that are signifi-
cantly influencing its estimate. Nevertheless, ¢he&Ds have some characteristics in com-
mon regardless what methodology was used.

1.2. Properties of Loss Given Default

In most empirical analyses LGD is implied to beaastant. However, LGD is better
represented by a distribution than by a singlerfiglf we take a look at the distribution of re-
coveries regardless of any factors or charactesisit is with two distinct humps (Figure 2).
Recovery is either quite high or very low. This paps because some exposures (e.g. leasing)
tend to have high RR close to 100 %, while otherg.(unsecured overdrafts) have RR close to
zero. This bimodality makes parametric modelingezioveries arduous and therefore it is con-
venient to use beta kernel method (see Servigngaie2004). Evidently, observed mean as
appraisal of future LGDs is really poor indicatas, most values tend to cluster near 0 or 1. In
such U-shaped distribution, the probability of oy values which are close to the mean is
dramatically low.

Figure 2
U-shaped (bimodal) distribution of recovery rates

a) Distribution of RR for medium-sized b) Probability distribution of RR for all bonc
European bank and loans during 1970-2003 from Moody's

# of cases

0O 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 8 90 100 110 120

Recovery Rate Recovery Rate

Source: adopted from Resti, Sironi (2007) and Schumann (2004)

A better information capability than a simple oVeaxerage value would have the con-
ditional means. It is therefore convenient to brdakn dataset of ex-post LGDs to some clus-
ters with similar characteristics for which is theithin” variance of RR relatively low. The
division into groups should be based on the fadtwas are significant in explaining empirical
differences among recovery rates such as the té\agniority of underlying instrument, avail-
ability of collateral or presence of any guarant@ésese cluster-conditional means would then
offer a more reliable approximation of the expedtess rates for different types of debts.

The objective of this part is therefore to revieame empirical findings that have been
reported on various datasets and to highlight thpact of the different factors on recovery
rates. One of the most persistent results is #r@baty and presence of collateral are the most
significant determinants of debt recovery (see lexprski 1997).
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1.2.1. Seniority and Collateral

Empirical evidence on recovery rates is usuallyedasn defaulted bonds because
the LGDs data is simply available through afteraddtf market information. Loans are usu-
ally expected (ceteris paribus) to perform bettecduse they are typically more senior in
capital structure, have tighter covenants and baaksmore actively monitor the evolving
financial health of the obligor (see Amihud et2000, p. 6). This fact also confirms follow-
ing figure that presents the dispersion of rec@gefor facilities based on debt type and sen-
iority for 1981—-2004, globd.

Figure 3
Recovery rates by debt type and seniority class
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Source: Moody’s (2005), Gupton, Stein (2005), adjtrsents

The shaded boxes cover the quartile range with gregnding 2% percentile to
median and dark from median to thé"f&rcentile and vertical lines show the maximum and
minimum recovered rates. This box-and-whisker itates the variability in each category.
For example, even thought the median of recovetg fiar “senior secured loans” is about
67%, in half of the cases the experienced RR wahkdrrange of 47-84%. Evidently from
other bars in different classes, grouping instrusday debt class and seniority show a pat-
tern, but still leaves a wide variability in recoyealues.

The results of several empirical studies have cowd that the RR increases with
the seniority and security of the defaulted bonuls decrease with its degree of subordina-

! Banks are sometimes able to change their lendilagionship to better position in capital structofehe firm
with anticipation of forthcoming debtor’'s bankruptand thereby raise expected recovery. The disgerae
ture of bond ownership makes it impractical for dloolders to renegotiate the terms of contract asods
conditions changes (see Schuermann 2004).

2 Moody’s (2005) estimates defaulted debt recovatgs using market bid prices observed roughly 38 dé
ter the date of default. Recovery rates are medsag¢he ratio of price to face value.
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tion. Results tend to be also rather similar imtexf average recovery rates — for bank loans
(70-84%), for bonds: senior secured (53—66%), samsecured (48-50%), senior subordi-
nated (34-38%), and subordinated (26—33%). Allistidlso reported high standard devia-
tion that characterizes recovery rate across afidbdebt-classes, regularly overrunning
20%:? This implies a high degree of uncertainty conaggrihe expected RR and observed
ex-post results may significantly differ from extarestimates (see Altman, Kishore 1996,
Castle, Keisman 1999, Keenan et al. 2000 or HuaBdin 2002).

Except the seniority of the debt also the presaricie collateral determines sig-
nificantly the recovery. Collateral consists of@ssserving as a guarantee in case of debtor’s
default. There is a general understanding thattetl can help to reduce LGD radically,
which is also empirically confirmed, but usage ollateral should not lead to non-vigilance.
Firstly, value of collateral can fluctuate and dailh recession (see following chapter), sec-
ondly, it may have an adverse impact on bank mdngo as bank does not feel a need to
monitor heavily collateralized loans. Collateratizeacilities sometimes experience higher
default rate. According to Dermine and Neto (20@5110) it is caused by a fact that guaran-
tee or collateral may not be requested from rediatibnts, so that the existence of guarantee
could be an indicator of greater risk and highebpbility of default.

From above mentioned follows, that average RR’semlconfirm the intuitive rela-
tionship between RR and debt-types showed in Figuiiegether with loans, senior secured
bonds have the highest RR whereas subordinatequaiat subordinated ones have with
preferred stocks the highest LGD. However, it isassary to take into account not only the
“absolute” but also the “relative” seniorifyPreferred stock in the lowest seniority class
might hold the higher seniority rank in a firm thets no funding from loans or bonds. In ad-
dition, if firm issues debt sequentially in orddrseniority, senior debt might mature earlier
leaving junior debt outstanding. Castle and Keisi{Z©0) affirmed that the greater the pro-
portion of junior securities in firm’s liabilities, the greater is the RR on the senior securi-
ties, because there is bigger “equity cushion”tf@m in liquidation process. Nevertheless,
relative seniority tested in Hamerle (2006) did slodw a significant influence on LGD.

By sorting the debt by the seniority and presesfade collateral we get better no-
tion about recoveries across particular types bfsjdhowever, their dispersion was still high
because RR is still influenced by other factorshsas firm and industry specific ones.

It is interesting to note that if the recoveryergtrobability distribution were uniform, which meathat the
probability of occurrence of values from 0 to 1089the same, then its standard deviation wouldgpecei-
mately equal 29%. This clearly shows the big varaim RRs.

2 If issuer A has two bonds, one in the categaryordinatecand the othejunior subordinatecand issuer B has
three bonds with seniorityenior securedsenior subordinatedndsubordinatedthen the subordinated bond
from issuer A will be served first and therefores fpssibly lower LGD than the subordinated bondnfi®,
which is served after the two other bonds (see Hi@n2€06, p. 7).
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1.2.2. Firm and Industry Characteristics

Recovery rates are ultimately determined by theevalf assets that can be seized in
case of default. Because many asset types diftevelem industries,it is therefore intuitive
to assume that the debtor’'s industry charactesistan influence LGD. Also firm-specific
characteristics, mostly financial, which contribtagvards reducing leverage help to improve
RR. Leverage indicates the extent of claimantsafsets in case of default; therefore its
lower value improves the enforcement of cldiEmpirically it was found that the leverage
impacts recovery to the size of 5-15 % (see BI20i26, p. 299). The firm-specific quality
of assets has also its importance, as their vadveghe source of repayment after default.
Assets, whose quality have lower likelihood to detate over time and are less likely to
“disappear”, provide better guarantee.

Although industry-type seems like a straightforwaeterminant of RR, the litera-
ture does not give wholly unified answers. Altmaud Kishore (1996) have broken out LGD
of corporate bonds by industry and have found exidehat some industries suchpasblic
utilities and chemicals do evidently better than the others. Nonetheldssy iso showed
that the standard deviation of RR per industry aittin a given industry is still very large
(see following figure).

Figure 4
Average recoveries per industries

Altman and Kishore Acharya et al. Moody's

1971-1996 1982-1999 1982-2003

. Mean Std. Dev. . Mean Std. Dev. N Mean

Industry Description (%) (%) Industry Description (%) (%) Industry Description (%)

Public Utilities 70,5 19,5 Utilities 74 18,8 Utility-Gas 51,5
Chemicals* 62,7 27,1 Energy, Resources* 60 31,0 QOil and Qil Service 445
Machinery* 48,7 20,1 Financial Institutions 59 44,3 Hospitality 425
Services* 46,2 25,0 Healthcare, Chemicals 56 40,8 Utility-Electric 41,4
Food* 45,3 21,7 Building Products 54 42,1 Media and Broadc.* 38,2
Wholesale and retail 44,0 22,1 Telecommunications 53 38,1 Finance and Banking 36,3
Divers. manufacturing 42,3 25,0 Aerospace, Auto* 52 38,1 Industrial 35,4
Casino, hotel* 40,2 25,7 Leisure Time, Media 52 37,2 Retail 34,4
Building material* 38,8 22,9 High Technology* 47 32,4 Automotive 334
Transportation* 38,4 27,9 Consumer, Service 47 35,6 Healthcare 32,7
Communication* 37,1 20,8 Transportation 39 36,1 Consumer Goods 32,5
Financial institutions 35,7 25,7 Insurance and Real Es. 37 354 Construction 31,9

* Industry description is reduced

Source: Altman, Kishore (1996), Acharya et al. (2(), Moody’s (2004)

Likewise lzvorski (1997) tabulated average RR feemingly similar groups and
confirmed their results. He found out that indestrivith higher growth tend to have signifi-

! Firm in some sectors have a large amount of akaetcan be easily sold on the market in case fafuite
while other sectors can be more e.g. labor-intensiv

2 Even for the secured debt holders can higher égesinfluences the collateral enforcement and regov
“...since concessions are often extended to the jamdrunsecured debt holders for obtaining their eors
to various settlement schemd8hatia 2006, p. 299).

% The exact name of the group is “Chemicals, patrolerubber, and plastic products” (see Altman, kish
(1996).
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cantly higher recoveries and more competitive itiiess (measured by Herfindahl index) are
also associated with higher RR, as assets candoilyreéeused by another party which in-
crease the liquidation value and thereby RR. A mrepent study, Grossman et al. (2001)
corroborated industry’s influence on RR as wellAaharya et al. (2003). Their results of
variations of RR across industries are even higen in the older Altman, Kishore study,
which is also reported in Figure 4 together witkerage RR per industry from Moody’s da-
tabase. However, across the board comparisonsoapossible since the industry classifica-
tions are not identical, but utilities remain thelistries with highest RR.

An opposite view of the industry influence is pretegl by a study on bank loans by
Gupton et al. (2000) which has on the contrary tbna evidence of different LGDs across
industries. Although industry’s means of LGD weitedent, they were not statistically dis-
tinguishable. Also Araten et al. (2004) could rintifsignificant impact of industry on LGDs
observed for loans. Gupton and Stein (2005) sth#t,the use of recovery averages broken
out by industry does not capture the industry \mlits in recovery rates across time. Some
sectors may enjoy periods of high recoveries, lant fall later below average recoveries at
other times, it means that industry recovery distions change over time and therefore
cannot be expected to hold in the futuréhts, recoveries in one industry may be higher
than those in another during one phase of the exyndut lower than the other industry in
a different economic environmen{Gupton and Stein 2005, p. 20). As a result they- co
cluded that industry type is not so appropriatédiafor future RR predictions.

These unambiguous results of different studies triighattributed to a number of
reasons. Firstly, studies focus on different fiesi and use diverse sample sizes. Secondly,
there are differences in industry grouping defomis among studies and finally, the authors
are focusing on different periods what can puziaée dcomparability because of above men-
tioned LGD cyclicality in relation with economic @¥ronment. The result is that the use of
industry factors can bring some new outlook on L@&Diations, but it has to be taken into
account with macroeconomic conditions.

1.2.3. Macroeconomic conditions

Every industry has specific traits and can be ffetBnt stage of economic cycle,
which can more influence LGD than the industry-tjtself. In the following figure it can be
clearly seen that LGD is not stable in time andiobsly is underlying cyclical variability,
which can be taken in relation with macroeconomieditions. Acharya et al. (2003) showed
that when the industry is in distress, mean LGBnisaverage 10-20% higher than otherwise.

Behind the cyclical variation is the fact that As £conomy enters into recession,
default rates increase. Recoveries from collatgiiddepend on the possibility of selling the
respective assets. We can generally suppose thategrsupply of collateral-assets will lead

! In Acharya et al. (2003) study recovery numbegsrseonsistently higher than in Altman, Kishore @9%his
can be resulted by differences in discounting nhagy.
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to their lower prices, of course, depending onrtgket size and structure observed for a
certain assetAlso banks have to accept discounts for distresa Moreover, the demand

for these assets declines because non-defaultedazio@s are not able to invest the same
amount of money in recession as during an expandiba result is that macroeconomic

situation can significantly influence the recoveaye? which was as well demonstrated by

several authors (see Araten et al. 2004 or Altniah. 2005a).

Figure 5
The development of LGD in 1986-2006
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Source: computed from Moody’s (2007a)

From aforementioned fact that RRs tend to go dowenwdefault rates increase in
economic downturn follows the relationship betwe&D and PD. This joint dependence on
macroeconomic conditions indicates positive cotiatabetween them and implies that LGD
and PD can not be treated as independent. On titeacg LGD was traditionally assumed
to be dependent on individual features that dorespond to systematic factors and hence as
independent on default ratéBlonetheless, as it was said, the firm’s assetevafter default
influencing RR might be dependent on macroecondaaitors.

Frye (2000) used for modeling of the recovery pssdhe assumption that the same
economic conditions causing increase in defauksrahight also increase LGDs. In this
model both PD and LGD are dependent on the sysiefaator. Empirical tests on US cor-
porate bond data show a strong positive correldietween default rates and LGD. He also
found out that bond RR in economic downturn mightlthe 20—25% from normal year av-
erage. The same conclusion with inverse relatignsbiween PD and RR presents Madan et
al. (2006), Hu, Perraudin (2002) or Jokivuolle, Re(2003). Frye (2005) also distinguishes

! For instance, a substantial number of defaultedsfiin the telecom industry in 2001 in US. The Jerge in-
flow of specific telecom assets being liquidateck@ased the imbalance between supply and demandeand
pressed the value of these assets in the markeilaBy, the subprime-mortgage crises in the U2007
caused deterioration in values of real estate, lwb@ved as collateral for mortgages.

2 Also interest rate should impact recovery rategher interest rate leads ceteris paribus to lotiseounted
values of future recovered values and should tbezdéad to higher LGD.

% The recovery rates are treated as independen¢fanltirates for instance in Gupton, Finger, Bhét97) or
Jarrow, Lando, Turnbull (1997).
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sensitivity of LGD’s change in economic downturm tbfferent types of debt instruments.
His conclusion is, that debt type with average ld®Ds in “good” years (e.g. senior secured
bonds) are more sensitive to the deterioration atnmeconomic conditions than “high-

LGD” instruments, whose LGD is not increasing sbstantially in economic downturn. As

a result, security on debt instrument does notgatdender against systematic risk.

The Figure 6 presents relationship between bonovezg and default rates and also
displays the results of linear, logarithmic and pownivariate regression carried out using
these fundamental variables.

Figure 6
The link between default and recovery rates, 1982—-26
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Source: computed from Moody’s (2007a)

We can find that simple linear regression canarphbout 62% of the variation in
the annual RR with the level of default rate. Tl@ehdence is significantly negative, which
is consistent with previous discussion about therise PD, LGD link. Although linear re-
gression measures only partial connection betwegiables and is therefore a weaker con-
cept than dependency that includes more complextafsuch as the co-movement with time
lag or causality effects, it results in a signattrecovery rates show a considerable share of
systematic risk. The correlation between bond'sovecy and default rates falls with de-
crease of seniority and security of bonds whichamcident with Frye’s result of different
LGD sensitivity with respect to economic downtdrn.

Merton (1974) suggests that PD and RR may be alselated because the bor-
rower’s leverage affects both the default probgbaind the amount of company assets per
unit of debts (see Chapter 2). These firm specifiuses should be also considered in PD,

! Sen. Secured-0,79; Sen. Unsecured-0,76; Sen. Subordinated-0,5.
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LGD correlation; however, asset value, the mairemeinant of PD and LGD in structural
Merton type models is still dependent on the mamwoemic conditions. Therefore we can
conclude that important property of LGD is its degence on systematic factors.

Another question rises with the size of the delat i influence on LGD. Study by
Carty and Lieberman (1996), who used Moody’s dataymdicated lending, did not confirm
the size of exposure to have any significant impacLGD. In contrast with this finding is a
work by Eales and Bosworth (1998) that presenteage in RRs with the size of exposure,
but for exposures exceeding $2 mill. are RRs adalimg. Similarly Dermine and Neto
(2005) state, that the size of loans has a sigmifioegative effect on RRs.

Possible impact on LGD could be given also by theumity of the debt. While
Hamerle (2006) admits that a longer maturity ledsigher LGDs because more future pay-
ments are insecure and more uncertain, Gupton @i @005) negate this influence and in
their opinion, the maturity does not play a roledefaulted bonds.

Also the geographic variance in LGD should be nof2efault and recovery rates
will naturally differ over time from country to catry because of possible diverse stages of
the economic cycle. Additionally, different legaisblvency procedures exist among coun-
tries and specific legal procedure surely influentiee level of recovery rates tb&or in-
stance, average bond’s recovery rates in Europeceet years 1985-2006 are lower than in
North America (see Moody’s 2007b, p. 6).

As it was shown, LGD is influenced by many factassfacility’s seniority and pres-
ence of collateral, borrower’s industry charactessor more general factors as macroeco-
nomic conditions. However, previous research gigegiguous results concerning some
LGD’s properties. The relatively rare occurrencedefault events for some facilities could
cause that the research was based on relativelyl emgpirical samples. Also a non-
homogenous methodology was used (e.g. for extigadtiBD in workout process), which
could also influence some conclusions. It is ckkat further research is needed and hope-
fully with the acceptance of Basel Il accord, seftrules for LGD’s data gathering and its
estimates, this research will be based on bettars#anple offering more exact outcomes.

1.3. Loss Given Default in Basel Il

The Basel | Capital Accord represented a majorkiheaugh in the bank convergence
of supervisory regulations regarding capital adegudhe imposition of minimum capital re-
quirements for credit risk by setting minimum radibregulatory capital to total risk-weighted
assets helped to stabilize the international bankiystem and promoted its soundness (see

! Differences in bonds and loans insolvency regimm®ss USA, UK, Germany and France are described in
Servigny, Renault (2004), Appendix 4A.

2Bonds type (RR (%) in Europe; RR (%) in North Aioa): Sr. Secured (44,5; 53,8), Sr. Unsecured (27;
37,96), Sr. Subordinated (36,7; 32,5), Subordiné6¢B; 31,2).
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BCBS 1988). However, this framework showed sevperablems that became more and more
evident over time, e ..
= Insufficient risk differentiation the weights did not differentiate enough the credk

by counterparty characteristics as collateral, nams, maturity or actual borrower’s

rating. The definition of risk buckets did not ezft the true level of risk of obligors and

consequently the banks with the same capital adgquaio (CAR)could have very
different risk profiles.

= No recognition of benefits from diversificatiorcapital treatment did not take into ac-
count risk reduction attained by diversificatiomttlis why there was no distinction be-
tween a well diversified and less risky portfoliodaone that was correlated and hence
riskier.

= Unsuitable treatment of sovereign riskor instance, lending to all OEC§overnments
with substantially different credit ratings (Mexjcburkey) incurred no regulatory capi-
tal charge.

Furthermore, by the time a variety of products anks was developed primarily to
overcome regulatory capital rules. Arbitrage betwé#ge banking and trading books has in-
creased significantly especially with developmehtmedit derivatives. All above-mentioned
facts reduced meaning of regulatory capital raigsneasures of true capital adequacy. Also,
the risk measurement extensively evolved in thedasade and many banks developed their
own internal economic capital models to guide tlaeicisions and bank practice became more
distant from Basel | required rules. The main mation for a revised capital adequacy frame-
work known as Basel Il was therefore to bring ragpdy capital requirements more in line
with good bank practice, escape from “one-sizedilts setting of Basel | and further
strengthen the stability and security of the baglséystem via better risk manageméfihe
New Accord started to be implemented by bankseetid of 2008.

Basel Il identifies three types of approaches degalith credit risk: (i) standardized,
(i) an internal rating based (IRB) foundation, afif) IRB advanced approach. The main
break with the previous Basel is the fact, thatlifaes will require different capital coverage
depending on their intrinsic riskiness, as evaldidtg some external rating agency — standard-
ized approach, or by the bank itself — IRB approach

! For other problems in Basel | framework see Stapthand Mendoza (2005).
History of banking regulation can be found in Sgnyi and Renault (2004), Chapter 10.

2 Basel Il was agreed by Basel Committee membensidh2004 after round of proposals between 1999-2003
and consists of a set of supervisory standardshndme structured along three pillars:
Pillar 1 — Capital Requirements; concerns minimregquirements for credit and operational risk.
Pillar 2 — Supervisory Review; provides guidanoele supervisory oversight.
Pillar 3 — Disclosure; requires banks to publidisclose information on their risk profile.
(see BCBS 2005).

% Basel Il applies at a consolidated level to ina¢ionally operating banks and banking groups. Soat®nal
supervisors choose to apply it also to domestikdanthis is the approach followed by the EU Direxgt
2006/48 and 2006/49, whereby Basel Il was introducehe EU legislation.
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Chapter 1 Loss given default in the Credit risk

1.3.1. The Standardized Approach

The attitude of this “new standardized approachtredit risk is similar to Basel I,
but has higher risk sensitivity due to employing thedit rating of external credit assessment
institutions (ECAI) to define the weights for calating RWA® Yet, ratings from various
agencies do not carry the same information. Whe®&R's perceive their rating primarily
from the likelihood of default of an issuer, Moosly'ating reflects its opinion on the ex-
pected loss (PD.LGD) on a facilifyit is therefore important that ECAIs provide rolygh
similar ratings because wide discrepancies acrmgutions would incite banks to use the
most moderate and favorable rating provider tobeeditely reduce total capital require-
ments. In order to prevent such “agency arbitrage®, national supervisors have to ensure
that there is no obvious risk underestimation bpgisertain institutions ratings.

LGD is not explicitly quoted in the standardizecbagach, but we can observe its
presence indirectly, because the portfolios corepeigposures secured by residential prop-
erty and by commercial real estate have lowerwisights. For instance, loans collateralized
by mortgages on residential property that will leeupied or rented by borrower, is risk-
weighted at 35% compared with 75% weight for ottygposures to individual in the retail
portfolio.® Basel Il also states that loans secured by conmaieeal estate may receive a
lower capital requirement than unsecured corpogapmsure; risk weights may be reduced
from 100% to 50%. Because no other specific lintteg are imposed on the exposure type
or the borrower’s PD, “the presence of a lower risk weight seem to beviatet mainly by
LGD consideration”(Resti, Sironi 2005, p. 27).

Banks which follow the standardized approach cgusadhe exposure of each asset
by taking into account the positive impact of gudeas, collateral and other hedging tools
such as credit derivatives. This can be done indifferent ways, the so-called simple and
comprehensive. Under the simple approach theraeifiaed rules for changes in the risk
weights considering the quality of the collaterahile leaving the exposure unchanged. The
exposure portion covered with valid collateral iees the risk weight applicable to the col-
lateral itself instead of using debtor’s coeffidiéisubject to a floor usually of 20%.

1

N

w
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Such institutions may be rating agencies or oif&itutions recognized by the national supervisbrsorder
to be admitted as ECAI agencies, they must meetinegents in terms of independence, transparendy an
consistency of rating criteria. For more details Resti and Sironi (2007).

Beattie and Searle (1992) provided a compreherssudy of the assessment of eight rating agenciéstey
find that large players (Moody's, S&P) despite eifint methodology exhibit similar assessments. Sarge
differences were found by more specialized andoregiagencies (MCM, JBRI). This study is nevertbgle
quite old and agencies have recently put a lohgdleasis on ratings homogeneity.

Such loans are usually highly fractioned with gois#t diversification; hence weights are reduceloAas in
1988 Accord, loans backed by a mortgage on theotem's home were weigh-reduced to 50%.

It works similarly with the guarantees. The delstoisk weight is replaced by the guarantor’'s ombich usu-
ally means a lower capital requirement due to betti@rantor’s rating. Furthermore, the losses @auoonly
with simultaneous default of debtor and guarantan-event that is more rare than a default of trerantor
only. Nonetheless, this low probability of doubkfalilt must not be considered. Neither in the IRBraach
can be taken into account in the case of risk wtitign by guarantees or credit derivatives (see BB,
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Chapter 1 Loss given default in the Credit risk

In the comprehensive method, no capital requireénem@pplied on the exposure
portion backed by valid collateral. However, itsremt valueC must be reduced by a haircut
Hc, reflecting the risk which the market value of teancial instrument may decrease.
Banks can use standard supervisory haircuts or tdven estimates. Once the appropriate
haircut is chosen, the current value of the caltdtes trimmed down by multiplying it by a
haircut factor, defined as—-1Hc, obtaining the adjusted collateral value. The gabi the
credit exposure covered by the adjusted collatégabs not subjected to any capital require-
ment. The remaining part of exposure after riskigatton E~ is subjected to a “full-risk
weight” and can be easily calculated as follows

(1.3) E = max{ 0[E-C(+ Hc):|}

where E is the original exposure and hdidsE + Ec.

When the loan is not issued in cash, e.g. in tlse cd securities lending, its value
can increase over time and cause that the colldiecmmes insufficient for the exposure to
be fully secured. For this case the current valudn® exposuré& must be adjusted by hair-
cutHe. Further, when currency mismatch is present betwedateral and exposure, another
haircutHgx has to be used to account for foreign exchange Tise remaining exposure may
be expressed as shown in BCBS (2005, §147)

(1.4) E' =max{ O] E( 1+ H. )~ C(+ H ~ Hey ) ]}

The exposure amount after risk mitigatisnwill be multiplied by the risk weight of
the counterparty to obtain the risk-weight assedamh

The appeal for banks to leave standardized appraadtpass to IRB is that it may
allow them to obtain a lower level of capital regunents.

1.3.2. The Foundation IRB Approach

The IRB approach is more sophisticated, becausdiés on banks’ own internal es-
timates of certain risk parameters for determiréngdit capital requirements. Nonetheless,
both in the foundation and in advanced IBR apprdhehe must be used a risk-weight func-
tion provided by Basel Committee for deriving remgaly capital to ensure that overall capi-
tal levels across countries remain homogenous.

The IRB is based on measures of expected and uciexpesses (EL, UL)In both
regulatory and economic capital determination pligse factors an important role because
the risk-weight functions produce capital requiratsefor the UL portion (see BCBS 2005,

§301). However, for some hedged exposures is inRBedouble default effect deliberated (see BCB8520
§284).

! The distinction between EL and UL was introducetydn final version Basel Il in 2004. Before thagnks
were simply required to cover both types of losses.
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8§212). EL can be generally expressed as produPDofEAD, LGD andf(M), wheref(M)
presents the effective maturity.

Expected loss stands for the anticipated avemaggerhte that a bank should expect
over time for particular facility or portfolio. is the mean value of the probability distribu-
tion of future losses and because it is estimatetbhderex-ante it should be reflected in
the price of risky product. From this point of vieas Bhatia (2006, p. 10) refers, EL does
not represent risk but a cost of providing credtijch must be recovered as a part of pricing.

The real credit risk is associated with unexpettsd that is usually defined as the
volatility of the EL. In order to compute it, it i'ecessary to know standard deviations of all
above mentioned variables, which occur in the fdanfor EL. The accuracy of EL and UL
computation therefore depends on estimates of thiskeparameters. However, some of
them may be stochastic and considering them asndigistic leads to underestimating UL's
values. This is also the case of LGD.

It is good to note that in Basel Il framework, Utresponds to value at risk, rather
than to standard deviation of losses. UL is defiasd difference between LGD (multiplied
by the factor taking into account correlatfdretween assets in portfolio and maximal loss on
given confidence level) and the bank’s best esgnodtEL, which are all adjusted by matur-
ity factor (see BCBS 2005, §272). UL then represéné capital requirements, the amount,
that must be covered by capital, while EL may beeced by provision3.

We can see that LGD enters capital calculatiorRB hpproach in a direct and ex-
plicit way. However, a foundation approach allovesks to use own estimate only of the
debtor’'s PD, while all other variables are set égulators, LGD makes no exceptibAc-
cordingly to BCBS (2005, §287), LGD is fixed 45% fdl senior, unsecured exposures. This
value must be increased to 75% for subordinatedsMes, but can be reduced again when
some adequate collateral is pledged. Such a reductinnot be based on banks’ internal
models or past experience but has to come out fudes that quantify the effect of financial
and non-financial collaterals. The similar hairsystem as in standardized approach is used;
however, in this case the haircuts are appliecctliréo LGDs and not to the value of expo-
sure. LGD applicable to a collateralized transacti® calledeffective loss given default,
LGD'.

Concerning the financial instruments as collatérdle formula for the adjusted
LGD is the following

! The effective maturit§f(M) must be computed for a given exposure onlydms cases. In BCBS (2005) in
paragraphs 318 to 324 the circumstances in whiglmidturity adjustment applies are discussed.

2 Unlike EL, UL for portfolio is not equal to the suof individual ULs, because variance is not additpa-
rameter and depends on the loss correlation amanifplio’'s assets.

% This rule is not absolutely rigid; a limited pentege of UL can also be covered with provisiong ®esti, Si-
roni 2007, p. 610).

* For retail exposures, banks are allowed to provide estimates not only for PD, but also for LGRI &AD
(see BCBS, 2005, §252).

® Eligible financial collaterals are the same athimstandardized approach and include cash anditefssued
by the lending bank, gold, bonds with a rating tdeast BB, and others (see more in BCBS 20051p. 3
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(1.5) LGD' = LGD(E/§)
taking the “basis” 45% LGD and substituting intaiation (3) we get
(1.6) LGD' =45%ma{ 0] ¥ H. ~C/E( * Ho -~ Hy,) ]}

where all of the symbols have the same meanindasgea LGD is increasing (i) when the
loan is not issued in cash, (ii) whel is greater than zero, and (iii) the coverage réfi6e
(current value of collateral to original value ofpesure) is reduced according to the size of
collateral and currency mismatch haircut.

As far as non-financial assets are concerned, ttifesrent categories of collateral
are defined. Receivables, real estate and oth&teall* for which haircuts are replaced by
a system of minimum and maximum thresholds thatuaesl for adjusted LGD’s computa-
tion as follows

45% - ( min[ C/E, T,,] /T )( 45% - LGR,) ifCIE=T,,

a.7) LGD* = .
45% if CIE<T,,

where LGD,,, is the minimum value that can be attained by thpisteld LGD, when
C/E>Tax The threshold values together witlsD,,,, are for particular collateral types re-
ported in footnoté.

As we presented, in the foundation IRB approach L&Is are predetermined and
adjusted in case, that collateral is present adogri given rules. Own estimate of LGD is
required only for retail exposure and LGD is estedaat a pool level. The use of banks’
own estimate of LGD for corporate, sovereign anakbexposure is allowed in the advanced
IRB methodology (see BCBS 2005, §297).

1.3.3. The Advanced IRB Approach

When using the advanced IRB approach, banks al®@zed®to provide more of
their own estimate of risk parameters (PD, LGD &#d) and their own calculation of ef-
fective maturity. BCBS (2005, 8468-8505) sets saveguirements on LGD estimates con-
cerning data collection, types of LGD’s estimatdjustment reflecting effect of guarantee
or validation process. Those rules are shortly sarirad below.

Banks must collect and store a complete histoyad® on the LGD associated with
each facility and also, the data on the estimatetrealized LGDs that should be measured
in an economic and not merely in an accounting reghBata set, on which estimates must

! Other collateral, including physical capital butkiding any assets which are acquired by the laani result
of a loan default (see Resti, Sironi 2005, p. 30).

2 Collateral type Tmin (%); Tmax (%); LGDmin(%)): Receivables (0, 125, 35), Commercial anddersiial real es-
tate (30; 140; 35) and other collateral (30; 141); 4

% Banks' internal models for credit risk parametestmation has to be approved by Regulator.

4 See Chapter 1.1.3 for difficulties with ex-post@easurement.
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be consequently based, should ideally cover ameeationomic cycle, but no shorter than
seven years or five for retail exposare.

“A bank must estimate an LGD for each facility thiats to reflect economic down-
turn conditions where necessary to capture theveme risks.? This estimated LGD cannot
be less thafithe long-run default-weighted average loss rateeqp default calculated based
on the average economic loss of all observed dsfafdr that type of facility. In addition, a
bank must take into account the LGD’s cyclical adn of some facility and possibility of
higher LGDs during a period with higher credit lesshan the default-weighted average
(8468). The extent aklation between the risk of the borrower and abkhe collateral or its
provider must be considered and in case of significlegree of dependence it must be by
loss estimate treated conservatively. Similarlyy aarrency mismatch between obligation
and the collateral must be addressed in a consezvaanner (8§469).

“LGD estimates must be grounded in historical rezgvrates and when applicable,
must not solely be based on the collateral's edthanarket value’This requirement is set,
because banks are usually unable to expeditiowsly gpntrol of their collateral and liqui-
date it (8470). Bank must determine the best es#irnLGD for each defaulted exposure,
based" ...on the current economic circumstances and fac#itgtus”. Since realized losses
can exceed expected values, banks must also estiowatservative projection reflect-
ing“...the possibility that the bank would have to recagnadditional, unexpected losses
during the recovery period{(8471).

Banks may reflect the risk mitigation effect dueptesence of guarantees by an ad-
justment of PD or LGDB.The adjustment criteria must be plausible, intaitand consistent
over time and across types of guarantéesno case can the bank assign the guaranteed
exposure an adjusted PD or LGD such that the adgussk weight would be lower than that
of a comparable, direct exposure to the guarantétivantageous effects of borrower’s and
guarantor’'s imperfect expected correlation of difésipermitted to influence capital re-
quirements:'As such, the adjusted risk weight must not reftbet risk mitigation of double
default” (8482). However, for some hedged exposures is thubld default effect deliber-
ated (8284). No restrictions are put on the tydesigible guarantors.

The validation of internal estimates is also coastd. ‘Banks must have a robust
system in place to validate the accuracy and ctersty of rating systems, processes, and
the estimation of all relevant risk componen{8500). Comparisons between estimated and
realized LGDs should be at lease annually perfortnedemonstrate that realized recoveries

! According to EU Directive 2006/49, EU banks maygented up to three years’ discount when the New A
cord is implemented for the first time.

2 For estimation of downturn LGD demanded by Baseldoint in time” approach presented by Hamerle
(2006) can be used.

% Also credit derivatives can be used for the creidik mitigation.”The criteria used for assigning adjusted
borrower grades or LGD estimates (or pools) for @syres hedged with credit derivatives must reqthieg
the asset, on which the protection is based (tfereace asset), cannot be different from the ugdeylasset,
unless the conditions outlined in the foundatioprapch are met'(§488).
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are within the expected rand®anks must also use other quantitative validattools and
comparisons with relevant external data sourc€¢§503) and must also demonstrate that
used methods do not systematically vary with trenemic cycle (8504). For the case when
significant deviations between estimated and redlizGDs are found and validity of the
bank’s estimates is queried, banks must have pedpaell-articulated internal standards
dealing with such a situation (§504).

The Basel Il framework represents a significantriowement in the risk sensitivity of
capital regulation and corresponds to a clear gsxmin credit risk management compared to
Basel I. However, there are still a lot of gaps &mitations that should be considereth the
credit risk area, treatment of correlations id stddequate. Advantage of diversification of re-
tail portfolios with exposure to individuals and airenterprises is recognized, but there is un-
realistic way in which IRB system measures the eat@ation and correlation among borrow-
ers. Furthermore, a correlation of losses is mateldy as a function of PD and thereby ig-
nores possible portfolio characteristics such agygohic or industry diversification.

Another possible problematic issue is the impacBasel Il regulation on the macro-
economic level. Indeed, if capital adequacy depamdisiternal or external ratings of the coun-
terparts, recession will lead to higher defaulesaand to following increase in the minimum
required capital. The consequence is a procycéiffact leading to overlending in the time of
strong economic growth and credit crunch in thession, which exacerbates economic down-
turn. Furthermore, Altman et al. (2005b) used thendéd Carlo simulation to assess the impact
of not considering LGD and PD as correlated inlfRB credit risk models. They found that
EL and UL are in this case importantly understat@dking into account the link between PD
and LGD in IRB estimation, it is likely to even mease the procyclicality effects of Basel Il.
However, neglecting this correlation might leadnsufficient bank reserves.

The first chapter provided the range of informatlmout LGDs with respect to the
types of borrowers, seniority of debt, or developtr&f macroeconomic conditions. Although
we could notice different relations among thosdaldes, a major difficulty of such informa-
tion is their complete dependence on historicahd@ihe LGD predictions based on their past
data are not thus necessarily coherent with théuBen of fundamentals across time and can
result in inaccurate estimates being not able pouca the real trend in economy.

! As the general shortcomings of Basel Il is usuaigntioned gap between industry best practices &fdlar,
non-capability to offer equal treatment to bankerafing in different environment, bad coherencéwi¢w
accounting rules, high implementation costs, ett.rRore criticism see Servigny and Renault (2084pha-
nou and Mendoza (2005) or Das (2007).

2 Taking LGD as stochastic and correlated with P@dases EL and UL approximately about 30% (see aitm
et al. 2005b).
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2. Loss Given Default modeling

“All models are wrong, but some are useful.”

George E. Box

This chapter focuses on analytical tools which én&trward-looking estimates of
LGD from market observable information. Those iraglimarket LGDs incorporate specific
conditions in economy and therefore should brindjtazhal piece of knowledge to already pre-
sented properties of ex-post historical LGDs.

Modern credit analysis is more and more in linehviittegration of uncertainty into
new theories with inclusion of sophisticated mathgaal tools such as stochastic calculus. Its
contribution to modern finance is the ability torggia deterministic solution out of an uncer-
tainty which is modeled as a random process. Furtbee, stochastic calculus allows the fining
of the time into infinitesimal points as a limit tife discrete time approach. Despite the discrete
approach it is still practical to visualize the dwpment through time (e.g. binominal trees); the
continuous-time framework is very useful, sincetiables more easily to obtain closed-form
solution.

This also enabled the dynamics approach to aseégmodels which are aiming at
determining the equilibrium arbitrage-free pricerigky assets. Each risky asset should offer an
expected return corresponding to its degree of, tiskrefore all risky parameters must be
evaluated by market in order to get the equilibripmice. This assumption, that prices include
all information is then used by credit risk pricingpdels which utilize market information (e.g.
share or bond price) to measure credit risk antl Wétlp of asset pricing models are trying to
extract the key risk parameters such as PD or Leb the prices. Those models are forward-
looking, estimating the risk parameters which aqeeeted by the market in the future and not
those that occurred in the past. From the natutbisfmethod such estimate of LGD is called
implied market LGD

The market information based models can be furttessified astructuralandre-
duced-formmodels. Many theoretical developments have appédartds field only during the
last few years. The goal of this chapter is to giveummary of different approaches to credit
risk pricing and how it can be further used forragting credit risk parameters, especially
LGD. The analysis begins with older structural megdehose imperfections gave rise two dec-
ades later to new reduced-form approach. Howewh types of models have their limitations
and stand on many assumptions, which hinder thagtigal usage.

" Box, G. (1979):Robustness in the strategy of scientific moddbing, In Launer, R., Wilkinson, G. (eds):
Robustness in Statistics, 1979, p. 202.
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2.1. Structural Models

The category of structural-form models of credikrare based on the framework devel-
oped by Merton in 1974 using the theory of optiaitipg presented by Black and Scholes
(1973)* The intuition behind is quite straightforward, @mpany defaults, when the value of
its assets becomes lower at the time of debt’s nityatinan that of its liabilities. For that rea-
son, the default process is driven by the valuga@fcompany’s assets and the risk of default is
explicitly related to the assets variability.

The termstructural comes from the fact, that these models focus erstituctural char-
acteristics of the company such as asset volatiliteverage that determine relevant credit risk
elements. Default and RR are a function of thog@bkes. In contrastreduced-formmodels
generally ignore the structural parameters as sluses of the default and simply assume, that
default is possible and is driven by some exogenangom variable. The result is, that default
and recovery is modeled independently from the 'firstructural features, which lacks the
clear economic intuition behind the default event.

Although the original Merton’s model introducingntmgent claim approach brought a
whole new perspective for credit pricing analystisyas based on some simplifying assump-
tions, for example, that default can occur onlynaturity of the debt, company’s liabilities are
represented only by one zero-coupon bbadijnterest rate is taken as constant. In resptinse
such problems there have been developed alternapipeoaches, which try to remove one or
more of those problematic drawbacks of the modkciBand Cox (1976) introduced the pos-
sibility of more complex capital structure of thengpany’s liabilities, Geske (1977) presented
the interest paying debt, or Vasicek (1984) esthbli the distinction between the short and
long-term debt. All previous authors also enhanitedmodel by treating default as an event
that can occur any time before debt’s maturity. &ogcent improvements such as works by
Longstaff and Schwartz (1995), Hull and White (193% Collin and Goldstein (2001), reject
the constant risk-free interest rate and consideriedest rate as stochastic variable instead of
that?

All of mentioned structural models deal primamyth PD of specific company. What
were the initial assumptions, how they developeth wiodels’ improvements, and foremost,
how LGD and RR can be modeled are the main obj#ctse following text. Since all later
structural models are more or less based on tiggmal Merton’s framework, its derivation is
described in this chapter in more details and @rrthere will be presented its expansions in
form of presence for collateral, which pledgesdhbt, or stochastic interest rate.

! Therefore are structural models also called Metgpe models. In the original option pricing pap&iack and
Scholes (1973) suggested that their technique dmeilgsed to price corporate securities.

2 In reality companies have complex financial stuuetwith claims of different maturities, interestyments, or
levels of security and seniority.

% For detailed development of later structural msdele e.g. Altman et al. (2005a) or Jarrow andd?r(2004)
and the references therein.
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2.1.1. PD and Recovery Rate in Merton’s model

The seminal structural Merton’s (1974) model rebesmany hypotheses which are
mostly coming from the Black—Scholes option pricthgory. Some of them became source
of criticism and have been later relaxed. The adfgiframework in which is the valuing
process of firm's assets embedded requires fomgipdication of standard corporate credit
risk pricing many assumptions, which are following
(A.1) Markets are frictionless. There are no transasticosts, taxes, short-selling

restrictions, bid-ask spreads and assets are ggrffagsible.

(A.2) There is a sufficient number of investors with gamable level of wealth
such that they can buy or sell as much of an asstitey want.

(A.3) The term structure of risk-free interest rateldd &nd known with certainty.
The price of riskless bond paying $1 at tiffieis henceB,(T) =exp[-rT],

where r is the instantaneous riskless interest rate

(A.4) Total value of firmV is financed by equityfe and one zero-coupon non-
callable debt contradd, maturing at timel with face valueF. Also holds
V, = D, + E , with (A.1) this implies that the value of therfirand the values

of assets are identical and do not depend on tpigatatructure itself. This
corresponds with Modigliani—Miller theorem.

(A.5) There is neither cash flow payout, nor issuesnyf gpe of security during
the life of the debt, nor bankruptcy costs. Defaalt only happen at the ma-
turity.

(A.6) There is no possibility of the absolute prioritjer violation. Shareholders are
paid off after firm’s default only after full compseation of the debtholders.

(A.7) The dynamics of the firm’'s value through time d¢@ndescribed by the sto-
chastic differential equation called geometric Bniam motion

(2.1) dV, = 4,V dt+ o, \ dW
whereyy, is the assets drift (i.e. the instantaneous expeette of return on
the firm’s valueV per unit time),g, is the standard deviation of its return,

and dW' is a standard Gauss—Wiener processcase of cash outflow per
unit time in form of dividends or coupons), the equation is adaptedto

(2.2) dv, =(x -&,) Vv dt+o, \ dW

In such framework based on those assumptions,taiskiconcerns the possibility
that the value of the company evolves stochasticuaiill be on the maturity day less than
the repayment value of the lo&h The debtholders receive atneither the valud= (if
Vr >F), or they receive the entire value of the firm &ne owners of the firm receive noth-
ing (if Vr <F). The risk of default is therefore explicitly lia to the volatility on the firm's
asset value. The Merton’s contingent claim analgk@ns, how this risk should be priced.

! Definition of Wiener process and other stochasticcepts is given in Appendix A.
2 In the seminal Merton’s model is the drift in tleem of .., V=4, not like in (2.2) in form 4, —)V. The later is
more often used in newer models; however, thene idifference for model derivation.
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Dynamics of debt security, whose market value iarat timet a function of the
value of the firm and time, i.&, = f(V,,t), can be expressed by stochastic equation as

(2.3) db, =(,UD D, _JD)dH'UDDthVD

where the symbols are the same as in (2.2). Bygusi's Lemmal it is possible to derive
(see Appendix B) the fundamental differential egpratwhich determines the value of the
debt and which is the basis cornerstone of Mertorddel. The equation is in the form

(2.10) o0 +rV, —t ob 1 oL
ot tav 2

o°D, L—rD, =0

ov?

and it must be satisfied by each security, whodeevis a function of the value of the firm
and time. In addition to those variabl&s,depends also on the volatility of the firm’s value
and on the interest ratés we can see, the value is independent of theasg rate of re-
turn of the firm and therefore independent of tisk preference of investors. From this result
comes out a principle of risk-neutral valuation,iehhallows assuming the risk-neutral world
when pricing a corporate debt. This concept willused also later to get risk-neutral prob-
abilities of default and recovery rates.

To solve this equation for the value of the dBEhtthere is necessary to get two
boundary and initial conditions. By (A.4, = D(V,7)+ E(V,7), wherer=T -t is the length
of time until maturity. The boundary conditions &nen given by
(2.114a) D(0,7r)=E(O,r)=0and D(V,1) <V

The initial condition is given by fact that debttieis at maturity day receive the
face value of deld or remaining value of the firm, what can be expegsas

(2.11b) D(V,0)= min[V;F]

The equation (2.10) can be using (2.11) solvedtéaydard methods aeparation of
variablesor Fourier transforms However, as noticed Merton, it is possible toilgateter-
mine the value of equitE(V,7) if we substitute foD in (2.10) and (2.11) the expression

D(V,r) =V - E(V,r)and deduce the partial differential equationEofT his is

2
(2.12) %, +1V, % 1cr\fv2 L rE, =0
aH tav, 2 Va2

subjected to the boundary conditions (2.11a) aedritial condition

(2.13) E(V,0)=max 0V - F]

! See Appendix A

2 The value oD, depends also on the payouts of the firm and tberie, however, the initial Merton’s model
assumes no payout policy (Merton 1974). The incatpan of dividends’ payouts will be developed ihap-
ter 3, which utilizes Merton’s model for estimatiohLGD for the sample of companies in the Czecpu®e
lic.
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This is identical to Black and Scholes (1973) folanfor pricing “..an European
call option on a non-dividend paying common stobkng firm value corresponds to a stock
price and F corresponds to the exercise pridderton 1974, p. 10). Indeed, at maturity time
T, the equity holders will exercise option and paydebtholders face value of liabilities if
Vr>F, otherwise they let this option expire. By apptyithe Black—Scholes option pricing
formula it is straightforward to get solution faquations (2.12), (2.13) as

(2.14) E(V.7)=Vo(d)- FeTo( d)
Inv+(r +10'3)T Inv+(r —1a§jr
whered, = Jv\/?z , d, = dl—avx/_= F Uv\/; and ® () is cumula-

tive standard normal distribution. If we use ada{W,7) =V - E(V,7)in which we appoint

the expression fdE from equation (2.14), we can express the valuiebt at timer as
(2.15) D(V,7)=Vo(-d)+ Fe'lo( d)

whered; andd, are defined above. This equation could be latprséed to express risk pre-
mium of corporate debt or its yield to maturity.

Armed with the aforementioned logic of the model eeam already look how credit
risk parameters as PD and RR can be extractedddfagilt occurs, when firm’s value drops
below somedefault barrier(DB), that is in the seminal Merton’s model remmreed by face
value of deb¥ at its maturity. The probability of default is teére the likelihood that the
value of the firm will be at the maturity ddylower than the value of deBt Simply ex-
pressed as

(2.16) PD=Pr(V, < F)

To get this probability, the more information abg@ubbability distribution oV has to be
known. However, we can use the assumption thatahe of the firmV is log-normally dis-
tributed, what is according to Crouhy et al. (20§Qjte robust hypothesis confirmed by ac-
tual data, and we can get information about prdiabiistribution of Ivy," what is

(2.17) InV; ~®[InV, +(4 ~0,507 )T G T|
from properties of natural logarithm can be thebatmlity (2.16) expressed as
(2.18) PD =Pr(InV; < InF)

and from that by using (2.17) we can get

! The It6’s Lemma can be again used to get dynafoicdinV; and from that can be determined parameters of
normal distribution for IN; (see Hull 2002 p. 227).
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Vouf -1
In E +(,uv za\ij

2.19 PD=®| -
(2.19) ot

= (-d})

which is the PD of a company at the time of mayufitexpected at time=0, (z =T), when

the value of the firmv, is known with certainty.Nearer look at valued, and d, discloses
that probability of default occurs also in finaluagion for pricing risky debt (2.15). This
comes from the fact thak(d,) is the probability that the European call optieifi be exer-
cised by equity holders (see Hull 2002, p. 2479 aompany will not default. The term
1-d(d,) =d(-d) then characterize default probability. Howevehjlexd(-d;) in (2.19) gives
the real-world (physical) probability of defaulb(-d,) presents the default probability in the
risk-neutral world. This is caused by using riskl@serest rate instead of expected rate of
return 4, in the formula ford,. In the real world, investors are demanding moentrisk-

free rate of return and therefodg > d, what impliesp(-d;) <®(-d,) and the fact that risk-

neutral PD overstates its physical measure. Silyilidrhas to be distinguished between
physical and risk-neutral RR.

The recovery rate, when assuming no liquidationscafier default, will by given by
the ratio of firm's value af to the debf, (V+/F). More formally expressed as

(2.20) RR= E(VFTW < Fj=% Hv|y< B

as was already mentioned,is log-normal variable, therefore to get an explarmula for
RR we can use for the method presented in Liu.gt1807), that derives conditional mean
for log-normal distributed variable, what is exgdtie case of equation (2.20).

Let's suppose that variabM is log-normal and M is normally distributed with
meanu and variance®. Then variabl& = (InY-u)/o has a standard normal distribution. The
conditional mean oY, giving Y<c, can be then expressed as follows

E(Y|Y<g= E(exp[a Z+ pl]| exdo 2+ ) < }
(2.21) =E(exp[oZ+4]|Z<(Inc-p)/o)

to simplify following expression, let’s define

(2.22) g=(Inc-u)/oand h=d(g)

! From (2.19) it can be seen that PD is the funatibiie distance between curraftand the face value of debt
F, adjusted by the expected growth of aggetlative to its volatilitys. The d; is hence called distance-to-

default (DD) and the higher its value is, the loveePD.

2 As e.g. Deliandes and Geske (2003) state, riskraledefault probabilities can serve as an uppembato
physical default probabilities. For recoveries hadglerse relation — the risk-neutral expected regovate is
less than its physical (real-world) counterpare(stadan et al. 2006, p. 5).
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where @ (.) is again normal c.d.f. with these notationg, ¢iguation (2.21) becomes

-1/2

E(Y|Y< 9= ﬁlj'iexp[d z+ u)(27) ™" expE %/ 2] d

-1/2

=exp[/1+02/2]1‘1'fi(2ﬂ) expF @-o ¥/ 21z

®((Inc-u)/o-0)
®((Inc-pu)/o)

considering the parameters of normal distributibm¥ stated in (2.17), we can write condi-

(2.23) = exp[u +0?/ 2]

tional mean oW+, giving V1 <F as
d)((ln F —,u;)/a’(, —J*V)
CD((In F —,u;)/J:,)

where £, =InV, +(,uv —O,50€,)T ando,” = 0> T, after substituting and rearranging we get

(2.24) E(V |V < F) =exply, +07 /2]

q)[_In(VO/F)+(,uV +0,50§)T]
o NT

E(V |\ < F)=exp[ I, +44,T]

q)[_ln(VO/F)+(yv —0,505)TJ
o NT
(2.25) =V, expLu\,T]%

using this term in equation (2.20) we get final regsion for the expected recovery rate at
timet = 0 in the form

P(=d,)
P(-d,)

(2.26) RR:% =AVARVAS |:)=%6Xp[ﬂv 1

which is the physical recovery rate and the risktred RR would be obtained by replace-
ment £, with r. RR function is homogenous of degree zer&jrandF, which means that

proportional change in those variables does ndtente its value (ceteris paribus). More-
over, RR is dependent, as the PD, on the uncat&aialopment of firm’s value and therefore
is not constant through the time but stochastic.

As it was shown above, risk-neutral PD is direnponent in the formula for pric-
ing risky debt. Similarly we can find out that RRthere embedded. To see it more clearly,
we can rewrite eq. (2.15) &t 0 as follows

DoV, T) = V,®(-d)+ Fe'o( d)
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=Fe -(-0(-d)\+ Fe"o(- d))*

(2.27) =Fe ™ -®(~q,)[ Fe" - Yo (- d)/®(- d)]

F'T represents the current value of the riskless desing (2.26), we can call the second term
in bracket the risk-neutral expected discountedvery value, conditional olr<F (see
Crouhy and Galai 1997). The bracket is hence tesgnt value of expected loss, if the firm
goes bankrupt at time With result of (2.19) we easily get formula

(2.28) D,(V,T)= Fe™ - PDELGRQ

whereELGD; is the expected discounted LGD. ThBE.ELGD, can be extracted from the
prices of particular risky and riskless bond witle tsame maturity. By utilizing the knowl-
edge about borrower’s PD (e.g. external estimata frating agencies) is then possible to get
separate value of expected discounted LGD.

As we could see from the above derived model’s dyos, both PD and RR are si-
multaneously given from arbitrage-free equilibriwonditions. Using the presented expres-
sion for PD and RR, the sensitivity analyses wibpect to other company’s structural pa-
rameters can be made. Consider the firm with giver80, V=100 ¢°=30%,x=10% and
T=1. The variables will be shocked to see how RDRR change.

Figure 7
The sensitivity analysis for PD and RR (LGD) — part 1

PD

b)  Vy=100, 0°=30%, U=10%
100

a)  F=80, 0°=30%, u=10%
100
80
60

2

40
20

50 100 150 40 70 100 130 160
Firm value Face value

Source: computed from eq. (2.19) and (2.26)

The figure presents results for RR and PD in playsiteasure. It could be supposed,
that the higher is the firm’'s value at the timerisk parameters prediction, the lower is the
expected LGD and lower PD — part a), the linkageverse with the value of debt An in-
crease in firm’s leverage brings about higher BRithand LGD. The similar impact also has
an increase in assets’ volatility (leaving leveragehanged) which causes higher uncer-
tainty of future firm’s value at the maturifyand therefore fall in RR.

! The derivation of eq. (2.15) came from the refafio=\V-European call hold by shareholders. Equivalently
we could consider that pay-off to debt holdersnalagous to the pay-off from writing European pata
D =F"" - European put. This is also the form of rewritingn (2.27).
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Figure 8
The sensitivity analysis for PD and RR (LGD) — part 2
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Source: computed from eq. (2.19) and (2.26)

In summary, Merton’s approach evidently generaltes negative correlation be-
tween PD and RR because both variables dependeosathe firm’s structural characteris-
tics. The RR is significantly determined by theuebf firm's assets at the maturity tife
However, possible RR gained by debt holder mustahetys depend only on firm’s value
Vr because the debt might be pledged by collateral.

2.1.2. Impact of Collateral on LGD in Merton’s model

From the previous part it is obvious, that the lai@ral” for debt holders in the
seminal Merton’s model is the value of the firntte maturity time. Firm’s value therefore
determines not only the PD but also the RR. Howea®ia matter of fact, the debt is usually
backed by collateral, and its value at the timedefault determines RR. Furthermore, the
value of collateral is not perfectly correlatedwiirm’s value. As a consequence, the basic
Merton’s model is not sufficient for extracting RFom arrangement with collateral and
hence it is necessary to make a few adjustmentadoe flexible LGD predictions.

The extension, in which the asset value and thateohl are less than perfectly cor-
related, was made by Jokivuolle and Peura (2003520y adding a separate process for the
collateral’'s value. The collateral is used to b#wk debt with face valuE and maturityT.
However, the firm can have more than one detdnd the default occurs if the firm’s value
V at the maturity time is less than the overall dedtieD, D> F. As in Merton’s modely

satisfies the stochastic dynamid¥, = 4, V, dt+ o, \V dW and the recovery rate for the debt
F is determined by the value of the collateral, wHicllows the same geometric Brownian
motion as follows

(2.29) dG = 4, G dt+ o G dvf

! Since in the initial Merton’s model holds the amption of Modigliani—Miller theorem, value of firrand
value of firm’'s assets are identical.

37



Chapter 2 Loss Given Default modeling

with instantaneous correlation betweerf whd W denoted ag. If the debtor owns the col-
lateral, it can be considered thatV +C, whereV' andC would be correlated log-normally
distributed diffusion processes. The correlatiomapeeter than would be an endogenous
variable derived from the correlation betwéénandC. However, this is not very tractable,
since the sum of log-normal variables is not logamal and the model would lose much of
its applicability. Therefore i assumed to be exogenous, which corresponds toase
when the collateral is provided by a third pdrty.

Loss in the event of firm’s default can be exprdsse max [(F—C; ]. The expected
LGD, conditional on the default is then

(2.30) ELGD=% E(G|v<D

considering the relation (2.17) that also holdstfier collateral value, we can wrkg andCy

in terms of standard normal variableandy asInV; =In\j +(,uv -0, 50\2,)T+0V\/Tl'y and
InC; =InG, +(,uC —O,wé)T+JCﬁ x. By applying the property of bivariate normal dis-
tribution,? we get the distribution for conditioned

InC, |y ~ CD[(InCO—O,50§p2T+any\/T|')+(,uc— 0.5%(+p2)) To( +p7) T]

_InV,=InD+ 4, T-0,50;T
o NT '
The equation (2.30) for expected LGD can be thextuened as

where the evenV, = D corresponds toy = h=

ELGD=%E[max[0;F—C,]|\4< D|
:ME[E[exq—yc'l]max[o; Gl ¥ ﬁ|

23 :%E[ng{ G exp-0.5020" Foep ¥ T, fuc 0%(10%)  Ji |

where L[yd} is indicator function giving 1 ify <h and 0 otherwiseBS™ is the Black—

Scholes formula for the value of put option witig@ments corresponding to value of the un-
derlying asset, exercise price, risk-free interatt, variance and maturity, respectively. The
@(h) is the probability of default as was defined 2110). After a few rearrangements it is
possible for ELGD to get following expression

T -1
(2.32) ELGD=eﬂ—iJ.® (°)
F PD

—00

B§ut{ G éo,SﬂéﬁzT“’c/’ﬁy, R 02 (1— ,02) ) T¢o,1( )/ d

1 A common example is an entrepreneur whose comisatie debtor but who provides the collateral g@sia
vate person.
2 See Appendix A for detailed properties of the hiai@ normal distribution.
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wheregy ; is the density function of the standardized nordistribution. Equation is integral
over Black—Scholes put option formula, where thpargntegration boundary is a function
of the firm’'s probability of default, which doestndepend on the collateral value parame-
ters. ELGD is a function of the dynamics of firrvalue only through PD. However, if tii@
andV are uncorrelatech £0) then ELGD does not depend on firm’'s PD at all.

To present ELGD sensitivity to model parameteris @onvenient to define loan-to-
collateral value ratioR/Cy) because ELGD is homogenous of degree zeK® amdF, this
can be seen after rewriting (2.32) as

1 (o™(PD)
2.33)ELGD=—
(2.33) !

-0

B {% éCT—O,SaépZT+UCP\/Ty’ éCT,,Uc Ko (1_ pz) , 7}%’1( )/ d

and therefore it is more useful to analyze the gharofF/Cy ratio than value of andC it-
self. Following figure shows that ELGD is alwayiieasing function oF/C; which is the
expected result, since with lower value of collatevith respect to the loan, the possible loss
given by default rises. Also ELGD gets larger wétillateral’s value volatilitys, as the un-
certainty about future value of collateral increasehe highest ELGD’s sensitivity to volatil-
ity measured by its partial derivative is for lo@avalue ratio around 100%.

Figure 9

ELGD for different levels of volatility as a function of F/C; ratio and correlation
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Source: computed from eq. (2.32)

Part b) of the figure illustrates the relationsbigtween ELGD and correlation be-
tween dynamics of collateral’s and firm's value.@®Q rises with higher correlation because
the default event occurs, if the firm’s value drapsler default barried; higher mutual dy-
namics implies that in the case of default it alsclines the collateral value.

The stochastic variablegs andV are treated separately, which can be useful in the
application of the model because external estimfateborrower’s PD can be used for get-
ting ELGD for specific debt contraé. The most difficult parameter to estimate is thies
correlation between firm’s and collateral's valttowever, this can be estimated from his-
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torical implied asset values, if they are availdbldie model can be used in the Advanced
IRB since the banks estimating internal LGD hasdosider the degree of dependency be-
tween borrower’s risk and collateral, as it was timered in previous chapter. Despite that
the Basel requires estimate efonomic lossncluding all costs arising in workout process,
the ELGD in this model consists only of interestl gmincipal loss, however; the calibration
on historical data can be used to incorporate atb#ection costs to ELGD. The result is
that the model may be useful as a quantitative fmokstimation of expected LGD in ad-
vanced IRB approach, although it comes out fromhktasic Mertonian approach that is as-
sumed to be oversimplifying the reality. The suhmst chapter therefore deals with later
adaptations, which release some of the seminahgssons.

2.1.3. First-Passage-time approach

In the former approach, the default event coulduponly at maturity time. This as-
sumption was firstly relaxed by Black and Cox (1pWho come with the idea of default
barrier (DB) that causes the default anytime dulifiegof contract, if borrower’s assets touch
barrier level. The economic interpretation of DBaisafety covenant, which is tantrac-
tual provision which gives the bondholder the righbankrupt or force a reorganization of
the firm if it is doing poorly according to somearstlard” (Black, Cox 1976, p. 5). Safety
covenants hedge debt holders against the big lassesse that the borrower’s asset would
deeply drop under the value of debt.

Default barrier can be treated in models as a eohsis e.g. in Leland (1994), Long-
staff and Schwartz (1995), deterministically asBiack and Cox (1976), Leland and Toft
(1996), or stochastically as in Briys and de Vaee(997) or Collin and Goldstein (2001).
Also it can be distinguished whether the barrieses exogenously as a percentage share of
debt value or it is endogenously determined inntteglel as the output from an optimization
task. If the DB is touched and default occurs, reeovered amount is simply equal to the
DB, however, it must be considered, that defantetis an uncertain event, which makes it
difficult to determine time value of RR.

Briys and de Varenne (1997) also relaxed the fixefdhwult threshold and allowed it
to be itself dependent on the term structure afrést rate. The integration of interest rate
dynamics in the credit pricing framework is an agpiate step, partly it is hard to analyze
bond’s value assuming constant interest rate, laddynamics of interest rate and its spread
is indirectly linked to the incorporation of busssecycle effects, since the RR is related to
macroeconomic variables, as it was shown in finsfter.

! The second option according to Jokivuolle and #¢2605) would be to use stock market industry xnae
turns to proxy for firm’s value returns.

2 0One could use for determining the time of hittthe barrier a cumulative distribution function fiwe first
passage time of the Wiener process (see KarathasyeS1991). The value of equity is in thest-passage
time models determined by using the formula forliheier (down-and-out) call option instead of stan
dard European call option, which was used in timeirsal Merton’s model (see Hull 2002).
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In the following part the pricing approach for zemupon bond developed in Pirotte
(1999) is presented, where there is integratedtihehasticity of interest rate and possibility
of before-maturity default. This framework is cobetty rooted in Merton’s model from the
previous sections and therefore it allows bettenmarison of changes in estimated LGDs
coming from above mentioned modifications.

The asset value follows again the log-normal diffagprocess with constant instan-
taneous drift and volatility. Equity holders receia continuous dividend rag that are im-
plicitly financed by asset sales. This means

(3.1) dv, =(x -4,) V. dt+o, \ dwW

The assumption that all assets can be traded cantsty without any restriction in a
liquid and frictionless market still holds as wa#l that the firm is financed from equity and
single non-callable zero coupon bond of finite miggu

The term structure of interest rate is assumedetgiven by a two-factor model fol-
lowing a bi-dimensional Ornstein—Uhlenbeck procesejean-reverting process with a con-
stant variancé This allows decomposing the interest rate into c@mponents linked to the
business cycle of the economy

ds=a(h- $ dro, dW

(3.2) dl =a(h - l)dt+g dw
wheres is the spread between the short-term and long-aerest rate (described by proc-
essdl), r =s+1, b, by are the long-run averages to whigand| revert with speedas, a,

furthermore holddW®.dW = p,,. The asset value of the firm is assumed to beetaied

with the spot interest rates. Also is assumed dhagk-free asse®, 1 exists with maturityT
whose value depends on a term structure of inteagsR(T) and whose dynamics under the
risk-neutral probability is given by

(3.3) dP = rRdt+o, RdW

where W' is linear combination of\/*anddw', and also holds relation

(3.4) dW" dw’ = Pey0Op Oy
oR oR
with o, =\n2+n? +2p. 04, . 1, = aspi T and 7, = — 2% for formal proof
" tr 0S tT

see Cossin and Pirotte (2001).

! Both of them are assumed to be continuously traded

2 For additional information involving two-variabteodel of the interest rates’ term structure see$chaefer
and Schwartz (1984).

% The long-term rate captures mostly the busineste @ffects.
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The default event is triggered any time betweerotiigin of the contract and matur-
ity T if the asset value reach default barrier levelictwhs considered to be defined exoge-
nously as constant fraction of the face value ditdetimes a risk-free discount bori®]t
with maturity T. DB is therefore stochastic given as

(3.5) DB = HR, = gFR, O<g<1

and can be viewed as the Black and Cox’s safetgrtamt, however extended with stochastic
interest rate. It results in the fact, that higtescounting rate means a lower DB but also a
lower discounted value to recover, if the barrgerégached.

The default time occurs whéf <DB, and can be simply expressed as follows

(3.6) 1, =inf{t0[0,T]:V, < DB}

The assumption of an absolute priority rule stdlds under this framework, how-
ever, the liquidation cost are not assumed to be ae in Merton’s model and when default
occurs, the exogenous cost @)-is taken from the value of assets at that tiffiee recovery
value at default time is then given as

_ {¢>vT it 7, =T

3.7 RV,
50 ¢V, =¢DB_ ifr, <T

(O

whereg is exogenously given RR on the assets’ value alvailatr, .The expected value of

RR will keep varying as it is a function ¥fand interest rate dynamics. Also the value of the
assets of the firnv is different from the total value of the firm, whi depends on the lever-
age and bankruptcy parameters. This holds bechaseddel enables to treat the value of an
assel as an exogenous variable

(3.8) V,=E+D+L(V)-G(V)
whereE is the equity valueD is debt valuel(V) is the present expected value of bank-
ruptcy costs an@(V) is the present expected value of dividends’ pafou

The formula for the value of corporate bond at mgtr is given by payoffs in the
different states and by considering (3.5) it carekgressed as

(39) DT (\/’ S, l'T): FI{7D>T,V|->F} +¢\4|{7D:T,\4<F} +¢¢F|{7D<T).

Further there is assumed that all traded securidesbe priced in terms of risk-
neutral (martingale) probability measupe Since the debt and equity are traded assetsand i
liquidation costs and the dividend payout ratelarewn,VV can be observed by using (3.8)
and the debt at times= 0 is given

Trldt
(3-10) Do(v’ S, |:T): EQ|:.4to ( H{TD>T,Vr>F} +¢V|{TD=T,\4<F} +¢¢ H{rD<ﬂ):|

! For the simplicity is assumed that the liquidatimsts are the same and does not change with tiéfael
2 Total value of the firm is in model expresseda®) = Vi — L(V) + C(V).
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which can be after some computation (see Pirot®)1further written as

Dy(V,s |, T)= FR; — Default put
= FRy; — FRy, (®(-d,)+( DB/ V)» 2 &( 1)) } FR; = FRy; X
+V,e T [ @(=d) - D(-K)~( DB/ ) (P( H-D(D)] }oVe”Y

(311)  +gHR [ ®(-k,)+(DBy/Vo)” " d(hy ] }#HR, Z
whereFPR, ; is the value of risk-free bond with face vakiend maturityT and

DB, = HR,, =¢FR,

y=0,5-0T/T

T = Jj[af, +0%(u, T)+ 200, (u, T)O'V:| du

d, =In(v,e” /FR)/VT +0,5/ T = g+ T

h =In(DB €/, HR,)/V T +0,5/ T = p+/ T

k =In(V,e* /HR ) /N T +0,5/ T = g+ T

|, =In(DBZ e )V, FP, ) /N T +0,5/T = |+ T

The better look at equation (3.11) can show, thaffirst parenthesis denotedXss
the overall probability of default and expresshiorepresents the probability of default at ma-

turity PD[TD:T} andZ stands for the probability of default before mil;uPD{ Using the

Tp<T} "
conditional probability, the terng\V, e’ Y/ Xthen expresses the expected discounted recov-
ered amount in the case of default at the matdriand gHR, . Z/ X in the case of default

atr, <T.Dividing them byFP, 1 gives us the recovery rates for different scersasad

(3.11) can be rewritten as

(3.12) DoV, L T)= FR; |1~ PD(1- RR  ~ RR ;)]

The sum of expected discounted RRs for differeahados of default can be denoted as ag-
gregated discounted expected recovery rate FR&®milarly we can get aggregated dis-
counted LGD as the 1-ERRand equation (3.12) express in terms of individu@Ds which
gives

(3.13) DoV, L T)= FRy |1~ PO LG, y, + LGB, . -1
Finally, the aggregated discounted LGD we can fhezeexpress as

ELGD,, = LGD, _, + LGD, ., -1
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_1- PNe” D)~ O(k)~ (DB V)" (®()-@(D)

_ LGD
FR: ®(=d,) +(DB,/ Vp) 2 ®(1,)

{ro=T}

(3.14)

LGD

{ro<T}

11 PHRr P(k,)+(DBy/Vp)” " d(hy) )
FR; ®(=d,)+(DB,/ V)2 (1))
-1
On the basis of this formula is presented comparadtatistics of development of

PD, and both aggregated and individual LGIIS;(){TD:T},LGQ }). This is presented for

75 <T,
some sets of the most relevant parameters in thaés 10 and 11. The costs of default are
not taken into account and therefgre 1.

The part a) shows the impact of default barrieg\gel on PD and expected LGDs.
As it was already mentioned, the higher the baisgthe higher the level of assets is at the
time of default which raises the recovery rate. ldeer, the higher default barrier increases
the probability of default, because it is more ljkéor assets to drop to the DB level and
hence PD starts from some level of DB rise.

Figure 10
The sensitivity analysis for PD and ELGD to DB and vadltility of assets
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Source: computed from eq. (3.14)

For the low level of barrier (with respect to assatd debt level) is the likelihood of
default before maturity very small, but if it oceuthe loss would be large as the value of as-
sets will be low (equal to DB). Therefore is thepested LGD in case of default before ma-
turity for the low level of DB high and stepwisdlgawith rise of barrier. Contrariwise it
holds for expected LGD at maturity time conditiortiedno default till maturity. Note, that
the low level of DB represents the case when defeah occur only at the maturity day
which is the Mertonian case. The overall effecD& on LGD is represented by aggregated
LGD curve, which with higher level of DB goes dowRart b) illustrates the fact that the in-
crease in volatility of assets leads to higher PD expected LGD, since it raises the prob-
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ability of reaching the DB.However, if we want to analyze individual LGDsjstnecessary
to look closer at the ratio between individual anerall PD. For low level of volatil-

ity PD, is very low compared to overall PD and hence tfmeebed?l} is low and ex-

75 <T}

pectedLGDW} is high. Oppositely it holds foLGD,D:T} that increases with volatility
asPD,, _y is falling compared to overall PD. This can be dedlifrom eq. (3.14).
Figure 11
The sensitivity analysis for PD and ELGD ta and face value of debt
— - — - LGD(dt=T) — — — LGD(dt<T) ~ m-e--- ALGD PD
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Source: computed from eq. (3.14)

Another sensitivity analysis displays the effedtglifferent interest rates. We know
that DB is function of interest rate through théueaof riskless bond, see eq. (3.5). With rise
of interest rate the value of riskless bond faild hence also DB drops. This causes a lower
RR in case of default before maturity. Also, higltiscounting rate means a lower dis-
counted value of recovered amount, if the barsetouched. TheGD,, _, is therefore in-

creasing in the interest rate. However, in the mgale measure the riskless interest rate is
also the drift of borrower’s assets, which indudesrease otGD, . Those two effects

are against each other, which leads to almost anhaggregated LGD.

In the d) part the DB is determined as a proportibfiace value of the debt. The
figure presents behavior of LGD depending on leyeraf the borrower. As it can be ex-
pected, the PD and aggregated LGD rise with lewetdde highest increase in PD meas-
ured by marginal changes is about 1 for valuesw#rage.

The presented expansion of seminal Merton’s mogéiMo factor term structure of
interest rate causing the stochasticity of DB igemion line with presented evidence of the
business cycle effects on recovery rates. Thusatiegcorrelation between PD and RRs is
not only caused by dependency on the same fundafeaitthe borrower, but also because
of decrease of DB'’s value in the time of recessidre impact of volatility of assets or lever-

! The volatility of assets has the same effect o183 in the seminal Merton’s model (Figure 8).
2 We assume all other things being equal, also aeility of assets.
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age on LGDs is consistent with previous simpler elednevertheless, the presence of DB
causes (ceteris paribus) overall decrease of LGD.

The benefit of structural models is their econoiniwition, since they explicitly
state, which parameters trigger off the defaultné\and how is their influence on LGD.
However, this has also the drawbacks, because ofahpse parameters are not directly ob-
servable and have to be estimated (e.g. the vtlaihd value of assets). This represents the
main difficulty in terms of models’ application tlbugh the wide range of methods was de-
veloped to extract those input parameters fromratherket data.The attempt to overcome
those shortcomings gave rise to reduced-form meddiEh do not rely on the structural pa-
rameters of borrowers and hence they do not hake &stimated.

2.2. Reduced-form Models

As should become apparent from the previous geetptobability of default and recov-
ery rates in structural models are mainly deterohibg the value of assets of the borrower,
which also determines the fair value of borroweté&bt. Contrary to this fact, reduced form
models do not condition default and recovery onftimelamental values of borrowers and lack
the link and intuition between credit risk and fisnfinancial situatiorf. These models take a
purely probabilistic approach and simply assumé thhexdefault event is possible, modeled by
exogenous default process, without any attempkptaa it economically. Assuming no arbi-
trage opportunity, defaultable instruments’ priees driven by the market's expectation about
default and recovery rate. Our effort will be tHere to use pricing mechanism of reduced
model for extracting the credit risk parametersrfnmarket priced. Therefore we need to look
closer, what assumptions the models have aboutnd.@D.

2.2.1. Assumptions about RR and PD in reduced models

It was already said that in the reduced-form med&amework is default unpre-
dictably driven by a default process. This prodssssually modeled by a different type of
Poisson jump processes and if the jump occursutlatatriggered. PD of this event in re-
duced models is described in terms of intensityapeter. This means, the conditional prob-
ability at timet that default occurs betweérandt+A (if survived till t), is given approxi-
mately askA. Parametet is called théntensityor hazard rate® At the basic level, the inten-
sity parameter is constant, what correspond to lygmous Poisson process. Howevetan

! Those methods and their limitations are descritbeser in Chapter 3, which is dealing with empiraplica-
tion of structural approach in the Czech Republic.

2 Therefore they are termed as ,reduced-form“ mqdeésause they rely on reduced information andato n
consider firm's fundamental parameters.

% Examples of reduced-form models include Jarrow Emahbull (1995) Jarrow, Lando and Turnbull (1997),
Duffie (1998), Madan and Unal (1998), Duffie aniddgieton (1999) or Madan et al. (2006).

4 For example, a constant hazard rate of 0,04 iee thterval of 1 year represents a mean arrivel o4 times
per a 100 years, what means that probability ohwdéefduring one year is-dexp(—0,04¥ 3,92% (for details
see Appendix A).
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be also deterministic and can change over timthisncase the default time is modeled by so
called homogeneous Poisson process. Furthermdles ifitensity rate itself is stochastic, we
speak about Cox process, where not only time opjisnstochastic, but also is the condi-
tional probability of the jump over a given timadrval (see Appendix A).

Using the hazard rate setting presented aboveawaaw specify the pricing of de-
faultable bond. Let's assume constarnd possibility of multiple defaults. This meahatt
every default causes fractional constant percerteg of the bond’s price. If we denoly
as the price at timeof a defaultable zero coupon bond with matufitthen using the I1té’s
lemma, we can express the dynamics of the riskydsoprice according to Servigny and
Renault (2004) as follows

2
4.1) D= g+ 92 g4 19D
ot or 2 o0r

where the first three terms represent the depemdehthe bond price on time and riskless

(dr)? - LDdN

interest rate. The last term shows that when the jump occdié=(1), the price drops by a
fractionL. If we assume that risk-free interest rate follalysamics described as
(4.2) dr, = p.dt+ o, dW
then under a risk-neutral meas@eit must holdE[dP] =rPdt and since expected default
probability is represented tiylt andE?[dr] = «dt, equation (4.1) can be rewritten as

_ob aD 1 ,0°D
O=—+—p +-0;

ot oar 2 " or?

and comparing this equation with the one that htddslefault free bon® with same matur-
ity

4.3)

—(r +AL)D

_0B 0B 1 ,0°B
e R . e 2
ot or 2 o
we see that only one difference is in the last tdenif we solve those equations we can then
express the price of risky bond at titnasD,(T) = B(T)exd- AL(T-t)]. The termiL therefore
represents the spread and is the only differenteees price of risk-free and risky bond.

Even if this example with zero coupon bonds andstont intensity parameter is

(4.4) 0 -B

simplified, it shows us the basic intuition behiretiuced-form models. This is, that on the
arbitrage-free setting where all securities mayheed in risk-neutral measufg, it is pos-
sible to price defaultable bond as if it was ddffide by using default adjusted short-rate
R=r{+ AL, wherer is a riskless rate. In this case, as Duffie an@jiBton (1999) state, the
price of risky bond, promising payment at maturityT can be expressed as

T
(4.5) D, = E° [exp(—jt R dt) F]
Similar formula can be easily derived for defaukkabecurities with more general

payoffs (see Servigny and Renault 2004). We cartregiethe adjusteR is composed from
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risklessr and/iL what is actually a product of PD and LGD repreisgnthe risk-neutral ex-
pected loss. We see that the risk-neutral sprea@fiire reflects information about both PD
and LGD. An important feature for valuation of etjoa (4.5) is taking, Ly as exogenous.
The assumption, that default intensity rate andtivaal lossL does not depend on the value
of D, is typical for reduced-form models.

Further using of eq. (4.5) depends on parametésizatf default adjusted rate. One
can either parameterize by some single or multofamodel directlyR, or each of its com-
ponentr,, ; andL;. The later approach enables to consider bettepdissible dependencies
among4, L; andr,, or model those variables as the function of tla¢esof the economy,
what better fits the evidence thigtL, vary with the business cycle. Thus, allowing forre-
lation betweeni; and riskless; seems desirable. Intensity rate can be also mobdwiethe
base of rating migration matrices as Jarrow, Laadd Turnbull (1997) did, who used for
migration process Markov chain dynamics with ddfasl an absorbing state. All methods
are trying to obtain reliable estimate for riskwstpdR, and for credit parameteis, L;.

The spread of a corporate bond reflects the rs#efault, however, its magnitude
for given borrower depends also on the bond’s nigturoupon degree of subordination or
expected future interest rate (see Litterman ameh [1991). Nevertheless, market observed
spreads are not containing information about credélity of the defaultable security only,
but also the market risk, the liquidity premium ahd tax impact (see Fisher 1959 or Elton
et al. 2001). Moreover, the influence of each @fsth segments keeps changing over time
what makes difficult to segregate them. Therefiris, not so straightforward to analyze, to
what extent the change in price is linked to thange in PD or LGD expectations. To cap-
ture other effects influencing spread, Duffie aridg&ton (1999) introduced a stochastic
procesd that adjusts short rate Bs=r;+ AL+l Thus, reduced-form models can be distin-
guished by the manner in whi¢hL and dependencies betweeand value of delld are pa-
rameterized.

Presented part considered LGD or RR as an exogenaction of debt’s value just
before default time (see varialilén eq. 4.1). This approach to RR parameterizatan the
literature denoted as RMV — Recovery of Market \éalit represents the loss given by de-
fault, which is measured as the difference betwmire before and after default date (see
Madan et al. 2006 or Bhatia 2006). Another asswnpétibout recovery used Jarrow and
Turnbull (1995) who took RR at default as an exagenfraction of the market value of de-
fault-free bond with the same maturity and facaigas the defaulted bond have. This stipu-
lation of RR is therefore referred as Recovery tdabury (RT) and it tries to consider the
fact that “..amounts of principal with long maturity should hisadunted more than princi-
pal payments with short maturity(Lando 2004, p. 121However, sometimes it would be
more suitable if the bond of the same issuer, sipi@nd face value has the same RR, re-

! However, this assumption is for some cases (ewgp Sontract with asymmetric credit quality of ctempar-
ty) counterfactual and hence is later in Duffie &magleton’s (1999) work released.
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gardless of remaining time to maturity or coupoterd his can be measured as the fraction
of face value (RFV model). This concept of RR caméehlegal interpretation based, for ex-
ample, on the assumption of absolute priority guiliation at defauft.This is also the meas-
ure typically used by rating agencies. RR modebaged on exogenous recovery of face
value was used e.g. by Duffie (1998) who paramzatdrRR on the base of those statistics.

Which of above mentioned assumptions is more apiatepis still investigated. For
example, study by Madan et al. (2006) tested cangpte of tripple B-rated corporate bonds,
what assumption has better empirical support aag tbund out that recovery as a fraction
of discounted face value (recovery of Treasury) alestrates lower average error and there-
fore is more empirically supported. Contrary totth@uha (2002) claims that defaulted
bonds of equal seniority are traded at identicadeprindependent of their maturity time or
coupon rate. This corresponds to framework of R0, Duffie and Singleton (1999) sug-
gest that calculation with assumption of RFV or RM¥nerates rather similar results and
therefore, even in the cases when “recovery-of*facthe more appropriate assumption, one
can exploit the more analytically tractable RMVrfrawork. Indeed, recovery concept is of-
ten driven by practical requirements rather tharhgyquest for accuracy as the appropriate
choice of recovery function enables to obtain alefsem solution for debt’'s price. Thus,
RMV is easier to use, since standard default feem tstructure modeling techniques can be
used, as we presented above.

Nevertheless, if we want to separately identify fRbitn market prices, the assump-
tion of RMV is not appropriate, since it allows thstimation of the expected loss only. It
means that knowledge of defaultable bond priceseais not sufficient to separately identify
hazard and loss rate, because they enter the gorigiation (4.5) only through the mean-loss
rate/L (see Duffie and Singleton 1999). Contrariwiseit @an be seen in Karoui (2005), the
RT and RFV approach allows for identification oé theparate impact of the hazard rate and
the recovery rate on bond prices. This resulthénfact that although the RMV has become a
standard assumption in credit risk modeling duitstonathematical tractability, however, its
limitation has lead also to application of RT arfeMRassumptions for RR modeling.

For example, Madan et al. (2006) developed a retifam@n model under RT and
RFV assumption in which it is possible to extrat¢m@n structure of recovery rates. They de-
rived the general pricing solution when the RRteckastic. Unfortunately, closed-form ex-
pression for price of risky bonds is still difficub obtain and computational costs of numeri-
cal techniques are high even for one single fagtodel, by which RR is parameterized.
Therefore this model has only one factor — interat#, explaining both default and recovery
risk. This is according to Christensen (2007) tloelet's main weakness.

To learn more about the hazard and recovery ratpkcit in market prices within
RMV framework, it is necessary to utilize other digehal information relating to particular

1t is understood in the sense that debt with tiveespriority is assigned to a recovery rate dependhly on
the outstanding amount of debt but not on matwritgoupon.
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security. Das and Hanouna (2007) developed a tqabnior bootstrapping implied risk-
neutral forward recovery rates exploiting additiomdormation from credit default swap
(CDS) spread curve. Also Christensen (2007) pralieeidence that separation of default
and recovery risk is in reduced-form credit setfiogsible using actual data about CDS rates
for particular issuet.Further, Jarrow (2001) proposed a methodologefbracting RRs and
PDs by using not only the debt prices but alsoaeixtformation from equity prices. Another
possibility is to examine bonds prices that shamaesbut not all of the same default charac-
teristics. This quite intuitive and not so techilicalemanded approach we will examine in
detail in the following part.

2.2.2. Extracting expected RR from different bonds’s  eniority

It was already stated that the recovery rate diffey seniority of the debt. This is
used in the following approach that exploits thiegs of bonds of different seniority of the
same issuer to extract information about possiédevery rate and to get its risk-neutral den-
sity. The following framework comes from Unal et @003) who also state that felative
prices of securities facing identical arrival risksit differing in their default conditional re-
covery rates are an important source of informatiowithin this approach there is a new
general statistics termed adjusted relative sprea®RS) presented, that may be derived
from market prices and yields other pieces of kealgk for recovery rate expectation.

Let's consider a frictionless economy where twassés of zero coupon bonds are
traded: (i) default-free bond with pri¢&z), time until maturityr=T —t, and unit face value
and (ii) defaultable bond with prid&(z), i={S: senior bond, J: junior bond}, where itslt-
ers receive the promised unit face value if thea faurvives till maturity or reduced value of
face, if default occurs. As it is shown in Madard dginal (1998), the price of defaultable
bond then can be expressed in terms of defaultbioee as

(5.1) D, (r) = P(r).(1- PD(r))+ P(r) PD(r) § RR i={S,J}
wherePD(z) is the probability of default of the issuer aBfRR] denotes expected recovery
for the bond of given seniority in the case of déifarhe both of those bonds have identical
risk of default but they have different recoverising from their seniority.

If we denotep; as the ratio of the promised face value of theweatebt to the value

of all promised face values (senior plus juniongrt the aggregated recovery rate of the is-
suer after default can be expressed as

(5.2) RR= R RR+(1- P RF

assuming that RR for senior and junior debt isstme regardless of time to maturity.

! Houweling and Vorst (2005) state that default sware relatively insensitive to changes in the veoprate
as long as the hazard function is scaled accomdifigis would mean that as long as the recovessrtke a
reasonable value, there is no need to determinetiozery rate for CDS very accurately.
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By using the equation (5.1), we can get the redaspread of the prices of senior and
junior debt over the spread of default-free bond jamior debt as

(53) RS: DS(T)_DJ(T)

P(7) - D, (7)
what is after substitution of (5.1) possible to g3 without probability of default simply as
E|RR|- HR
(5.4) s E[RR]-  RA]
1-£[RR]

We can see that RS gives the information indepefiden the PD and therefore this
approach based on the RS is the pure recovery Warkeas the equation for RS is free of
default timing risk. The attractiveness of RS isd®in the fact that it gives the information
about expected recoveries from observed markeegridsing the relation (5.2), it is possi-
ble to get relative spread in terms of expectedaVvBR This is

E/|RR- H RR
(5.5a) ARS= p. Rs:w
1-E[RR]
denoted asdjusted relative spreathat may also be computed from market prices and in
formation about senior debt's proportion. The AR®wever, can be also rearranged in
terms of expectetdGD.
E[LGD]

As Unal et al. (2001) state, to be able to betteryee the dynamics of RS or ARS,
it is necessary to obtain the risk-neutral recowagysity for variables in equation (5.5a) or
(5.4). Let’'s suppose th&R; is the function of aggregatdRR It means thaRR=J(RR. If
we have a density function for default conditioaghregate recovefyRR), we may write
E[RR] as

(5.6) E[RR]=[ A RR f RR dR

and yield the expected value of recovery for jumiebt.

The form of functionJ(RR) depends on the fact, whether the absolute pyiaule is
violated or not. Under strict APR, holders of juniebt are paid only after senior debt's
holders receive full satisfaction of their clairf®R=p," If the APR is violated, the proportion
of the junior debt is paid after default even ihise debt claims are not wholly settled.
Breaking the APR is captured by paramétéd<i<1) which reflects the amount of overall
RR from which APR is violated. It means, as IdRB<Aps, the junior debt holders receive
nothing. They start receiving payoff and sharing #ygregatedRR with senior debt when

! This amount oRRsatisfies fully all claims of senior bonds. FRIR> ps the recovery payments to junior bond
holders begin.
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RR>Aps. No APR violation is captured by=1. If APR is broken, it still has to be deter-
mined which proportion of recovered amount is gaigunior and which to senior debt. This
is described by parametér(0<#<1). The lower its value is, the more the recovextg rof
senior claimant in favour of the junior ones isuegld. Armed with all described parameters,
we can now closely specify the functidfiRR for different scenarios as

0 RR<A R
(5.7) RR = X RR= %F;_”g) Ap, <RR< RR
RR-
(RR-B) RR < RRe<1
1-p,

whereRR is the rate of recovery that fully satisfied serstaims (and other increase RR
increases directly junior debt®R) what is given aRR =1 p+(1-4) p/8

As it was shown already by Black and Cox (1976, fimctionJ(RR) under APR
represents the payoff to a long position on aaation written on the default conditional re-
covery rate with exercise price equal to the proporof senior debps.! The violation of
APR increases the value of the call option by ra@duds exercise price (this makes the jun-
ior debt holders better off and oppositely wordat@fsenior ones). The equation (5.7) can be
rewritten alternatively as

1-6 o
n max| RR/ Spq+1_ : maf RR RR(
what can be interpreted, that junior debt holdmsttion J(RR) is given as a sum of two call
options. More accurately, (1%/(1 —ps) units of call written on the debtor’'s expectedaadt
conditional aggregatBR with exercise pricesps, and6/(1 —py) units of call written also on
RRwith exercise pric®R.

To evaluate eq. (5.6), a second compongRt}, has to be known. It is assumed
that RRis normally distributed.Nevertheless, it is necessary to make some adjunin
order to havdRRs between 0 and 1. Therefore there is made a sigg#satRRis related to
a normal random variableby the logit transformatioRR=€"/ (1 +&) andx is normally dis-
tributed x~ N(x, o?). From the property of normal distribution, usirg IN(RR1-RR), it is
straightforward to get the conditional density éwerall recovery rate as

__ 1 iy )
(5.9) f(y)—(l_y)an_ﬂexp[ Zaz(ln(l—y] ,u)] O<y<1

(5.8) RR = X RR=

! The function of recovery payoff for senior d&RR) is represented in the same manner by payoff fafulte
free bond and a short position on a put optiontemibn the defaulter’s conditional payout.

2 In this case we speak about RR distribution of specific company. Assumption of normality therefoloes
not contradict aforementioned fact about bimodsiriiution of RRs observed across economy.
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and by using this density function it is possildeekpress expected value and variancRRf
for giveny, o° as follows'

(5.10) E(y =1’ N(m(y/l- Y)—,Ujdy
0 o

G.11)  Var(y) =I:2(1" Y) N(dey_(jl h(m(yu- y)—,uj dg
g o

0

wherey denotes the overdRR With the help of density function one can alstedmine the
probability that call options, given in eq. (5.8)ye in the money once default occurs. And
because the price of a call option written on theaulying asset with strike price k is

1
(5.12) c(K) =jk(z— R f( 3 d:
we can express after rearrangements the pricellofvaéten on the overall defaulterBR
with strike k as follows

(5.13) c( =1-k-|’ N(m(y/l- Y)—,Ujdy
k g

wherez is again substitution fdRR
Using this formula for pricing condition&R call option, one can get the expression
for E[RR)] from equation (5.8) as

9 qi g2

1_
R
= p. p ¢ R

(5.14) E[RR] =

and considering the fact resulting from (5.10) §nd 3) thatE[RR is actually equal t&(0),
we have all necessary expressions to get formulARS from eq. (5.5) which is

1-6 )
_E[rRA- g RR]_“OT1p SR ARR)
(5.15) ARS= =—— -
-E[RR] 1 1%¢0p)- 9 crR)
1-p, 1-p,

where value of call option with corresponding eise price is given in (5.13).

To be able to describe the dynamics of ARS witlpeesto parameters on which it
depends, following figures present sensitivity gail for some set of parameters’ values.
Figure 12 displays relation between ARS and ov&&§ expected value and standard de-
viation. As it can be seen, ARS increase with etqi@mn about future RR. This is obvious
from definition of ARS. TheRR; of junior debt is an increasing function of oveiRR de-
nominator in eq. (5.5a) has to therefore drop wittrease o [RR. Conversely, the nu-
merator will rise, becaugeR of the junior debt is increasing “more slowly” thaggregated

! The derivation is based on integration of eq.)(Bysparts and then using standard properties ohabdistri-
bution. For formal proof see appendix in Unal e(2003).
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RR since senior claimants are still favored in repagts: Alternatively we can look at ARS
as the development &fGDy/LGD ratio which comes from eq. (5.5b). Higher exped&Rl
lowers expected.GD, but junior debt'sLGD; will fall to a lesser extent as the recovery
payments receive more senior debt holders.

Figure 12
The sensitivity analysis of ARS to expected value drvolatility of RR
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Higher volatility brings more uncertainty into re@sy process. This concerns
mainly senior debt holders, because ti is more sensitive tRRchanges. ARS is there-
fore decreasing with volatility dRR Note that the parameterdoes not represent volatility
of RRbut volatility of normally distributed variabbeused in logit transformation. Volatility
of RRis dependent due to property of transformatiomm@an ofRR see equation (5.11).
With E[RR approaching to 0 and 100%, volatility BRbecomes zero. Mean and volatility
are therefore related and it is obvious from tigaife, that the highest values have for mean
equal to 50% and from that point the volatilitydiscreasing in both directions.

The dependence of ARS on other parameters is gegsén Figure 13. Part a) de-
scribes impact of (APR violation parameter). Higher valuesiofmean that APR becomes
violated after a higher portion of senior debtépaid. Hence, expected RR for senior debt
increases as well d5GD for junior debt. Therefore ARS is increasing withThe similar
impact on ARS has the paramepgidescribing proportion of senior debt among borndsve
claims. From eq. (5.15) one can see that highércreases the exercise price of call option
written on the overall defaulterBR what decreases its value. ThE§RR]] falls and since
C(0)=E[RR is assumed to be lower than 100%, the numerat@s.6a) grows larger than
denominator and ARS hence rises.

L APR violation is taking into account, however, soth a extreme case where would be junior delstehs!
paid before senior ones.
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In the last part of the figure the relationshipvietn ARS and parametércan be
seen. The higher values éfindicate that less of recovered value is sharet junior debt
holders; the junior debt’'s expecte@D; rises. It also causes rise in ARS, see eq. (5.5b).
Figure 13
The sensitivity analysis of ARS to parametei, ps and @
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Source: computed from eq. (5.10) and (5.15)

As it follows from the presented results, the AR&istic is related to the expected
overallLGD of borrower and other parameters describing ARfRation. However, these pa-
rameters should be stable for specific debt as tleppend on the particular borrower and
bankruptcy procedures in given country. The dynanat ARS in the time hence should
bring an insight also on the dynamics of marketeexgtion about borrowers LGD. Further-
more, this can be acquired on the base of observafirmation like the prices of debt for
different seniority and their mutual share and sarve as early warning model for given
borrower.

As it was demonstrated, both structural and redumedels are commonly used to
price credit-sensitive securities and might beiagtd for extracting LGD parameter from
market observable information. While structural m@eh focuses on company’s develop-
ment of asset value using option-pricing technigueduced-form models extend to take into
account those inter-firm dependencies and defaelttespecify poorly in probabilistic view
by some type of jump process. Both types of moHelse evolved over last decade and are
still developing. The initial restrictive assumptwere in many cases relaxed and the mod-
els became more sophisticated and complex.

Thus, this part attempted to identify main buildinlgcks, assumptions and restric-
tions of structural and reduced-form models andrésent how it can by utilized for extract-
ing LGD. This knowledge is later used in the follog chapter, where the structural ap-
proach to identify LGD for particular sample of goamies in the Czech Republic is used.
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3. Estimate of LGD in the Czech Republic

"Prediction is very difficult, especially if it sbout the future.”

Nils D. Bohr”

The previous chapter presented different ways tfaeting LGD parameter from
market-observable information. The added valueryf model comes also from its imple-
mentability, therefore this section is devoted tapeical computation of LGD in the Czech
Republic based on the market data.

The basic input parameters for extracting LGD idueed-form approach are the
prices of risky corporate bonds. However, the camgsin the Czech Republic are still us-
ing more traditional bank loans as the sourcerrfce than issuing bonds (see Eakmva
2003). It results in the fact that the domestickatwvith corporate debt is rather illiquid and
incomplete and can hence barely reflect market@stiens about default and recovery risk
of particular company or its security. Also redudedn models are based on the risk-neutral
measure that is defined as a unique equivaleningate measure only when the markets are
complete. The result is that the reduced-form nodek nowadays hardly applicable for
LGD estimation in the Czech Republic.

The stock market provides an alternative sourcenfoirmation assuming that the
share prices incorporate all available informaiioeiuding future prospects of the company
as well as its creditworthine$$Structural models for extracting company’s defaisk typi-
cally utilize the observed stock prices, stock titlp and specifics about the company’s
capital structure. Even if the number of quoted panies in the Czech Republic is also lim-
ited, for some of them seems to be sufficientlyiligto apply structural models and estimate
demanded credit risk parameters.

As the result, we will implement the Merton’s stiwal approach on a sample of
firms, which are listed on Prague Stock ExchandggE)Pand present dynamics of expected
LGD for each company between 2000 and 2008. Weigestur sample to non-financial
firms, so that the leverage ratios could be contgaracross them. In addition, we exclude
enterprises that become listed after 2007 to olatbieast one year time series of share prices
necessary to estimate asset volatility. The li2ofinalyzed companies can be found in Ap-
pendix C, Tablel.

“ Danish physicist, the Nobel Prize in Physics ia2.9

! This is true only if an efficiency hypothesis helavhich was doubted by some studies (see e.gn 31096).
There is also a question, whether the volatilitgtoick price is caused solely by incorporation@f/nnforma-
tion about future stocks’ returns, or if it is caddargely by trading itself (see French 1980 @nEh and Roll
1986).
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On the basis of aggregated indicators (Figure l&l)can assume that the analyzed
sample is on average less risky than other nomdiahcorporations in the Czech RepuBlic.
The performance expressed by aggregated ROA ishéoisample of companies listed on
PSE higher in the recent years and the ratio betwetal liabilities and total assets (Indebt-
edness) is contrariwise lower during the whole qubriThis could indicate that the credit
riskiness of our sample is lower what consequemtans that the average expected LGD
will be for those companies lower than it wouldfbenon-financial corporate sector overall.
However, analyzing companies with no traded eqoiitgebt is constrained since one has to
utilize only accounting information, which is noegigned to measure directly the market
value of the company and therefore can not proétiable estimates of LGB.

Figure 14
The comparison of analyzed sample with other non-fiancial corporations

a) The development of aggregated ROA b) The development of aggregated Indebtedness
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Source: CNB (2008), CZSO (2008), Magnus (2008), &ot’'s computations

Income statements and the balance-sheet itemsuf@ed of PSE corporations were
obtained from Magnus (2008) database and for sointbeon were completed from com-
pany’'s annual reports. Share prices, dividend gialtd the number of shares outstanding are
available on the web of Prague Stock Exchahge used time series of share prices from
the beginning of 1999 to the end of 2007 and adiboginnformation reported at the end of
fiscal year. The series of five year risk-free int# rates comes from ARAD database of
Czech National Bank (CNB).

One of the difficulties with structural-models apach lies in the estimation of the
borrowers’ fundamental parameters like the asskefevar default boundary. Therefore, the
following section describes an estimation procedbes is inevitable for empirical applica-
tion of structural model. Next, other additionatensions of initial Merton’s model are in-
troduced to better capture dynamics of companygslitrisk and provide more reliable esti-
mates of expected LGDs.

! The comparison is based on the economic resultemffinancial enterprises with more than 100 erygés,
which provides Czech Statistical Office.

2 Especially for companies with growth opportunitiemk value-based valuations will yield signifidgribwer
values than is the true market value (see LockradgkSridharan 2005).

% The information is also available for the Czecmpanies in Magnus (2008) database.
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3.1. Model's implementation

The computation of expected LGD is based on deamatpresented in the previous
chapter on the basis of the seminal Merton contihgi&aim approach. It was shown that ex-
pected LGD in the physical measure can be expressed

V, o(-d;
(6.1) LGDzl—FOexp[uvT]ﬁ

However, the original Merton’s model does not imlgupayouts to security holders.
Those are usually difficult to incorporate andl stilmaintain the closed-form solution (see Da-
lianedis and Geske 200%1Y.he payout structure during the life of the seguis therefore al-
ternatively included into models as the interest dividend payout at the debt’s maturity (see
e.g. Vasicek 1984).

Since the interest payouts occur over the lifehefdebt and they are considerably lower
than the principal amount, they represent loweaudléfrisk. Their neglecting should not hence
bring important bias into our analysis. Howeverdisregard dividend stream, as Hillegeist et
al. (2004) state, could introduce significant esrior estimation of current market value of the
firm and its volatility and influence resulting LG&stimate. Therefore we modify the seminal
Merton approach and incorporate into model paybdivadends.

3.1.1. Payout of dividends

The original model considers company’s equity aslaoption on the value of the
company’s asset. When the value of the assetdasvlibe face value of the debt at its ma-
turity, the option is left unexercised and bankrfigh is turned over to its debtholders. The
equation for value of equity at tine 0 is then given in (2.14) as follows

6.2) E(V,T)=Vo(d)- Fe"o( d)

If we denote dividend rai&as the ratio between the sum of the prior yeararoon
and preferred dividends and the market value offith&€s asset, then the equation for the
equity value reflecting the dividend stream paidtiy firm accrues to equity holders would
change as proposed by Hillegeist et al. (2004) in

(6.3) E(V,T)=Vexp[-dT®( d)- FET®( d)+ (1~ expFd T) \
where the additionaxp[-JT ]in the first term accounts for the reduction in #ssets’ value

due to dividends distributed before matuiityThe last expressidh—expJT [V does not

appear in the traditional equation for call optmma dividend paying stock since dividends
do not accrue to option holders. This term theeefepresent the fact that equity holders re-
ceives the dividend and fér=0 is this term equal to zero. Equation (6.3) ésived under

! Black and Cox (1976) presented a closed-form mwitfor debt with coupon payment assuming thatddlet
is perpetuity.
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risk-neutral measure, therefore risk-free ratealen as the expected rate of return on the
firm’s value. This rate is however lowered by theidend rate and hence the terohs d,
have to be modified as
_In(V,/F)+(r=5+0,507 )T
o o T
The empirical use of any structural model is basedrariables, which are not di-
rectly observable. Similarly in our case, the maradue of assety¥ and also asset volatility

) d2= dl_a-vﬁ'

oy, must be estimated in order to compute expected LERe procedure for estimation of
those variables was firstly proposed by Jones.€884) for publicly listed companies ex-
ploiting the prices of their shares. Their approadbased on simultaneous solving two equa-
tions, which are matching the value of equtynd its volatilityog with two unknown vari-
ablesV andoy. The equity data is generally used since actuyy geces are observable and
equity is the firm’s most liquid securifjJones et al. (1984) used as the first equatiomethe
lation (6.2). Nonetheless, this equation does motsider dividends’ payout and we will
hence utilize modified equation (6.3). The secogdation linking the observable and un-
known values is in the form

(6.4) o.E=0,exp[-oTVd(d)

and its derivation uses the Itd’s lemma and isqres] in Appendix C. This system of two
equations has to be solved to arrive at unobsexvahlrket value of firm’s asset and its vola-
tility. Due to the non-linearity of those equatioihss necessary to solve the system itera-
tively.®

The accuracy of the expected LGD estimate is tbeeedlependent on the estimates
of parameters in equation (6.1). Although somehefit as the debt's face vaftier its ma-
turity are observable, some assumptions about theist be made to be able to implement
Merton’s simplifying approach.

3.1.2. Estimation of parameters

The implementation of the original Merton’s modeguires reducing firm’s capital
structure into one single liability. Since the larghare of the firm’s debt is not very often
traded, we have to use the book values as a pAsxg. result, the book value of total liabili-
ties reported in firms’ balance sheets is usechasbtional face value of the zero coupon
bond. This approach is often used because equitiefsoearn the residual value of the firm

! The market value of the firm is the sum of theiggand debt's market value. However, the markétievaf
the debt is not usually available since companiesat financed entirely by traded debt.

21t could be also possible to match firm’s bonaterand its volatility with unknown V ansl, (see Delianedis,
Geske 2001). However, as it was already mentiottedpbond market usually suffers with higher illidjty
than the stock market what could be reason of higiaecuracies in calculation of unknown parameters

® To solve two non-linear equations of the fofftx,y)=0 and G(x,y)=0 can be minimized the function
[FOY 12 + [G(x.y) ]? (see Kulkarni et al. 2005).

“ This holds only if the debt is traded.
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once all debt is paid off (see e.g. Helwege eR@d4 or Hillegeist 2004) Further, for the
LGD’s estimation this approach seems convenienasre interested in the ratio between
the value of the firm after possible default ane ¥alue of all claims that will be demanded
by creditors.

To determine the maturity time of zero coupon beogwresenting all firm's liabili-
ties, we could compute the weighted maturity of ith@ividual claims’ maturities. Another
method widely used among academics is to grougshiogt-term and long-term obligations
and find out the maturity by weighting the matestiof those two groups. For example Da-
lianedis and Geske (2001) made assumption of 1 iypedurity for short-term and 10 years
for long-term debt. The weights would be the boalues of claims. However, our intention
is to provide LGD comparable across the samplenafyaed companies, which would be
hardly practicable in case of different maturiti€herefore we will assume five years debt's
maturity for all companies, which should be an agstion considering the length of both
short-term and long-term debt’'s maturity. By seftthe longer time horizon we should also
avoid inaccuracies coming from the fact that wefosdirm’s asset value dynamics poor dif-
fusion process without possible junfps.

From our previous discussion is obvidhatV andey estimates are highly depend-
ent through the system of two equations on theevaluequity and its volatility. While the
market value of equit is simply obtained as the shares’ closing pricthatend of the fis-
cal year multiplied by outstanding number of sto¢ke value of equity’s volatility depends
on chosen method of estimation. For that reas@ndesirable to use different types of esti-
mation techniques for mutual comparison.

The standard approaches of estimatpgan be based on the historical data of
stock prices or can exploit bond prices for getthogcalled implied volatility. Bond implied
volatility is acquired when one chooses the ase#itility such that the price generated by
our model fits to actual bond’s market vafldevertheless, since this volatility’s estimates
incorporates all possible errors of used model @ad considering our discussion about il-
liquid and insufficient bond market, we will uselphistorical approach using the develop-
ment of stocks’ returns.

Let P; denotes the day closing price of the stock. Then the continuoustym-
pounded one day returnis defined as

(6.5) r. =InP, — InR.;

! Moody’s KMV model specifies the notional defautiipt as the book value of short-term liabilitiesiphalf
of the value of long-term liabilities (see Croshied Bohn 2003). They put a greater weight on steont- ob-
ligations because debts due in the near term are flik@ly to cause a default. However, this apphoac
probably more convenient in the first-passage timoelels than in seminal Merton, where the defauly p&
cur only at debt’s maturity.

2 See the discussion in subchapter 3.2.2.

3 Similarly, one could get the option-implied voliyi for the companies with options written on thsiock by
using standard Black—Scholes formula for pricingap(see Hull 2002).
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and the unbiased estimate of the one day volatibiyg them observations of thg is

L & e
(6.6) o, = /m—_liZ:l:(ri r)

whereT denotes the mean ofs (see Hull 2003). The appropriate observatioerival de-
pends on the time horizon, which we are dealingpwllince we set the maturity time to 5
years, we should also use the long-term volatftityour predictions. From that reason we
used volatility of 5-trading yearsin addition, to take into account the possiblengfes in
volatility in the shorter time period, we also esdite last 250 trading days’ volatility simi-
larly as did e.g. Kulkarni et al. (2005).

The improvement over those traditional methods aftdity estimate that give
equal weigh to each observation, is the estimaigguthe exponentially weighted moving
average (EWMA), where more recent observationsydaigher weights. This method, cap-
turing better the volatility dynamics, is recommeddin RiskMetric§” (1996) and for a
given set of m observations can be exponentiallghted volatility computed as

(6.7) o, =\/(1—/1)Zm:/li‘l(ri—r_)2 0<A<1

where/ is referred as thdecay factorthat determines the relative weights for particola-
servation. For our sample of companies we used lhowbservations over the five years
with decay factor equal to 0,97. This value is base the analysis relating to optimathat
was provided in RiskMetri¢¥ (1996).

The fourth and the last method that we used is GAR() from class of ARCH
models that consider the fact that variance of tieiées returns tends over time to revert to
its long-run average (see Bollerslev 1986). Wenestk GARCH(1,1) model for daily data
over the five year interval in the form

(6.8) o} =b+ayr? +a,07, a,>0,a,20a,=0

where b=a,07,, 07, represents the long-run unconditional varianceaify returnsr and

a,.a,,a, are the weights whose sum is equal to 1. Sincaree&oncentrating on the long-

run volatility, we use only the long-run averageiaaces? r to which the process will con-
vert in the future. The long-run volatility is tledore computed from estimated parameters as

(6.9) o, = /L
l-a,-a,

However, for some companies was not the GARCH'g lam volatility estimated
as their return’s time series was not weakly statig. The GARCH is also unstable, when
fitted parametersy, +a,are close to 1. This leads to integrated IGARCH(Iybdel with

! In the case of insufficient long time series, vee the longest available one. This holds also fioerds-year
estimates computed later in this section.
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additional constraintr, +a, =1. However, the unconditional variane@ g is not in this case

defined. Nonetheless, as it can be found in Ts@p%p this special IGARCH(1,1) model
can be rewritten as EWMA formula, with that we haleadyse: estimated.

For the most of the companies in our sample wenastid by aforementioned meth-
ods four types of daily equity’s volatility. Thoseust be still scaled to obtain the annualized

volatility used in later computations. This is sisnplone by using, ., = 0 .,~/#days,

where #days is the number of trading days thatsserae to be 250.

All estimates are enclosed in Appendix C, Tabl&ifce the higher volatility of eq-
uity results in higher volatility of firm’s valuend higher default risk, the choice of estimated
oe can significantly influence further results. Howevwe consider it more desirable to pro-
vide as the rule of prudence rather overstatedegatif LGD than vice versa. Therefore we
use the average of the two highesestimatesge as a parameter entering the system of two
equations.

The derived system for obtaining unobservable \&lfev and oy exploits as the
firm’s expected rate of return the risk-free ratdor which we used the yield of 5-years gov-
ernment bond. Therefore, the last parameter thait dpe estimated, in order to solve the
equations, is dividend rate Nonetheless, for acquirinfy one needs to get the market value
of the firmV. Hence we use the approximate market v&uas the sum of equity’s market
valueE and book value of debtSince we are estimating 5-year horizon, we wi#l irscom-
putations the adjusted radecapturing dividend stream in the last five yeanstéad of one
year dividend raté.?

We solved the two equations simultaneously by taeafive Newton search algo-
rithm. As the starting values f&f anday the approximate valug¢” and volatility of equity
were used, respectively. In almost all of the cates process converges within ten itera-
tions. Note that the equation linking equity andeassolatility given by (6.4) holds only in-
stantaneously, what causes the biag ands, estimates when the leverage changes. Crosbie
and Bohn (2003) assert that a quick decrease iletleeage would lead to overestimation of
asset volatility and vice versa, if the leverageréases. The impact of the change in firm's
leverage on ELGD is presented later in the seiisitanalysis section.

The Figure 15 presents the dynamics of the averqgiy’s volatility and estimated
volatility of firms’ assets. The highest averageaeached almost 25% in 2004 and since then
it is decreasing to 19% in 2007. The average spreig:sented by 3%and 78 percentile is
slightly increasing in the last three years, howgsgeross time it is quite stable in the range
between 15 to 25%. Note that dynamics of estimatddllows the equity’s volatilityog
neverthelessyy is always lower thase . This is caused by presence of leverage, since the
debt is considered as non-traded. With the increa$everage, the equity occupies a lower

! This approach, as Wong and Li (2004) show, oviznesés the true market value of the firm.
2 We used exponentially weighted average with déaetpri=0,9.
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share in the overall value of the firm and therefdris less volatile thafc. The difference

between the average andsyin particular years is hence given by the sizevefage lever-

age!

Figure 15
Development of estimated volatilitysy and ¢* ¢
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Source: computed from system of eq. (6.3) and 4.

For estimate of expected LGD in risk-neutral measue already know all neces-
sary parameters, however, as the risk-free ratesignificantly differ from the real firm's
value rate of return, we estimate also the expectaxket return on assejs,, as the return
on assets during previous year. We can easily@atédistimated values of firm’s market value
V and one-year retugg, get as

V(1) + Div(t) - V(t-1)
V(t-1)

(6.10) (1) =

whereV(t) is the firm‘'s market value at the end of yéandDiv(t) denotes the sum of the
common and preferred dividends declared duringytbés. Since the 5-year expected return
will not be solely based on a one year observatiog, we use in our calculations adjusted

wy again as the five-year weighted average, in whictemt years carry more weight to react
faster to current information.

Yt is assumed that debt is not traded. Therefogevolatility of firm’s asset depends only on thsatility of
equity.
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3.2. Final results

The initial Merton’s model is based on the framekvof simplifying assumptions like
the absence of transaction costs, dividends, batdyicosts, taxes or problems with continu-
ous time trading. The non-existence of dividendsyquts was modified in the last section.
Still, one should also incorporate the costs ofkbaptcy which result that debt holders in the
case of default receive less than the total firiue/aAdditional default costs also arise from
deviations in APR where equity holders gain at ¢ixpense of bondholders. While Betker
(1997) estimated the direct administration costatiry to bankruptcy around 5% of firm
value, study by Andrade and Kaplan (1998) indic&ligber costs of financial distress in the
range of 15-20%. Based on those empirical studiesconsider exogenous common bank-
ruptcy costs (+¢) equal to 10%.

The final formula for 5-year expected LGD at thegibeing of yeatt in physical meas-
ure, including both dividends payout and bankruptost, is then
(6.11) ELGD, =1~ p expl;  ~ 3 T 1o —s)

F ’ ®(-d,)
@ - In(v, / F)+((4,, =) +0,50, ) T
o, NT

where time indexes represent particular valuebeatbeginning of year (end of the previous

, andd; =d, -a, NT

year), anduy, &, denotes adjusted rates considering 5-year hislooisservations. One can
get the expected LGD in risk-neutral measure biagépg ., byr:.

The results are given in the Figure 16 which presére expected LGD for each com-
pany estimated at the beginning of every year dutie period 2000-2008 in both risk-neutral
and physical measure. The estimates in physicabuneaegin from year 2001 since we lost
one observation for acquiring firm’s growth ratell parameter used for computations are
given in Appendix C, Table 2.

In the theoretical framework of second chapterrifie neutral LGD was always an up-
per bound to its physical counterpart. Nevertheldss holds only if assets drift, is greater
than the risk-free rate. In the conventional anialyiser; rate is supposed to be always lesser
than driftu, . For example, Hillegeist et al. (2004) compujdor PD estimates and useas a
minimal bound fory, since their claim that lower expected growth rdtesr; are inconsis-
tent with asset pricing theory. However, this aggtocan result in highly underestimated val-
ues of LGD if the real growth rate is lower thanThis can be demonstrated from given re-
sults.

Company Paramo ended year 2000 with a loss countiorg than 430 mil. CZK and
almost 24% drop in the market firm’s value. Thigatve result has no impact on expected
risk-neutral LGD at the beginning of 2001 and igdue is even below-average for given year.
However, the physical estimate captures the hugerideation in firm’'s asset value which
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leads to more than four times higher expected L&IBo Spolana recorded as a result of nega-
tive development in the market with plastics in 206oses about 700 mil. CZK. Subsequent
year was negatively affected by floods which leaather losses. While risk-neutral LGDs in
these years do not incorporate any problem compddrother years estimates, the physical
measure counterparts indicate company’s poor paebce quite well. The same situation can
be also found in the case of L&ziachymov in 2001, Slezan FM in 2001, 2002 or Ragirny
Vétini in 2002 and 2004. Contrary to that, when themgnorate of firm’s assetsy is higher
thanr;, risk-neutral estimates overstate ELGD. Consideralerestimation emerged for ex-
ample in the case of Energoaqua in 2002 and 2008terELGLY is almost twice higher than
physical ELGD because in those years there wagta dividend rate and low in the com-
parison withuy,.

Figure 16
The 5-year expected LGD in the period 2000-2008.
Expected LGD (%) - risk neutral measure Expected LGD (%) - physical measure

Company 2000 2001 2002 2003 2004 2005 2006 2007 2008 2001 2002 2003 2004 2005 2006 2007 2008
CETV - - - - - - 18,0 22,5 21,4 - - - - - - 231 191
. NAM. PLAVBA 28,7 26,1 23,1 24,0 22,2 34,8 16,2 13,7 125 235 286 246 228 347 160 129 126
CEZ 24,1 27,7 34,4 35,7 353 30,7 29,3 29,2 24, 32,7 471 393 296 21,2 181 187 16,7
ECM - - - - - - - 13,8 184 - - - - - - - 133
ENERGOAQUA 13,0 24,4 37,7 357 33,4 22,4 17,8 140 13,6 172 22,7 208 196 17,4 146 124 122

JC PAPIRNY VETRNI 29,2 23,7 26,3 26,5 21,3 32,4 23,1 23,0 33,6 303 526 332 579 332 130 141 362
JMPLYNARENSKA 44,7 38,3 34,4 456 32,2 23,8 194 149 11,6 482 215 27,7 195 148 174 134 112

LAZNE TEPLICE 17,7 16,4 16,9 155 17,0 17,2 16,9 159 14,7 495 126 115 129 13,7 141 147 149
LES. L. JACHYMOV 30,1 18,0 259 20,4 19,1 16,8 14,0 156 13,3 858 495 19,7 19,0 17,1 137 149 134
ORCO - - - - - - 21,3 22,5 295 - - - - - - 132 16,7
PARAMO 30,4 17,6 16,2 20,5 19,5 23,8 250 21,4 22,5 784 654 443 165 206 191 187 196
PEGAS - - - - - - - 28,4 19,0 - - - - - - - 20,4
PHILIP MORRIS - 17,0 25,4 36,9 32,1 31,1 28,9 32,5 41,2 - 158 21,7 188 20,8 21,0 295 41,2
PR. ENERGETIKA 51,5 40,8 42,5 44,0 359 28,8 25,1 22,9 20,6 52,7 535 404 285 220 185 174 16,2
PR. PLYNAREN. 30,2 33,0 34,6 40,3 385 36,8 30,9 29,1 264 66,7 332 363 364 266 194 192 189
PR. SLUZBY 18,3 25,6 22,2 22,0 20,1 144 12,1 11,2 10,7 170 221 219 171 133 117 110 106
RM-S HOLDING 29,2 34,6 32,7 27,1 345 354 246 12,5 11,4 588 504 334 291 312 245 126 115
SETUZA 30,0 30,6 28,2 28,0 28,7 29,8 29,8 28,4 27,4 133 143 174 21,3 235 310 30,7 227
SLEZAN FM 26,4 34,4 34,4 32,4 294 30,2 259 23,1 185 883 704 278 231 279 253 232 198
SM PLYNAREN. 31,5 25,1 40,6 29,9 33,7 33,7 23,9 21,7 19,2 252 365 21,1 296 335 215 196 174
SPOL. CH.H..VYR. 20,0 16,2 23,0 23,4 249 22,4 255 22,0 200 701 378 281 239 158 145 137 132
SPOLANA 33,3 33,5 36,1 34,2 35,0 34,9 27,8 27,5 26,6 429 76,6 585 443 450 289 271 300
TELEFONICA 23,9 32,5 36,7 36,0 33,4 33,3 26,3 22,9 43,4 402 495 517 354 327 230 209 371
TOMA 29,9 29,1 23,0 23,5 21,0 19,7 23,5 21,4 187 675 242 296 184 156 165 158 134
UNIPETROL 36,1 30,1 26,5 24,8 26,4 29,8 350 36,3 31,3 240 253 234 221 270 188 223 216

VvC PLYNARENSKA 42,8 349 486 63,5 56,9 553 484 49,1 30,7 336 331 411 397 425 390 410 289

ZENTIVA - - - - - 18,6 22,6 22,9 24,0 - - - - - 153 18,7 19,2
Mean (%) 29,6 27,7 30,4 31,4 29,6 28,5 24,5 22,9 224 46,0 38,3 30,6 26,6 25,0 19,8 19,2 19,5
Std. Dev. (%) 9,1 74 84 10,8 90 89 74 83 87 23,4 185 11,7 10,7 92 6,5 7,1 8,3

Source: computed from eq. (6.11)

The relatively high ELGD in both measures @&Z in 2002 might seem contradictory,
since CEZ ended year 2001 successfully with increase inpnefit over 26% to more than
9 bill. CZK. However, the share price drops fronitih 101 CZK at the end of 2000 to
77,5 CZK at the end of 2001 what lead to more 3% decrease in the market value of eg-
uity. This development together with high dividenade was reflected in almost 14% deteriora-
tion of assets value and lead to significant ineeeia ELGD. Similarly, high decrease in mar-
ket value of equity caused the worsening of préatct for Telefénica in 2002 and 2003.
Nonetheless, the sharp rise of ELGD in 2008 islgaheurred by rash increase in assets vola-
tility.
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The Figure 17 displays the average ELGD over thiogdrom 2001 to 2008. To pro-
vide comparable estimates across time, we excladeganies which were not quoted on PSE
during the whole period. The shaded strip coveesdhartile range with extending from the
25" to the 78 percentile, which illustrates the variability oEGD in particular year. From the
figure, decreasing trend both in the average phy&tGD and in its variability is also evi-
dent. The expected downswing of economic activitg do global and domestic factors (see
CNB 2008) was not incorporated enough in the shapes at the end of 2007. Therefore the
average ELGD at the beginning of 2008 is relativahall, still capturing good economic de-
velopment in the recent years. However, expectadddwn in economic growth resulted for
some of the analyzed companies drop in the marketpof equity. As a result, the rough av-
erage ELGD estimatet the beginning of May 2008 has raised to 24%¢kindicates the in-
crease in the credit risk in non-financial corpmmag sector. A slight increase in the corporate
sector’s credit risk in 2008 is also indicated bg treditworthiness indicator reported in CNB
(2008)?

Figure 17
Development of average 5-year ELGD in the period 20622008
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* From sample were exluded: CETV, ECM, ORCO, PEGAS, ZENTIVA

Source: computed from eq. (6.11)

Risk-neutral estimates are based on the same corspatructural values relating to its
credit risk, as do physical estimates, except aiffe assumptions about expected growth of
company’s assets. Kulkarni et al. (2005) even statesince risk-neutral estimates can be cal-
culated without estimating the firm's expected refuthey may provide more accurate infor-
mation. Nevertheless, as it was demonstrated neskral estimates are not properly character-
izing the actual company’s riskiness. The maeyaliffers fromr;, the more inaccurate results
they provide compared to its physical counterpaherefore, creditor trying to appraise its
possible recovered amount in the case of obligdefault should consider the real future

! The estimate is using all other parameters constarept market value of equity.

2 This indicator calculates the outlook for the augte sector’s risk at the one-year forecast harlzased on
financial indicators of solvency, profitabilitygliidity and activity. More details can be foundJakubik and
Teply (2008).
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growth rate of firm’s asseis,, as the main determinant of the future L&E®yen if the average
values of physical and risk-neutral measures caalim®@st identical (Figure 17). From this
point hence it is more desirable to use the regkighl estimates also for the credit manage-
ment in the Basel Il framework.

3.2.1. Sensitivity analysis

The sensitivity analysis relating to initial Mertermodel discussed in the theoreti-
cal section assumed that all necessary structara@hles are known. However, the value of
firm’'s assets and its volatility are not directlpservable and they have to be estimated
through the system of two equations, which holdyanlthe given time. Therefore, the fol-
lowing analysis concentrates on sensitivity of EL&G@&ming out from potential changes in
structural variables of the company influencingalse estimates af, andV. The stress is
put especially on the leverage, defined as the tziween total liabilities and market value
of all assetsK/V), since this belongs to the mostly watched indicatffecting the com-
pany’s creditworthiness.

Before we present the ELGD’s sensitivity for indival companies in analyzed
sample, we provide a general theoretical discudsémed on different scenarios of input pa-
rameters. The main difference between the curneallysis and the previous one illustrated
in Figure 8 is caused by the fact that the changthe leverage influences the estimate of
firm’s assets volatilitysy. This was already mentioned in context of dynarofcaverage as-
sets and equity volatility in the Figure 15. Thhyg,leverage’s increase the weight of equity
in the firm value declines and the volatility iscdeasing. The rate of declining is for a given
set of parameters presented in the first part glifel 18. This figure also illustrates the im-
pact of increase in the firm's leverage on the PD BLGD. However, while the leverage’s
growth has positive unambiguous effect on PD, th&E reaches its maximum value for a
particular leverage ratio and then starts to deerea

The negative relation between ELGD and leverage loaly contra-intuitive; never-
theless, this development is caused by the deagasisets’ volatility,.? Although the PD
is increasing in leverage, the expected valuerof'§i assets at the maturify conditioned by
default ¢/;<F) has increased with respect to given leverageather words, due to lower
volatility oy is less likely that the expected firm’'s value vl excessively below the value
of default barrief- at timeT and therefore the expected recovery raigK) in the case of
default has increased.

! Also the risk-neutral estimates consider changemsdrkets value of company’s asset through therdgpera-
tio. Still, as we could see, it does not seem teuféicient.

2 The previous analysis reported in the Figure 8shie strictly positive correlation between ELGiddev-
erage. However, thg, was taken as a constant and did not change wigndge.
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Figure 18
The sensitivity analysis for ELGD — part 1
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Source: computed from eq. (6.11) and system (6.3§.4)

The result is, that by leaving the initial volagilof equity as a constanthe in-
crease in leverage causes the decline in assetslitygl which from particular leverage ratio
(L* — breakpoint) generates a negative correlation betvirie and ELGD. Nevertheless, for
all presented scenarios the increase in PD outwelghLGD’s decline and expected loss for
unit of exposure (PD.ELGD) is hence strictly in@ieg with leverage.

Pursuing the issue further, we analyze the changéseakpoints with respect to
other parameters. The maximum ELGD points are ptedefor 3 different values of rate
andoe. As it can be seen, the decline in the risk-fnterest rate shifts the max ELGD points
to the left, similarly as the increase in the egjsitvolatility (Figure 18, b). It is evident that
any increase iag will lead (because of higher uncertainty) cetpdsibus to higher values of
ELGD. However, the figure also presents the valitgtof potential ELGDs along the whole
range of leverages. While feg=45% ELGDs vary from 22 to 33 percent, the viitgtfor
o= =30% is only 7 percentage points, and in the odsg=15% is the variability of possible
ELGDs minimal. This further highlights the importanof volatility as a crucial variable for
LGD predictions and indicates that the companieth wdentical leverage ratios can have
substantially different ELGD’s sensitivity.

The existence of dividend rate in the system ofa#iqus lowers the estimated mar-
ket value of the company, since the part of its value is paid out to thaiggholders. Sup-
posing the same value of equity, the presence wéletids increases the estimated assets
volatility, compared to the state with zero dividsrrate. Thus, dividends offset the initial
lowering of oy given by increase in leverage, which results igher ELGD and conse-
quently lower ELGD decrease behind the breakpdfareover, the increase in assets vola-
tility given by sufficiently high dividend rate oueighs the volatility’s after breakpoint de-
cline and the overall effect with increase in leageg on ELGD is positive (see Figure 19, c).

! The change in leverage will also affect the edsitylatility. However, since we use the long-rulatility
oe for computation, in which does not the sudden stesrh changes take effect; the assumption of cahsta
ok in the sensitivity analysis is maintainable.

68



Chapter 3 Empirical estimation of LGD_

Figure 19
The sensitivity analysis for ELGD — part 2
c) r=p=10%, og=45%, T=5 5=2% d)  r=10%, og=45%, 5=2%, T=5 p=-10%
—-—-56=05% — - = -p=10%
50 1 ———5=01% 70 - ———u=15%
------ 5=0% TootrH=50%
45
40 A
9 S
o3 mimim— e o
o e T T T T e e e T LT~ - o
pr} R s —— pr}
W30 4 T o
254
20 T T T T 1 10 T T T T 1
0 20 40 60 80 100 0 20 40 60 80 100

Leverage (%) Leverage (%)
Source: computed from eq. (6.11) and system (6.35.4)

Till now we did not consider any differences betwgghysical and risk-neutral
measure in the analysis of ELGD’s sensitivity teel@ge. Since the real asset growgloes
not figure inV andoy estimation, it may seem that physical ELGD wifffeli for given set of
parameters only in the absolute terms, keepingdinee rate of change with respect to lever-
age. The right-hand side of the Figure 19 dispkyslution of ELGD for various growth
rates relating to the increasing ELGD’s sensitivtyve from previous figure (2% dividend
rate). As we can see, the affects also the slope of ELGD’s curve, not otyparallel shift.
Bad company’s performance represented by small reeghtiven, will raise the rate of
growth of ELGD, while good development will offséte presence of the dividend payout
and the curve will become decreasing from the ke again. The result is that the ELGD
in the physical measure has lower growth rate énléverage for th@, > r; and for suffi-
ciently high values of, may by even the initial growth rate from some pdaiverted from
increasing to decreasing (see patids 50%). This holds also vice versa for low andaieg
tive values ofuy.

The empirical results for the analyzed sample epented in the following table that
shows the leverage elasticity of ELGD in both measwat the beginning of 2008. As it can
be seen, the most of the analyzed companies halastit ELGD with respect to leverage.
Only Spolek pro chem. a hut. vyrobu has negatiastility slightly exceeding 1. The lowest
elasticity in absolute terms belongs to PraZzskiébsiwand the highest positive sensitivity of
ELGD to 1% increase in leverage has Prazska plyséée both in martingale and physical
measure.

Based on our previous discussion we can analyferelifces in risk-neutrat®) and
physical ¢7) elasticity with respect to other parameters. &xample, CET or Pr. SluZby,
companies with zero dividend rate and low leveraigine beginning of 2008, are located on
the increasing part of their ELGD's sensitivity eer However, becauge, lowers ELGD’s
rate of growth and the expected assets’ mgtés for both companies higher than their
“physical” elasticity is lower thas®. On the contrary(. Nam. Plavba or{J Papirny indicate
inverse inequality betweeft ande? since theipy, <r;. Further, if the company’s position is
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at the decreasing part of the sensitivity curve, liigh values of expected, will raise the
rate of the curve’s decline and contrariwisefpk r; (ECM, Lazré Teplice, Paramo or Spo-
lana). The dividend payout causes the positiveigeihsbehind the breakpoint in the case of
JM Plynarenskeé or Philip Morris, howeveF,for IM Plynarenska is lowered py>r;."

Figure 20
The elasticity of ELGD with respect to Leverage

ELGD? ELGD ELGD® ELGD ELGD® ELGD

Company Leverage ELEverage Company Leverage ELeverage Company Leverage ELeverage
CETV 0,071 002  ORCO 0,344 0128  SLEZANFM 0,432 0,493
C. NAM. PLAVBA 0,042 0,045 PARAMO 0,393 0,498  SMPLYNAREN. 0,308 0,228
Cez 0,078 0034  PEGAS 0,341 0405  SPOL.CHHUT.WR.  -1,072 -1,095
ECM -0,607 0,643  PHILIP MORRIS 0,403 0403  SPOLANA 0,647 0,477
ENERGOAQUA 0,183 0080 PR ENERGETIKA 0,268 0,128  TELEFONICA 0,175 0,150
JC PAPIRNY VETRNI 0,116 0,129 PR. PLYNAREN. 0,856 0423  TOMA 0,093 0,179
JM PLYNARENSKA 0,198 0,092 PR. SLUZBY 0,011 0,004 UNIPETROL 0,025 0,148
LAZNE TEPLICE -0,055 0,047  RMSHOLDING 0,022 0,024  VC PLYNARENSKA 0,271 0,244
LEC. L. JACHYMOV 0,026 0,028  SETUZA 0,867 0890  ZENTIVA 0,012 0,109

Source: computed from eq. (6.11) and system (6.35.4)

The sensitivity analysis further illustrates alrggubinted differences between risk-
neutral and physical measure. However, the mor@itapt finding seems to be that ELGD
is quite inelastic in leverage and its sudden chardp not incur significantly high turns in
expected LGD. The possible inaccuracies is estonatianda,, mentioned by Crosbie and
Bohn (2003), caused by change in leverage mightnbee relevant for PD estimate, but
should not bring important changes to predictiohEloGD. However, the discussion about
other limits and shortcomings of presented estimsi®uld be accomplished in more details.

3.2.2. Criticism and limitations

The first implementation of Merton’s model applibg Jones et al. (1984), Ogden
(1987) or Franks and Torous (1989) suggested ligatodel generates lower credit spreads
than those ones observed on the market do. Signitadre recent studies by Lyden and
Saraniti or Helwege et al. (2004) showed that bikctonian contingent claim model under
predicts actual bond’s spread especially for lovetaged and low-volatility companies.
Based on those findings, our ELGD estimates woeldifidervalued. However, considering
the fact that bonds’ spreads reflects also maikkf tax or liquidity effectthe mentioned
studies only confirmed Merton’s inability to capgusther components of debt's spread, say-
ing nothing about model‘s ability to reveal defaatid recovery risk.

This issue can further be confirmed by Longstaff0@) who has argued that corpo-
rate bond markets are much more illiquid than gomemt bonds and stock market and
therefore it seems likely that credit spread is/quartly attributed to default risk. In spite of
these well known complications and imperfectionajarity of the literature empirically test-

! The values of leverage and expected assets’ grangtheported in the Table 2 in the Appendix C.
2 See our discussion about corporate spreads iinserd.
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ing structural models has presumed that the cegri#éad is primarily attributed to default
risk, since the other components are hardly tréefaBarig and Warga (1989) did not com-
pare absolute values of theoretical corporate lspneads, but only their rates of change with
respect to change in actual bond’s default risldreesd approved good predictive power of
Merton’s model. Further, Dalianedis and Geske (2@eimed the difference between ob-
served and modeled spread the residual spreadnamidaally confirmed that the spreads es-
timated with Merton approach correctly evaluatefaudle risk and residual spread is driven
by liquidity, tax and other effectsThese conclusions move towards the correctnessiof
LGD estimates, since accuracy of ELGDs is basethercapturing the company’s default
risk.

If we assume that share prices reflect all relewdormation considering future de-
velopment of the company as well as the expectaditions for given industry or economy,
this expectations are also incorporated in our EISGBince they are dependent on the de-
velopment of the stock market. Thus, ELGDs basedharket value of equity are forward-
looking estimates which may be used to instantasi@eatching company’s riskiness and
may serve as indicator of early-warning. NevertsgleELGD’s stock market dependence
can also embody excessive movements in the shexespraused by market bubbles. Also,
the stock market may not efficiently incorporatkepaiblicly-available information about de-
fault probability and especially in a case of aygpunarket, such as that one of the Czech
Republic, limitations of information given by shapeices and particularly by companies,
which shares are not so frequently traded, shoelldonsidered.

For purposes of Basel Il framework, the ELGD'’s lsthea equity development are
procyclical and due to increase in the minimum neglicapital in the recession would lead
to the credit crunch and contrariwise to the ovetiag in the time of strong economic
growth. The definition of default used in the modetresponds more to the state of bank-
ruptcy than to the obligor's ninety days past dbéigation defined under Basel II. Thus,
model’s definition of default leads to overstateld@D; however, the analyzed companies
should have high capabilities to raise funds. Shafcompany is past due more than 90 days
on its obligation, it has probably exhausted albmgeto raise the funds and the bankruptcy
will follow. The different default definitions heecshould not bring significant inaccuracies.

The computations also do not consider any debitwipy, therefore ELGDs for se-
cured and more senior claims should be lower tiasegmted estimates and vice versa higher
for subordinated debt, however, the distributiorinaf value of the bankrupted firm depends

! This idea stems from the theoretical assumptian tharkets for corporate bonds are perfect, compiat
trading takes place continuously (see DalianedisGeske 2001).

2 structural models may also understate spreadsoirt-gun, since the pure diffusion process is ¢ & cap-
ture unpredicted extreme changes in firm’'s asdeevgiven by shock. Therefore is also possibledid jamp
process to Brownian motion or to model asset vakia discontinuous Lévy process (see Bhatia 2006
and references therein).

3. nam. plavba, Energoaqua, Jihomoravska plynaremskiské sluzby, RM-S HOLDING, SLEZAN FM, or
Vychodaieska plynarenska.
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also on the violation of APR, what is difficult fredict for single cases. The bankruptcy
costs were determined by using other empiricalisfjchonetheless, bankruptcy laws and
other procedures differ substantially by countnyd anay therefore differ in the Czech Re-
public. The calibration on the empirical sample lddoe needed to obtain more accurate es-
timates, but the appropriate data sample is notadla due to low number of defaults of
comparable companies.

The computed ELGDs suffer also by others shortcgmitike the assumption of
constant interest rate, no tax shield, and othapl#ications coming out from the seminal
Mertonian approach. On the other side, more sdpatstd models demand higher number of
parameters, which have to be estimated. This isesed@he computation complexity and
might therefore produce higher errors. Also, someoduced amendments relating e.g. to
stochastic interest rate have unambiguous effaat,sometimes have only little impact on
the results (Lyden and Saraniti 2000). Nevertheltss empirical application of more com-
plex models will be the goal of the further resbarc

In spite of all mentioned limitations, the presentesults are the first estimates of
expected LGD based on the market information foglsi companies listed on Prague Stock
Exchange and should therefore serve as the stegpomg for their further improvement.
The estimates should not deputize the estimatadesalf LGD based on historical data, as is
requested in Basel Il, however, they may servehasetrly warning signal and improve
thereby the current credit management.
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Conclusion

Among intensively studied topics in quantitativaaince currently belongs also the
concept of Loss Given Default, which is a ratheexplored territory in credit risk area. Espe-
cially with the implementation of the New Capitat@rd, LGD has obtained increased atten-
tion and became a frequent object of empirical thedretical research. The goal of this thesis
was to present to the most recent pieces of knaelabncerning this key input parameter of
credit risk analysis. Moreover, the main stress pigson modeling techniques which enable es-
timation of forward-looking LGDs from market obsable data, which we consequently used
to empirical estimation of LGD for the sample ofrqguanies in the Czech Republic.

We analyzed companies listed on Prague Stock Exehanthe 2000-2008 period
and computed expected LGD for every single comgryiven year. The average LGD of the
sample across the time was estimated in the ramgma 20-45%. We also described the esti-
mation procedures exploiting prices of equity atsdvolatility and showed, that LGD is rela-
tively inelastic in leverage of the company. We destrated that LGD in the physical measure
is a more reliable indicator than its risk-neutralinterpart.

The presented results were estimated on the bi&isnaula derived from asset pric-
ing models. Under structural approach, the dynawiidhe value of the firm’s assets is usually
assumed to follow a geometric Brownian motion amerefore it is log-normally distributed.
This enables us to express the likelihood of défawhich occurs in the initial Merton’s model
if the value of the asset is lower than the valtithe debt principal at the time of maturity. To
gain explicit expression for LGD, we used the folanfor conditional mean of log-normally
distributed variable, because the recovered amuttie case of default is the rest value of
firm’s assets. This demonstrates that LGD is ewvethé initial Merton’s framework stochastic
since it depends on uncertain development of dssste.

Furthermore, we presented the extension of the mekden the debt is pledged by
collateral. The LGD is in this case dependent oo $tochastic processes, the first one repre-
sents the value of borrower’s assets and deterntiireedefault event, and the second one is de-
scribing the value of the collateral which will beized by creditor if default occurs. The pre-
sented sensitivity analysis revealed that expec@®D increases with correlation between dy-
namics of collateral’s and borrower’s assets. Ve dlustrated how LGD can be extracted in a
more complex structural framework, which incorpesastochastic interest rate and default bar-
rier. As the default barrier is in the model detimed by the value of riskless bond, the eco-
nomic recession leads to its decrease, which coesgly leads to rise in LGD. Thus, besides
dependencies on the same firm’s fundamentals, ivegedrrelation between PD and LGD is
caused by macroeconomic factors.

Additionally there were also discussed thduced-form modelsyhich are currently
hardly applicable for LGD estimation in the CzeabpBblic because the market with corporate
debt is rather illiquid. However, we showed a sivigy of LGD on adjusted relative spread
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(ARS), which is a new parameter exploiting the obse prices of bonds with different senior-
ity. ARS gives information independently on the BDissuer and represents thereby the pure
recovery framework. The dynamics of APR can be usedGD management for particular
borrower as an early warning system. With the saufpeduced-form model implementation,
we discussed the determinants of corporate spaatibased on the other empirical studies we
concluded that market observable spreads are @abiy influenced by other effects such as
tax impacts or liquidity premium and therefore a@ representing information only about
credit quality of defaultable security. Therefore decided to exploit information embedded in
the more liquid stock market and utilized structunadels for LGD computation.

We also closely analyzed general characteristi¢<3dd and pointed out that LGD is
significantly determined by the value of assets ttam be seized in case of default. Therefore,
since asset types vary across industries, indggiegificity of borrower is assumed to be a
straightforward driving factor of LGD. However, tlenpirical studies give unambiguous re-
sults. Industry-type does not prove any evidentepatfor the value of LGD, only utilities were
among most of studies identified as the industrthuower LGD. The possible reason is that
different stage of economic cycle can influence L@bre than industry-type itself. Besides the
cyclical variation, the fact is, that the recessinareases default rates and greater supply of
pledged assets will lead to their lower priceseHults in positive correlation between default
rates and LGD. We also confirmed this correlatigraliinear, logarithmic and power univariate
regression using Moody's recovery rates from 198P62

The joint dependence implies that PD and LGD shaooldbe in the credit risk mod-
eling treated as independent. This link betweeraR® LGD should be also considered in IRB
approach because neglecting this correlation magad to understated capital reserves. How-
ever, it will lead to even higher procyclical effexf IRB approach and cause overlending dur-
ing strong economic growth and credit crunch inttiree of recession.

Moreover, we illustrated that a significant deteramt of LGD after default event is
the position of particular claim in the defaultecapital structure. Obviously, LGD decreases
with the seniority and security of the defaultediml and increases with its degree of subordina-
tion. Bank loans have usually lower LGD than bosiige they are typically more senior and
have tighter covenants. However, when comparinigmdint studies of the LGD, the definition
of default has to be considered. We elaborate tedatinition as given by Basel Il and rating
agencies and show that the definition under Basehdwork is generally weaker and leads
hence to higher observed LGDs. The unificationedfrdtions is therefore desirable.

The thesis presented a broad understanding ofeth@&rameter of current credit risk
area, Loss Given Default. In order to do so, wdtdeith LGD’s properties, possible modeling
techniques, and its estimates from market datpentively. As the main value added of this
work are the unique estimates of LGD for the Czestporate sector. This altogether should
bring a perspective on LGD and provide better ustdading of difficulties related to this credit
risk parameter.
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Appendix A
= Wiener process
Wiener process is a stochastic process that cahdracterized by following facts
1.W0)=0
2. W(t) is almost surelycontinuous
3. W(t) has independent increments with distributiit) —W( 9 ~®(0,t —s) (0<s<t).
d(u, 0®) denotes the normal c.d.f. with expected valand variance®. Independent incre-

ments means that for<0s, <t; <s,<t,, W(t;) - W(s;)) and W(t,) — W(s,) are independent
random variables (see e.g. Hurt et al. 2003, Shte9d).

= Poisson process

Let N, be a standard Poisson process initialized &, 6 @), increasing by 1 unit at random
timest; t, ts..., and durations between jump tintes; ; have exponential distribution. If we
consider discrete time intervais, then the probability of jump ovet is approximately
P[N., ~ N =1]= JAt

where the parametgris intensity of the Poisson process.
By dividing the time intervalt(s) into n subintervals of a lengtht and lettingn— o and
At— dt, we get the probability of the jump during timeeirval ¢, s) as

PIN,— N, =1] =1-exp[-A (s— 1)]
where the intensity is such thatdi] = Adt.

In an inhomogeneous Poisson procéss no longer constant and is characterized by-a de
terministic function of timé.(t). Probability of jump duringt(s) is then given as

P[N, - N, =1] =1—exp[—f/1 (uydd

If the intensity parameter is random process (it means that probability afesbing jump
over a given period is randomly changing), thenspeak abou€ox processThe probabil-
ity of observing jump during time interval §) is then

P[N, - N, =1] =1—exp[—f/ludu]

wherej, is stochastic process taking only positive values.
(see Servigny and Renault 2004 or e.g. Hsu 1997).

! Almost surelyneans: Let®, A, P) be a probability space. An evenin A happens almost surely ifxE 1.
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Itd’s lemma (one dimensional)

It6’s lemma is used to find the differential ofun€tion of another particular stochastic proc-
ess. Assuming thatis described by a stochastic differential equatibthe form

dx(t) = ACx 9+ B(x 9 dW
where A(x, t) is the drift term,B(X, t) is the volatility function andlW is a Wiener—Lévy

process. The stochastic differential of procd¢x(t),t) is then given as

90°f of
-+

df(x(t),t):(A(X'f)%"“%B(XDZ % ot

of
de — d
J R x} 7% ¥
(see e.g. Hurt et al. (2003), Shreve (1997) or KROD2) and references therein).

The Bivariate Normal Distribution

The bivariate normal distribution for two relatedhormally distributed variables

X~®(u,07)and y ~®(u,,0,), is defined by the following probability densityrfction

exp[-0,5 (X, )]

f (X y) = ;
, 21,01~ p*

2 2
where a(x y) = 12 X=f ~2p XK YK || YT H
1-p o, g, g, o,

andp is the correlation coefficient of andy (x andy are independent jf=0). Conditional

probability distribution function for one of the nables, for known value of other variable,
is normally distributed with conditional mean aratiance given as

Y- H
Hiyey, = Ko+ PO, > Y and Tyiyey, =0 .1-p°

y
if we use mean and variance ferr~dJ[In C, +(,uc -0, 50§)T,J§T] and y ~®(0,1)we

get the mean and variance for conditiorle(,; | y.

(see e.g. Hsu 1997).
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Appendix B

The derivation of equation (2.10)- based on the initial paper by Merton (1974)

As it was said, dynamics of debt security, whoseketavalue is at any timea function of
the value of the firm and time, iB, = f (V,,t), can be expressed by stochastic equation as

(2.3) dD, =(4, D, =, ) dt+o, D, dW°

where the symbols are the same as in (2.2). Bygugi's Lemma, it possible to rewrite dy-
namics forD; in terms ofV, as the following equation shows

oD oD, 1 9°D, oD

24 dD =| — + oW L4 = g2y2 g+ 2o vd
(2.4) t[at (K, Jv)tavlzmavtzj v OV
comparing corresponding variables in (2.3) and)(&# get, that

oD, oD, 1 0°D
2.5a D-0.=—+ -3V =t +=g2\y? t
( ) Ho by D ot (,uv d/) ta\/l 2 vVt 6\42

oD

(2.5b) a,D =gV, a_v:
(2.5¢) dwP = dw

In the last equation, it is evident, that dynandt®, andV, is perfectly correlated as bofh
andV are affected by the same source of uncertaly~". This proves to be important in
the following forming of the portfolio that contaim, dollars invested in the firfk, x, dol-
lars in the securityD, andx; dollars received by short-selling the risklesstdalch that

=X, = X *+ X,. The instantaneous return of such portfolio isithe

(2.6a) dmr = x dv +d’V‘dt+ %, dDBJD dt+

V,

t t

X, rdt

wherer is the riskless interest rate. By substitutin@)2nd (2.3) we get

(2.6b) d7g = (X, + %) dit+ xo, dW + yo, dli -( » J rc

Taking into account the equation (2.5c), we catereiskless portfolio by choosing weights
X, , such that the coefficient o\ is always zero. It must hold

(2.7a) X0, + %0, =0, (no risk condition)

and since such a portfolio is riskless and requibe® net investment, to avoid arbitrage
profits, the return of this portfolio must be zek@rmally

(2.7Db) XM, + Xty =( %+ %) 1=0, (no arbitrage condition)

! See Appendix A
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The weights fulfilling both conditions exist if arhly if

(2.8)

(4 =r)oy =(tp-1)/00

L 4

However, from equations (2.5a,b) we can substitatey/,,o, and after rearranging and

simplifying, we get parabolic partial differentiadjuation

(2.9)

aD, d
— (- N, —
=N,

D, .1
v, 2

9°D
+_0.2V2 t +
VIt av?

op,-rD, =0

Since it is given by assumptions, that there arequpon paymentg(=dp = 0), the equation

(2.9) can be then rewritten as
(2.10) 90

Appendix C

= Companies listed on PSE

Table 1

oD,
—t+ th—‘+£c7\th2
ot N, 2

0°D,
v,

> —rD, =0

Companies listed on Prague Stock Exchange (PSE) aktheginning of June 2008

Name of the company Abbreviation ISIN Observed years
AAA Auto Group N.V. V) AAA NL0006033375 -

CENTRAL EUROPEAN MEDIA ENTERPRISES LTD.  CETV BMG200452024 2005 - 2007
Ceska namofni plavba, a.s. C. NAM. PLAVBA CZ0008413556 1999 - 2007
CEZ, ass. CEZ C€Z0005112300 1999 - 2007
ECM REAL ESTATE INVESTMENTS A.G. ECM LU0259919230 2006 - 2007
Energoaqua, a.s. ENERGOAQUA CS0008419750 1999 - 2007
Erste Bank der oesterreichischen Sparkassen AG 2 ERSTE BANK AT0000652011 -

Jihogeské papirny, a.s. Vétini JC PAPIRNY VETRNI C€Z0005005850 1999 - 2007
Jihomoravska plynarenska, a.s. JM PLYNARENSKA CZ0005078956 1999 - 2007
Komeréni banka, a.s. ? KOMERCNI BANKA CZ0008019106 -

Lazné Teplice v Cechach, a.s. LAZNE TEPLICE €S0008422853 1999 - 2007
Lé&ebné Lazné Jachymov, a.s LEC. L. JACHYMOV CS0008446753 1999 - 2007
New World Resources N.V. ) NWR NL0006282204 -

ORCO PROPERTY GROUP S.A. ORCO LU0122624777 2005 - 2007
PARAMO, a.s. PARAMO CZ0005091355 1999 - 2007
PEGAS NONWOVENS SA PEGAS LU0275164910 2005 - 2007
Philip Morris CR a.s. PHILIP MORRIS €S0008418869 2000 - 2007
Prazska energetika, a.s. PR. ENERGETIKA CZ0005078154 1999 - 2007
Prazska plynarenska, a.s. PR. PLYNAREN. CZ0005084350 1999 - 2007
Prazské sluzby, a.s. PR. SLUZBY CZ0009055158 1999 - 2007
RM-S HOLDING, a.s. RM-S HOLDING CS0008416251 1999 - 2007
SETUZA, a.s. SETUZA CZ0008460052 1999 - 2007
SLEZAN Frydek-Mistek, a.s. SLEZAN FM CZ0005018259 1999 - 2007
Severomoravska plynarenska, a.s. SM PLYNAREN. CZ0005084459 1999 - 2007
SPOLANA, a.s. SPOLANA C€S0008424958 1999 - 2007
SPOLEK PRO CHEM.A HUT.VYR.,a.s SPOL. CH.HUT.VYR. CZ0005092858 1999 - 2007
Telefénica 02 Czech Republic,a.s. TELEFONICA CZ0009093209 1999 - 2007
TOMA, a.s. TOMA CZ0005088559 1999 - 2007
UNIPETROL, a.s. UNIPETROL CZ0009091500 1999 - 2007
Vychodo&eska plynarenska,a.s. VC PLYNARENSKA CZ0005092551 1999 - 2007
VGP NV Y VGP BE0003878957 -

VIENNA INSURANCE GROUP ¥ VIG AT0000908504 -

ZENTIVA N.V. ZENTIVA NL0000405173 2004 - 2007

Y Firm was excluded - insufficient long time series (issud after 2. 1. 2007)

? Firm was excluded - financial institution

Source: Prague Stock Exchange (www.pse.cz)
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The derivation of equation (6.4)

Let's assume that the dynamics of equity valuelmadescribed by the stochastic differential
equationdE, = (. —J ) E dt+ o, E dW, where /4 is the equity drift,o, is the standard
deviation of equity’s return, andW* is a standard Gauss—Wiener process. Dynamics of se-

curity, whose market value is at any tima function of the value of the firm and time,
i.e.E = f(V,t), can be expressed by using It6’s Lemma in term4 a$ follows

O, 0E 1 ,,0°E) 0E
dE =| —+ (4, —o,)V,—+=0, V, d+—o,\Vd
E[m (4 = 8Ngy #5057 | dv oo Yo
. . . : : OE,
Comparing corresponding variables in two equatainsve, we get_E, =WU\,Vt ,

t

and sinceg—\E/‘=qJ(dl)1 (see Helwege et al. 2004), then holdgk, = ®(d))o,V, . After
t

considering our discussion about dividend rate lihaers the value of, we get the relation
presented in equation (7.4).E = o, exp[-dT[V®(d).

Estimated parameters

Table 2

All relevant parameters for the sample of analyzedompanies
(see the next page)

! This relation is also called option (equity) desae Hull 2002).
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Table 2 - part 1

Estimates of equity's volatility

Parameters used for ELGD computation

End of o o o o * * * g
Company veal MM;/) MA(EM EW;A GA:CH o Iy [t} ) Oy \ F 8 U Leverage V
(&) ) ) ) ) ©) ) 6 ) GILCZK GiILcZKk ) (%) o) (bil.CZK)
CETV 2005 22,7 22,7 219 228 22,7 31 - 00 175 6294 16,99 0,0 - 27,0 65,35
2006 282 30,7 275 28,7 29,7 33 12 00 234 6369 1591 0,0 12 250 66,09
2007 284 286 275 28,7 287 40 176 00 250 8273 12,74 00 299 154 85,02
€. NAM. PLAVBA 1999 378 378 332 393 386 6,7 - 00 323 0,09 0,02 0,0 - 22,9 0,10
2000 354 328 284 384 369 68 207 00 342 011 0,01 00 207 10,5 0,12
2001 322 244 237 36,7 34,4 48 -196 00 330 0,06 0,00 0,0 -499 55 0,06
2002 29,7 200 192 364 330 32 07 00 297 0,07 0,01 00 274 119 0,07
2003 26,6 4,9 12,7 383 325 38 02 00 308 007 0,00 00 -06 6,2 0,07
2004 20,5 0,0 6,9 735 470 34 36 00 405 0,08 0,01 00 106 16,6 0,08
2005 164 18,0 6,8 215 197 31 44 00 154 0,09 0,02 00 99 25,9 0,09
2006 13,1 9,6 47 16,8 150 33 130 00 120 0,10 0,02 00 178 23,3 011
2007 10,3 9,5 45 16,2 13,2 40 23 00 122 0,09 0,01 0,0 -16,0 9,6 0,09
CEZ 1999 356 356 31,2 390 373 6,7 - 00 17,9 11376 8434 0,0 - 741 136,83
2000 36,0 364 331 36,7 365 68 -02 05 21,1 11236 8161 08 -02 72,6 141,49
2001 381 41,7 352 419 418 48 -80 08 246 9530 7645 1,2 -139 80,2 122,37
2002 369 333 340 399 384 32 -13 13 262 9983 6954 21 75 69,7 124,30
2003 342 209 291 411 377 38 146 18 284 137,20 7822 29 422 57,0 164,51
2004 328 276 281 383 355 34 415 20 302 26457 7922 19 967 299 280,99
2005 31,9 321 284 364 342 31 67,1 19 30,3 546,00 132,92 16 1097 243 568,96
2006 29,0 296 27,4 396 346 33 615 19 308 701,40 161,00 16 306 23,0 729,52
2007 27,7 270 26,7 294 286 40 579 20 269 942,99 169,56 24 378 18,0 976,15
ECM 2006 16,0 16,0 16,0 150 16,0 33 - 00 87 1116 5,98 0,0 - 53,6 12,07
2007 258 263 236 335 299 40 266 00 111 1413 1091 00 266 773 16,03
ENERGOAQUA 1999 215 215 151 196 215 6,7 - 00 44 0,24 0,26 0,0 - 1109 0,31
2000 310 379 233 314 347 68 351 00 202 032 0,19 00 351 59,2 0,37
2001 272 171 16,6 265 268 48 391 141 268 033 0,15 326 422 436 0,38
2002 259 215 152 256 258 32 418 11,3 258 045 0,20 64 452 436 0,55
2003 239 129 119 234 236 38 405 82 236 061 0,32 1,8 382 52,6 0,76
2004 22,2 9,7 8,4 216 219 34 291 79 219 061 0,13 52 58 20,9 0,67
2005 150 108 58 202 176 31 295 73 176 0,76 0,13 42 317 17,3 0,83
2006 142 132 4,9 135 139 33 343 39 139 1,09 0,14 30 472 12,9 1,16
2007 10,8 5,6 33 11,7 112 40 233 24 111 112 0,29 00 35 25,5 1,27
JC PAPIRNY VETRNI 1999 448 448 416 452 450 6,7 - 00 229 043 0,30 0,0 - 73 0,51
2000 411 37,0 353 40,7 409 68 -09 00 157 042 0,38 00 -09 89,1 0,53
2001 434 478 390 445 461 48 -156 00 17,7 031 0,25 00 -267 81,9 0,36
2002 400 27,2 314 409 404 32 -61 00 204 033 0,20 00 64 59,6 0,35
2003 398 386 302 420 409 38 -180 0,0 123 0,20 0,18 00 -386 86,8 0,23
2004 42,0 535 357 457 49,6 34 22 00 261 029 017 00 435 59,1 0,31
2005 456 542 417 493 518 31 430 00 125 0,65 0,61 00 1261 92,5 0,74
2006 458 48,7 429 51,8 50,2 33 306 00 127 0,58 0,53 00 -115 92,2 0,66
2007 50,9 56,7 47,6 51,3 54,0 40 -80 00 531 004 0,00 00 -928 2,0 0,04
JM PLYNARENSKA 1999 329 329 262 322 329 6,7 - 14 257 541 7,55 1,4 - 139,7 9,78
2000 24,1 8,5 13,4 na. 18,8 68 110 13 188 529 7,78 12 11,0 146,9 10,43
2001 20,5 9,6 93 na. 15,0 48 165 19 150 6,68 8,69 28 207 130,1 11,90
2002 21,4 239 112 na. 22,7 32 220 26 22,7 814 10,58 36 292 130,0 14,52
2003 19,1 0,2 7,1 na. 13,1 38 141 30 131 819 9,60 3,9 0,3 117,2 13,53
2004 121 00 34 na 78 34 96 38 78 805 841 50 03 1046 1235
2005 137 164 51 na 150 31 107 55 150 7,08 274 84 135 387 9,79
2006 134 6,9 3,9 n.a. 10,1 33 134 69 101 7,77 2,92 91 212 37,5 10,69
2007 8,1 0,0 19 na. 5,0 40 113 68 50 7,77 3,55 60 108 45,7 11,33
LAZNE TEPLICE 1999 270 270 231 29,7 283 6,7 - 00 105 013 0,12 0,0 - 88,3 017
2000 243 21,3 182 24,4 243 68 -150 00 98 0,11 0,10 00 -150 84,0 0,14
2001 258 287 198 257 27,3 48 267 00 95 018 015 00 580 832 0,21
2002 235 143 157 233 234 32 361 00 84 027 020 00 485 750 030
2003 235 233 164 234 235 38 306 00 11,7 0,32 0,20 00 212 60,7 0,36
2004 216 178 141 234 225 34 247 00 130 0,36 0,18 00 125 50,0 0,39
2005 206 155 11,2 226 216 31 197 00 133 0,36 0,16 00 00 44,8 0,39
2006 17,0 119 8,0 215 192 33 108 0,0 134 037 0,13 0,0 16 35,8 0,39
2007 16,0 6,2 59 181 17,1 40 31 00 11,2 036 0,15 00 -38 41,8 0,38
LEC. L. JACHYMOV 1999 428 428 353 420 428 6,7 - 00 263 058 0,32 0,0 - 554 0,67
2000 339 205 187 na 27,2 68 -413 00 11,7 034 0,28 00 -413 806 0,42
2001 303 21,3 17,7 482 392 48 -180 00 201 034 0,22 00 -05 63,7 0,38
2002 280 195 150 281 281 32 53 00 166 046 0,22 00 358 48,2 0,49
2003 258 133 122 256 257 38 42 00 154 047 0,23 00 24 48,3 0,51
2004 17,8 9,9 7.4 239 209 34 21 00 143 046 017 00 -23 37,4 0,49
2005 14,9 0,0 47 163 156 31 50 00 106 047 0,17 00 08 375 0,49
2006 134 157 4,1 214 186 33 79 00 139 052 0,16 00 124 29,8 0,55
2007 111 98 38 171 141 40 34 00 11,5 053 012 00 09 22,7 0,55
ORCO 2005 21,0 210 196 359 285 31 - 00 189 2957 11,58 0,0 - 39,2 31,18
2006 258 296 24,6 31,7 307 33 764 02 181 5191 26,72 04 764 51,5 56,57
2007 26,7 281 256 288 284 40 344 04 170 5307 5269 05 3,0 99,3 76,15
PARAMO 1999 50,1 50,1 488 499 501 6,7 - 00 224 268 2,18 0,0 - 815 3,27
2000 46,1 40,9 403 51,3 487 68 -243 00 7,0 203 251 00 -243 1237 274
2001 409 27,4 327 427 418 48 -171 00 61 179 198 00 -116 1107 221
2002 391 331 283 440 415 32 -11,7 00 111 171 151 00 -47 88,2 191
2003 371 270 246 39,7 384 38 96 00 105 250 2,24 0,0 465 89,6 2,87
2004 322 282 228 393 358 34 113 00 182 287 1,69 00 150 58,9 312
2005 330 455 296 392 424 31 167 00 170 342 2,47 00 191 72,0 3,74
2006 342 338 306 358 350 33 95 00 142 301 2,14 00 -120 711 3,32
2007 332 276 288 348 34,0 40 11,2 00 166 335 2,12 00 11,2 63,2 3,71
PEGAS 2006 286 286 286 253 28,6 33 - 17 233 963 4,78 17 - 49,6 11,73
2007 209 206 202 206 207 40 03 07 154 966 447 00 03 463 11,40
PHILIP MORRIS 2000 138 138 105 125 138 6,8 - 12,4 138 12,74 3,46 12,4 - 27,2 14,47
2001 233 240 203 na. 237 48 638 155 237 17,46 321 17,9 638 18,4 19,06
2002 29,2 345 268 333 339 32 60,7 154 339 2369 4,69 153 585 19,8 26,03
2003 283 262 258 295 289 38 610 140 289 3390 7,61 115 614 22,4 37,70
2004 289 31,0 269 294 302 34 449 132 302 3524 627 15 169 178 3837
2005 200 284 269 291 291 31 357 11,3 29,1 3814 642 74 169 168 41,34
2006 306 320 276 299 313 33 106 92 313 2339 5,28 6,3 -344 22,6 26,03
2007 286 250 26,0 299 293 40 39 86 293 21,37 1238 8,8 17 57,9 27,56
PR. ENERGETIKA 1999 50,1 50,1 440 483 501 6,7 - 47 4718 6,77 324 4,7 - 479 7,88
2000 381 195 265 285 333 68 -44 47 333 586 3,52 47 -44 60,0 7,86
2001 330 190 209 26,7 299 48 -03 50 299 512 3,87 55 29 75,6 779
2002 335 350 21,0 310 343 32 70 62 343 592 3,22 83 166 54,4 779
2003 306 143 17,2 253 280 38 216 64 280 727 3,56 6,8 468 49,0 10,16
2004 21,8 147 127 229 224 34 225 65 224 823 3,64 6,3 245 44,2 11,52
2005 21,8 193 138 24,7 232 31 305 65 232 1131 3,08 59 404 27,3 14,32
2006 21,1 147 126 189 20,0 33 254 76 200 1091 3,20 9,8 8,3 294 14,06
2007 16,7 198 135 201 20,0 40 293 51 200 1505 3,67 00 354 24,4 18,71
PR. PLYNAREN. 1999 280 280 195 281 281 6,7 - 1,1 21,2 363 3,06 11 - 84,1 5,36
2000 22,0 134 122 200 21,0 68 -47 10 192 3,01 3,48 09 -47 1155 5,34
2001 210 189 121 196 203 48 7.4 09 189 364 421 08 164 1157 624
2002 224 261 121 21,0 243 32 57 18 237 378 3,90 32 3,6 103,2 6,04
2003 208 123 95 194 20,1 38 65 28 201 357 3,99 4,8 8,0 1115 6,12
2004 16,8 6,8 6,5 178 173 34 119 32 173 434 4,88 38 229 1125 723
2005 17,0 143 6,2 146 158 31 202 30 158 538 5,14 20 333 95,5 8,77
2006 16,2 15,0 54 161 16,1 33 219 31 161 6,21 5,37 2,7 246 86,5 10,14
2007 11,7 7.2 3.8 139 128 40 160 21 128 6,16 6,24 00 -04 1013 10,54

Other used parameters

Equity
(il CZK)

48,36
50,18
72,28
0,08
0,10
0,05
0,06
0,07
0,07
0,07
0,08
0,08
52,49
59,87
45,92
54,76
86,29
201,77
436,04
568,52
806,59
6,09
5,12
0,05
0,18
0,23
0,35
0,45
0,54
0,70
1,02
0,98
0,20
0,15
0,11
0,16
0,06
0,14
0,13
0,12
0,04
2,23
2,65
3,21
3,94
3,93
3,93
7,05
7,77
7,77
0,05
0,05
0,06
0,10
0,16
0,21
0,22
0,26
0,23
0,35
0,15
0,17
0,27
0,28
0,32
0,32
0,39
0,43
19,60
29,86
23,46
1,09
0,24
0,23
0,41
0,63
1,42
1,28
1,18
1,60
6,95
6,93
11,01
15,85
21,34
30,10
32,10
34,93
20,74
15,18
4,64
4,35
3,92
4,57
6,60
7,88
11,24
10,86
15,04
2,30
1,86
2,03
2,14
2,13
2,35
3,64
477
4,31
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Table 2 - part 2 Estimates of equity's volatility Parameters used for ELGD computation Other used parameters
End of o o o o . .
I * * \ F 8 Le V Equi
Comparny Vveal  WAGY MAQy EWMA GARcH O © roM i o b Leverage aity
) ©) ) ©) ) ©) ) 6 ) GILCZK GiILcZKk ) (%) ) (il.CZK) (bill. CZK)
PR. SLUZBY 1999 272 272 241 284 27,8 6,7 - 00 119 072 0,58 0,0 - 80,4 0,88 0,30

2000 332 383 286 338 361 68 444 00 219 1,04 0,58 00 444 56,0 1,20 0,62
2001 300 222 223 295 298 48 54 00 258 0,79 0,13 00 -238 17,0 0,82 0,69
2002 284 225 195 302 293 32 35 00 251 080 0,13 00 09 16,9 0,82 0,68
2003 273 222 169 28,7 280 38 304 00 258 142 0,13 00 771 93 1,44 1,31
2004 24,4 0,0 10,3 na. 17,3 34 208 00 158 143 0,15 0,0 13 10,5 1,46 1,31
2005 174 00 53 na 114 31 148 00 96 155 028 00 79 181 159 1,31
2006 14,2 0,0 2,8 na. 85 33 131 00 71 1,56 0,29 00 06 189 1,60 1,31
2007 10,1 3,0 14 na. 6,6 40 106 00 55 159 0,31 00 24 196 1,65 1,34
RM-S HOLDING 1999 389 389 340 395 392 6,7 - 05 365 347 0,46 05 - 133 3,60 3,14
2000 41,7 444 317 474 459 68 -336 02 391 230 0,52 00 -336 225 2,45 1,93
2001 369 246 258 388 378 48 -265 24 362 172 035 52 212 202 180 145
2002 330 167 19,8 352 341 32 -156 15 332 170 0,20 00 -12 117 173 153
2003 302 146 153 329 316 38 167 222 31,6 1,73 0,25 64,6 72,6 14,5 1,86 1,61
2004 262 197 139 30,7 284 34 109 166 284 172 0,46 00 -1,0 26,7 1,95 1,49
2005 182 131 11,0 259 22,0 31 32 124 220 1,32 0,29 00 -231 218 1,46 1,18
2006 14,5 0,0 6,5 16,8 156 33 06 89 156 118 0,01 00 -104 10 119 1,18
2007 12,6 51 45 138 132 40 -11 67 132 112 0,00 00 -52 04 112 1,12
SETUZA 1999 37,7 37,7 293 37,7 377 6,7 - 00 187 141 1,49 0,0 - 105,6 1,82 0,33
2000 370 362 257 365 367 68 874 00 180 264 306 00 874 1156 351 046
2001 332 237 232 337 334 48 444 00 14,7 296 3,38 00 121 1142 3,68 0,30
2002 332 334 239 39,2 363 32 213 00 140 270 2,92 00 -9,0 108,4 3,12 0,20
2003 322 27,7 215 400 361 38 138 00 151 272 2,93 00 08 107,9 3,21 0,28
2004 284 155 175 412 348 34 121 00 172 295 291 00 86 985 3,39 0,48
2005 244 165 145 389 316 31 1,7 00 180 290 2,66 00 -16 91,7 3,27 0,61
2006 238 20,7 138 274 256 33 07 00 178 294 2,56 0,0 12 87,2 3,32 0,76
2007 190 95 97 280 235 40 107 00 160 378 363 00 288 959 443 0,80
SLEZAN FM 1999 21,4 214 149 221 217 6,7 - 00 130 0,72 0,92 0,0 - 127,2 0,98 0,06
2000 16,9 10,6 8,4 18,7 17,8 68 -320 02 106 049 0,87 04 -320 1790 0,92 0,05
2001 197 235 104 199 217 48 -161 04 162 046 0,62 06 -41 1334 0,77 0,15
2002 225 295 147 308 302 32 85 05 185 0,65 0,65 05 408 100,0 0,92 0,27
2003 209 12,7 109 308 259 38 128 05 173 0,77 0,73 05 203 94,8 112 0,39
2004 196 128 9,2 281 239 34 57 04 163 0,70 0,73 01 -88 1039 1,05 0,32
2005 208 19,6 10,9 na. 20,2 31 37 03 140 064 0,61 01 -94 96,1 0,94 0,33
2006 17,8 0,0 6,8 n.a. 12,3 33 32 02 120 064 0,61 0,1 0,4 96,4 0,94 0,33
2007 12,0 0,0 35 na. 77 40 27 01 77 0,71 0,75 00 106 106,3 1,08 0,33
SM PLYNAREN. 1999 281 281 183 284 283 6,7 - 08 21,2 496 4,60 038 - 92,6 7,26 2,66
2000 222 139 123 21,0 216 68 67 03 158 530 512 00 67 96,6 7,86 2,74
2001 258 320 171 353 336 48 93 1,2 248 569 6,30 23 112 110,7 8,84 2,54
2002 264 280 17,0 362 321 32 221 07 208 790 5,75 00 388 72,7 10,09 4,34
2003 23,7 3,5 11,1 456 346 38 105 14 254 689 4,51 29 -96 65,4 8,70 4,20
2004 21,0 142 8,8 272 241 34 35 24 241 582 3,95 4,2 -108 67,8 7,80 3,85
2005 21,2 151 8,6 264 238 31 120 42 238 702 167 73 303 238 7,85 6,18
2006 175 176 8,2 248 212 33 116 58 212 708 1,62 87 106 229 7,89 6,27
2007 12,5 4,9 52 228 176 40 120 81 176 748 1,76 115 192 23,6 8,36 6,60
SPOL. CH.HUT.VYR. 1999 47,3 47,3 444 466 473 6,7 - 00 97 143 1,63 0,0 - 114,6 1,88 0,25
2000 413 342 369 410 412 68 -181 00 6,1 117 142 00 -181 1217 157 0,15
2001 415 41,5 380 414 415 48 -80 00 145 116 099 00 -04 855 137 037
2002 417 423 372 425 424 32 -24 00 148 1,22 0,96 00 50 788 1,35 0,39
2003 393 280 315 404 399 38 55 00 179 145 0,99 00 191 68,2 161 0,62
2004 357 301 283 409 383 34 236 00 145 234 1,76 00 608 75,1 2,59 0,83
2005 398 523 354 438 481 31 451 00 162 419 3,39 00 793 80,9 4,64 1,25
2006 391 37,8 355 464 427 33 348 00 128 431 367 00 28 85,2 484 1,16
2007 36,7 30,1 329 404 385 40 304 00 11,1 492 4,38 00 142 88,9 5,68 1,30
SPOLANA 1999 440 44,0 394 444 442 6,7 - 00 184 529 6,79 0,0 - 128,5 7,20 0,40
2000 394 342 31,8 401 398 68 -0,7 00 19,0 525 6,59 00 -07 1255 713 0,54
2001 402 41,7 342 405 411 48 -263 00 230 286 2,94 00 -455 1026 3,48 0,54
2002 405 41,7 329 433 425 32 -138 0,0 198 294 3,05 00 27 103,7 3,37 0,33
2003 373 192 248 399 386 38 -45 00 21,7 328 3,26 00 114 99,4 3,82 0,56
2004 337 259 217 389 363 34 -58 00 222 300 2,82 00 -84 94,0 3,42 0,60
2005 378 509 297 51,7 513 31 16 00 183 354 2,80 00 180 79,2 391 1,11
2006 362 344 289 62,2 49,2 33 39 00 186 345 2,67 00 -25 773 3,83 1,16
2007 325 219 249 57,0 448 40 -05 00 187 311 2,29 00 -100 738 3,49 1,20
TELEFONICA 1999 31,9 319 287 320 320 6,7 - 0,0 26,8 221,55 49,96 0,0 - 226 235,65 185,68
2000 382 438 364 399 419 68 -104 0,7 36,2 196,08 4558 12 -104 232 208,95 163,36
2001 432 51,8 429 444 481 48 -185 04 391 147,99 38,95 00 -245 263 155,71 116,76
2002 428 41,7 416 433 431 32 -180 6,2 325 103,75 34,19 164 -174 33,0 113,01 78,82
2003 418 376 391 423 420 38 05 54 281 132,06 5546 37 326 42,0 149,28 93,82
2004 40,7 24,0 340 403 405 34 48 40 333 14991 3874 00 135 258 157,65 118,92
2005 36,6 178 26,6 na. 31,6 31 164 53 29,1 190,22 2924 73 366 154 198,17 168,94
2006 301 220 228 na. 26,4 33 131 69 235 168,01 2940 88 -32 175 182,71 153,31
2007 250 182 199 80,4 52,7 40 208 65 486 20088 30,76 78 291 153 206,23 175,47
TOMA 1999 281 281 22,7 276 281 6,7 - 00 201 022 0,20 0,0 -
2000 263 244 217 259 26,1 68 -21,1 00 195 017 0,16 00 -211 95,0 0,22 0,05
2001 321 414 289 31,7 368 48 29 00 162 021 0,15 00 209 72,8 0,24 0,09
2002 309 270 249 31,6 313 32 -133 00 258 013 0,03 00 -345 20,6 0,14 0,11
2003 291 200 205 299 295 38 244 00 273 0,26 0,02 00 897 8,9 0,26 0,24
2004 293 288 216 312 303 34 640 00 294 063 0,02 0,0 1453 33 0,63 0,61
2005 296 264 208 328 312 31 544 00 258 0,72 0,15 00 144 203 0,74 0,59
2006 246 184 16,9 314 280 33 414 00 21,7 076 0,20 00 68 26,7 0,80 0,59
2007 229 184 163 258 24,4 40 486 00 161 111 0,46 0,0 455 41,6 1,20 0,73
UNIPETROL 1999 475 475 427 550 51,3 6,7 - 00 32,7 1523 8,09 0,0 - 53,1 17,36 9,27
2000 414 341 366 441 42,7 68 232 00 265 1876 1032 00 232 55,0 21,59 11,27
2001 402 37,7 362 424 413 48 7,0 00 200 17,80 12,06 00 -51 67,8 20,23 817
2002 41,1 440 379 435 438 32 54 00 164 1838 1399 00 33 76,1 20,26 6,27
2003 385 252 329 407 396 38 141 00 209 2373 1388 00 291 585 2593 12,05
2004 338 232 271 470 404 34 110 00 293 2488 8,23 00 48 33,1 26,04 17,81
2005 386 53,7 338 479 508 31 719 00 304 7449 3675 00 1994 493 7891 42,16
2006 378 338 316 64,8 51,3 33 520 00 330 6926 3075 00 -7,0 44,4 73,23 42,49
2007 342 248 282 500 42,1 40 444 00 320 81,23 24,00 00 173 295 8522 61,22
VC PLYNARENSKA 1999 253 253 215 238 253 6,7 - 27 253 197 2,42 2,7 - 1224 3,61 1,20
2000 18,4 5,6 10,7 164 17,4 68 94 19 174 207 2,73 14 9,4 1318 3,94 1,21
2001 209 251 11,8 192 230 48 156 40 180 235 3,44 6,7 20,1 146,1 4,51 1,08
2002 488 90,7 239 51,4 711 32 377 42 545 442 3,28 45 66,8 74,3 5,45 2,17
2003 442 157 18,1 484 46,3 38 234 49 427 4,00 3,44 63 -14 85,9 5,52 2,08
2004 42,8 6,9 12,2 432 430 34 181 56 430 3,96 2,84 6,5 72 78 513 2,29
2005 431 135 11,8 498 464 31 195 57 464 452 1,45 50 204 32,0 4,83 3,38
2006 42,0 117 9,1 59,1 50,5 33 201 55 505 520 1,30 53 214 249 5,42 4,13
2007 11,1 0,0 39 49,7 30,4 40 93 66 304 453 1,08 87 -16 238 5,20 4,13
ZENTIVA 2004 241 241 232 252 247 3.4 - 10 244 30,70 2,14 10 - 70 31,03 28,89
2005 27,7 294 256 28,0 287 31 682 08 252 5128 9,29 0,7 682 18,1 52,61 43,32
2006 283 292 254 30,8 30,0 33 323 08 282 5359 6,17 0,8 54 115 54,53 48,36
2007 296 324 9.7 298 311 40 210 05 210 5684 2497 00 61 43,9 62,04 37,07
Source: author's computation, Magnus (2008), Prague Stock Exchange
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