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Abstract 

 
Progression of HIV infection in HIV-positive patients can now be successfully 

controlled by the combined antiretroviral therapy. However, due to persistence of the latent 

reservoir, HIV infection cannot be cured. The immune system nor current therapeutic 

approaches can target the pool of latently infected cells, thus strategies aiming at reactivation 

and subsequent elimination of the reservoir cells are recognized as possibly curative.  

This thesis has examined previously demonstrated latency-reversing capacity of heme 

arginate (HA), another redox modulator, and their synergism with Protein Kinase C inducer 

phorbol myristate acetate (PMA) to reactivate HIV-1 in the context of heme metabolism.    

HIV-1 reactivation was assessed by the intensity of green fluorescence in the model Jurkat 

cell line clone (A2), containing HIV-1 “mini-virus” (LTR-Tat-IRES-EFGP-LTR), as well as in the 

A2 cells stably transfected with plasmid vectors encoding cDNA for specific factors of heme 

metabolism and for control luciferase. While the administration of redox modulator alone 

did not stimulate expression from the HIV-1 LTR and HA reactivated the “mini-virus” only 

slightly, both compounds revealed a synergy with PMA in all cell lines studied. Basal and 

induced expression of EGFP was found variable in cells transfected with plasmids encoding 

cDNA for the individual factors examined. The results provided in this work suggest that 

studied genes are potentially significant for HIV-1 reactivation and that heme metabolism 

might play an important role in HIV-1 latency reversal and maintenance. 
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Abstrakt 

  

Progresi infekce virem lidské imunodeficience u HIV-pozitivních pacientů je dnes 

možné úspěšně kontrolovat pomocí kombinované antiretrovirové terapie. Avšak, pro 

perzistenci latentního rezervoáru, není možné HIV infekci zcela vyléčit. Imunitní systém ani 

současné terapeutické postupy nedokážou rozpoznat latentně infikované buňky, a proto se 

strategie zaměřující na reaktivaci a následnou eliminaci těchto buněk pokládají za 

potenciálně terapeuticky využitelné. 

Tato práce zkoumala vliv dříve popsaného latenci revertujíciho agens hem arginátu 

(HA), jiného redox modulátoru, a jejich součinnost s aktivátorem protein kinázy C forbol 

myristátem acetátem (PMA) při reaktivaci latence HIV-1 v kontextu metabolizmu hemu. 

V modelové T-lymfocytární linii obsahující integrovaný HIV-1 „mini-virus“ (LTR-Tat-IRES-

EFGP-LTR, Jurkat klon A2) a v A2 buňkách stabilně transfekovaných plasmidy kodújícimi 

cDNA pro faktory participujíci na metabolismu hemu či pro luciferázu, byla studována míra 

reaktivace HIV-1 pomocí intenzity fluorescence EGFP. Zatímco samotný redox modulátor 

nestimuloval expresi z HIV-1 LTR a HA reaktivoval „mini-virus“ jen mírně, obě látky jevily 

synergické efekty s PMA ve všech studovaných liniích. V jednotlivých liních transfekovaných 

plasmidy kódujícími cDNA pro studované faktory byla bazální a indukovaná exprese EGFP 

rozdílná. Výsledky uvedené v této práci naznačují, že sledované geny jsou potenciálně 

důležité pro reaktivaci HIV-1, a že metabolizmus hemu muže hrát klíčovou roli při reverzi či 

udržování HIV-1 latence.  
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1. Introduction 

Human immunodeficiency virus (HIV) is the causative agent of Acquired Immune 

Deficiency Syndrome (AIDS), a lethal disease defined by a progressive decline in the number 

of Cluster of differentiation 4-positive (CD4+) T-lymphocytes. There are two genetically 

distinct types of HIV, namely HIV-1 and HIV-2, and several groups and subtypes that are 

differentially co-distributed around the world (Li et al., 2015). Considering its predominant 

prevalence and superior clinical significance, current research focuses primarily on the HIV-

1 type. Despite the extensive research that has started on the brink of HIV-1 epidemics in the 

early 1980s, it is still one of the most prevalent viruses in the human population. In 2021, the 

Joint United Nations Programme on HIV/AIDS (UNAIDS) reported 37.6 million active cases 

worldwide, with an annual increase of approximately 1.5 million new infections. The number 

of HIV/AIDS-related deaths until the year 2019 was roughly estimated to 690 000 (UNAIDS, 

2020). These statistics strongly underline the threat imposed by HIV on public health and 

depict a perpetual need for the development of an effective cure or vaccine against HIV. 

To date, the main challenge to the HIV-1 cure is the establishment of a latent reservoir, 

which is formed very early during the acute phase of the infection in permissive cells of the 

host. HIV-1 latency is described as a phenomenon when reversely transcribed HIV-1 DNA 

undergoes an integration into the host cell genome and becomes transcriptionally inactive 

but replication-competent. As such, it remains concealed to host immune surveillance and 

cannot be eliminated by adaptive immunity (Donahue* and Wainberg, 2013). Latency 

reversal and elimination of HIV-1 provirus from the pool of latently infected cells became a 

subject of comprehensive research efforts after the combined antiretroviral therapy (cART) 

was introduced globally to the millions of affected patients. The cART, or highly active 

antiretroviral therapy (HAART), has proven to be efficient in limiting the plasma viremia 

below the detectable levels (<50 HIV-1 RNA copies/ml) (Perelson et al., 1997), but it fails to 

target and eradicate the latently infected cells (Finzi et al., 1999). Also, although the cART is 

able to profoundly ameliorate the ongoing HIV-1 infection, reducing the transmissibility and 

morbidity, the medication is required to be taken in a life-long manner and may produce 

a myriad of adverse effects.(Chen et al., 2013). Contrarily, cessation of the therapy leads to a 

rapid relapse of HIV-1 viremia, subsequent deterioration of the immune system, and 

progression to AIDS (Deeks et al., 2001; Grant et al., 2001; Pinkevych et al., 2015). Current 

therapeutic approaches are incapable of directing the components of humoral and cellular 
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immunity on the pool of latently infected cells. Thus the development of novel curative 

strategies is required to overcome HIV-1 infection in vivo.  

In the last decades, several approaches attempting to cure HIV-1 have been intensively 

studied. Among these, a strategy termed „shock and kill“ or “kick and kill” aims to reactivate 

the HIV-1 provirus in the latently infected cells and simultaneously eliminate them by the 

action of cytotoxic CD8+ T-lymphocytes, the cytopathic effects caused by the virus or by 

therapeutics. Reactivation of HIV-1 provirus has been achieved both in primary model cell 

lines in the latent stage of HIV-1 infection and in vivo with chemical compounds collectively 

named latency-reversing agents (LRA)(Melkova* et al., 2017). Various LRAs have been 

reportedly efficient in the reactivation of the HIV-1 provirus in vitro, but only a limited 

number of them were administered to the HIV+ patients on cART in the pilot clinical studies. 

Although it has been demonstrated that some LRAs can reactivate the HIV-1 provirus from 

infected cells in vivo, the decrease in the size of the pool of latently infected cells was, so far, 

clinically irrelevant (Archin et al., 2012; Gutiérrez et al., 2016; Søgaard et al., 2015; Spivak et 

al., 2014). 

The research team of Dr. Mělkova previously demonstrated that Normosang (heme 

arginate, HA), a registered drug used to treat acute hepatic porphyria, synergizes with Protein 

Kinase C (PKC) inducer phorbol myristate acetate (PMA) to reactivate HIV-1. Conversely, 

administration of HA alone was shown to limit the infection of bystander cells in primary cell 

lines by inhibiting reverse transcription during acute infection (Shankaran, 2016; Shankaran 

et al., 2011). Human iron-containing porphyrin heme, incorporated in HA molecule, is 

degraded by heme oxygenases into ferrous iron (FeII+), carbon monoxide (CO), and biliverdin 

(BV). BV is in turn catabolized into bilirubin (BR) by the action of Biliverdin Reductase (BVR). 

Considering these processes play an integral part in the cellular redox-signaling, which is 

intrinsically involved in HIV-1 reactivation, it was hypothesized that the observed HA 

dichotomy might be attributed to differing redox conditions under particular stimulatory 

settings (Melkova* et al., 2017; Shankaran et al., 2017). Also, while the latency-reversing effect 

of DSF was observed before in a few independent studies (Doyon et al., 2013; Kula et al., 2019; 

Melkova et al., unpublished results), it was only recently characterized as a putative inhibitor 

of BVR (van Dijk et al., 2017). To our knowledge, the latency-reversing ability of disulfiram in 

the context of heme metabolism has not been addressed yet.  
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2. Aims of the thesis 

This work aims to: 

• Examine the inhibitory effect of disulfiram on Biliverdin Reductase A (BVRA) 

 

• Evaluate the latency-reversing capacity of HA and DSF in the model of HIV-1 latency, 

A2 clone of Jurkat cells 

 
 

• Verify synergistic effect of HA and PMA on HIV-1 reactivation 

 

• Characterize the influence of BVRA and BTB Domain And CNC Homolog 2 (BACH2) 

overexpression on the reactivation of HIV-1 “mini-virus” 

 
 

• Assess the phenotype of transfected cells overexpressing genes of interest upon 

treatment with PMA, HA, and DSF  or their combinations in terms of cellular viability 

and degree of HIV-1 reactivation  
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3. Review of literature 

3.1. Human immunodeficiency virus 1 (HIV-1) 

HIV-1 belongs to the family of retroviridae, subfamily of orthoretrovirinae, and to the 

genus lentivirus. HIV-1 virions are enveloped and approximately of spherical shape with an 

average diameter of 145nm. Beneath the envelope, conical capsid encases 2 identical copies 

of genomic single-stranded RNA, as well as several proteins required for the initiation of the 

virus life cycle (Briggs et al., 2003, 2006)  The proviral genome size is 9.7 kbp and it encodes 

15 genes within 9 open reading frames (ORF). While 9 out of 15 genes are essential in terms 

of virus reproduction, the remaining 6 genes encode accessory proteins with various 

regulatory functions. Similar to other retroviruses, transcription of the HIV-1 genetic 

information is preceded by the generation of proviral DNA through the mechanism of reverse 

transcription and the integration into the host cell genome. As a part of this process, long 

terminal repeats (LTR) are synthesized at both ends of proviral DNA from non-coding regions 

of the HIV-1 RNA genome. Following the reverse transcription, HIV-1 DNA undergoes an 

integration into the host genome. A schematic diagram of the HIV-1 DNA genome is shown 

in figure 1. 

 

Figure 1 | A schematic diagram of the HIV-1 DNA genome.           
The length of the proviral HIV-1 DNA genome is 9.7 kbp. The position of virus-encoded genes is 
depicted with regard to the relative localization of genes in the HIV-1 genome. LTR flanking coding 
regions of the genome are shown in white squares. Essential (Gag, Pol, and Env), regulatory (Tat, Rev), 
and accessory (Vif, Vpr, Vpu, Nef) genes are represented by blue, orange, and green squares, 
respectively. Dotted lines illustrate RNA splicing. Gag - group-specific antigen; Pol - polymerase; Env - 
envelope protein; Tat - transactivator of transcription; Rev - regulator of expression of virus proteins; 
Vif - viral infectivity factor; Vpr - viral protein R; Vpu - viral protein U; Nef - negative regulatory factor. 
Adapted from (Nkeze et al., 2015). 
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Once successfully integrated, proviral DNA can be transcribed by the action of host 

DNA-dependent RNA polymerase from the promoter located in 5'-LTR. Gene products of the 

essential genes, Gag, Pol, and Env, are encoded within 3 major ORFs. The primary transcripts 

of essential genes are translated into 3 polypeptide intermediates Gag, Gag-Pol, and Env, 

which are then further processed by the cellular and virus-encoded proteases into the final 

protein products common to all retroviruses. Cleavage of the Pol polyprotein leads to the 

formation of 3 functional proteins with crucial enzymatic activities that are vital for the virus 

replication, namely RT (reverse transcriptase), IN (integrase), and PR (protease). On the other 

hand, post-translational processing of Gag and Env polyproteins gives rise to 6 structural 

proteins. Four structural proteins derived from the Gag, MA (matrix), CA (capsid), NC 

(nucleocapsid), and p6 (p6 protein), associate together to form virion core, whereas 2 Env 

proteins, TM (gp41, transmembrane protein) and SU (gp120, surface protein) are present on 

the virion surface (Frankel* and Young, 1998; Nkeze et al., 2015). Unlike essential proteins 

that arise from aforementioned ORFs, gene products of HIV-1 regulatory genes (Tat and Rev) 

and accessory genes (Vif, Vpr, Vpu, Nef) are translated individually from different ORFs. A 

schematic representation of HIV-1 virion is shown in figure 2. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 | A schematic representation of the HIV-1 virion. 
Lines protruding from the virion depict the localization of proteins within the HIV-1 particle. Proteins 
located in the HIV-1 nucleocapsid are listed in the adjacent table. NC – nucleocapsid, CA – capsid, MA 
– matrix, SU (gp120) – surface protein, TM (gp41) – transmembrane protein, PR – protease, RT - 
reverse transcriptase, IN – integrase, p6 – p6 protein, Vif - viral infectivity factor, Vpr – viral protein R, 
Nef - negative regulatory factor.  In addition to proteins, the nucleocapsid contains two genomic RNA 
molecules. Adapted from (Frankel* and Young, 1998). 
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3.1.1. HIV-1 emergence, epidemiology, and evolution 

According to the genetic and phylogenetic analyses, HIV-1 has reportedly originated 

from a zoonotic retrovirus known as Simian immunodeficiency virus (SIV) in a cross-species 

transmission event between chimpanzee Pan troglodytes and human (Gao et al., 1999; Huet et 

al., 1990; Keele et al., 2006; Peeters et al., 1989). It has been proposed that zoonotic 

transmission of HIV-1 resulted from hunting, manipulation, and trading of primates in the 

West and Central Africa (Aghokeng et al., 2010; Wolfe et al., 2004). A rigorous investigation of 

sequences circulating in Central Africa and archival HIV-1 samples from 1960 has provided 

compelling evidence, suggesting that primary transmission of HIV-1 had occurred in 

Kinshasa in the early 1920s (Faria et al., 2014). Within a few decades, HIV-1 has spread from 

Africa to Haiti and later to North America, where it caused a deadly epidemic in the early 

1980s (Gilbert et al., 2007). On the verge of the new millennium, HIV-1 has become ubiquitous 

in most parts of the world (UNAIDS, 2000).  

It should be noted that circulating HIV-1 specimens do not represent a uniform 

population of viruses, but rather several genetically incoherent lineages of HIV-1, including 

groups abbreviated M, N, O, and P. These lineages have originated independently of each 

other in separate cross-species transmission events (Plantier et al., 2009). The prevailing       

HIV-1 M-group viruses cause up to 90 % of all HIV-1 infections and can be further subdivided 

into 9 clades (A–D, F–H, J, and K) and multiple circulating recombinant forms (CRF) and 

unique recombinant forms (URF)(Hemelaar et al., 2019). A genome-wide study of 1705 HIV-

positive (HIV+) patients has estimated an average genomic nucleotide sequence diversity 

between particular groups and M-group clades to 37.5% and 14.7%, respectively (Li et al., 

2015). Such broad genetic variability of the virus observed in HIV+ patients is a combined 

result of multiple zoonotic transmission events (Plantier et al., 2009), high mutation rate 

introduced by error-prone reverse transcriptase (Bebenek et al., 1989), and recombination 

events that occur during productive infection (Charpentier et al., 2006; Zhuang et al., 2002). 

The high mutation rates and recombination events virtually cause the heterogeneity 

of HIV-1 specimens to be observable also the individual level (Charpentier et al., 2006; Fisher 

et al., 1988). Following the acute infection, reservoir cells within the host and in between 

distinct anatomical compartments harbor slightly genetically altered versions of HIV-1 

proviruses. These virus strains or quasispecies mostly arise from a single virus genotype, 

termed “founder” virus, which is, as implied, responsible for transmission and outgrown of 

the variable progeny in the patient (Kearney et al., 2009; Keele et al., 2008; Salazar-Gonzalez et 
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al., 2009). Besides the high mutation rates and recombination events, early virus evolution is 

also driven by a selective pressure induced by the host immune responses (Liu et al., 2006; 

Richman et al., 2003). In the context of compartment-specific adaptations, competition 

between residing virus strains results in the outgrown of a predominant population with the 

highest survival advantage. Unsurprisingly, the interplay between these factors determines 

the pool of quasispecies found in the reservoir sanctuaries at the time of latency establishment 

via the mode of natural selection. The highest sequential variations between quasispecies in 

individual patients have been identified in the genomic region encoding the Env polyprotein 

(Li et al., 1999; McDonald et al., 1997). This is consistent with the presence of five 

hypervariable regions V1-V5 on the HIV-1 SU protein (gp120)(Starcich et al., 1986), where 

substitution of single amino acid may allow the virus particle to evade neutralizing antibodies 

(Park et al., 1998; Schreiber et al., 1996), T-cell responses (Borrow et al., 1997) or confer the 

particular virus strain a change of tropism (Bunnik et al., 2011). These findings collectively 

demonstrate that immune responses towards HIV-1 lead to the positive selection of a narrow 

group of quasispecies, which are able to escape from the host immunological effectors by 

employing surface epitopes diversification (i.e. escape mutants)(Richman et al., 2003; Wood 

et al., 2009) or by expanding the target cells repertoire (Eckstein et al., 2001). In the absence 

of the treatment, the combination of high adaptability and variability of virus strains render 

immune response to the infection inadequate, thus permitting the infection to progress to 

AIDS in a few years.   

Indeed, the dynamics of HIV-1 evolution within a host can be considerably hindered 

by a prompt therapeutic intervention in the form of cART. Nonetheless, dissemination of the 

virus to distinct anatomical compartments occurs very early after the HIV-1 transmission and 

remains a clinical issue. As demonstrated in patients non-adherent to the therapy, continual 

selective pressure imposed by antiretroviral drugs in suboptimal concentration favors the 

acquisition of the drug-resistant mutations over their fitness cost. Moreover, some studies 

show that low-level, but persistent replication (Bailey et al., 2006; Dornadula et al., 1999; Sahu 

et al., 2009) and slow-paced evolution of new quasispecies also appear in patients with no 

recorded cessation of therapy (Dampier et al., 2016; Raymond et al., 2014). Supported by a 

mathematical model, evolution towards the drug-resistance in patients on HAART might be 

relevant in the case of reservoir cells in lymphoid tissue due to the insufficient penetration of 

the antiretroviral drugs into these compartments (Lorenzo-Redondo et al., 2016). A more 

recent study conducted by Rosenbloom and colleagues argues that samples on which this 

mathematical model was based, were taken before, three months, and six months after an 
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adherence to cART, and therefore “represent an artifact of rapidly decaying viral 

populations” (Rosenbloom et al., 2017). An absence of clear evidence of virus evolution in 20 

adult patients treated since the onset of infection was also observed by Abdi et al. These 

researchers have shown that during and after 5 years of virological control, there were no 

significant sequential differences between early and late viral populations (Abdi et al., 2020). 

It remains controversial whether residual replication in well-adherent patients can lead to 

long-term evolution or acquisition of drug resistance, as it is only a rarely encountered 

phenomenon (Martinez-Picado* and Deeks, 2016). High variability and pace of the virus 

evolution thereby impose an astounding challenge to prophylaxis and treatment targeted 

against HIV/AIDS.  

3.1.2. HIV-1 transmission and entry  

The  HIV-1 infection arises from exposure of host mucosal membranes to infectious 

virus particles or when inoculated parenterally. Statistically, most of the new infections in 

Europe are attributed to exposure of mucosal surfaces to the virus during sexual 

intercourse. The second most prevalent route of transmission is intravenous drug use, 

followed by congenital infections accounting for roughly 1% of all reported cases (World 

Health Organization, 2019). Transmission of HIV-1 during a coital act is mediated through 

genital secretions of an infected person and can be greatly influenced by the use of a 

condom, choice of a partner, and preferred sexual practice (Varghese et al., 2002). Aside 

from behavioral factors, stage of the disease (Hollingsworth et al., 2008), treatment status 

(Loutfy et al., 2013; del Romero et al., 2015), the integrity of the exposed site (Coplan et al., 

1996; Paz-Bailey et al., 2010) and male circumcision (Quinn et al., 2000) have been also 

confirmed to profoundly influence transmission hazards. While sexual intercourse with an 

infected person might not necessarily lead to transmission, the risk of contracting HIV-1 is 

substantially increased in the absence of a condom (Varghese et al., 2002). Under these 

circumstances, the highest per-act transmission probability is estimated at 1.4% for 

individuals engaging in receptive anal sex. Unprotected penile-vaginal intercourse is 

considered less hazardous, with female-to-male and male-to-female transmission risk 

estimates being at 0.04% and 0.08%, respectively (Boily et al., 2009). Alternatively, chances 

of contracting HIV-1 via oral fellatio are close to zero. A study on 135 individuals whose only 

potentially infective exposure to HIV-1 occurred through orogenital contact with HIV+ 

partner, recorded no seroconversions during 10 years of follow-up (del Romero et al., 2002). 
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However, the transmission hazards can be significantly increased in the case of the former 

(up to 1:3; 1 transmission per 3 exposures) when other risk factors are present (Powers et 

al., 2008). For this reason, men having sex with men (MSM) are at increased risk of 

contracting HIV-1 and represent a large fraction of HIV/AIDS patients in developed 

countries (up to 60%). Regardless, approximately 70% of new HIV-1 infections result from 

heterosexual intercourse, and it remains the most prevalent route of HIV-1 transmission 

worldwide (Shaw* and Hunter, 2012).     

Virus entry to a cell is mediated through the interaction between virus envelope 

protein gp120 and cellular CD4 receptor and C-C chemokine receptor type 5 (CCR5) or C-X-

C chemokine receptor type 4 (CXCR4) coreceptors. These are present on the surface of 

major cellular targets of HIV-1, namely  CD4+ T-cells, dendritic cells, monocytes, and tissue 

macrophages (Lee et al., 1999).  Depending on the molecule which serves as a coreceptor, 

virus strains are referred to as CCR5-tropic (R5), CXCR4-tropic (X4), or when both molecules 

can be used to enter a cell as dual or mixed-tropic (DM). Besides the two, several studies 

show that in the case of some virus strains, chemokine receptors CCR3, CCR2b, or others 

(Connor et al., 1997; Doranz et al., 1996) can virtually serve as minor coreceptors too. The 

presence of both, receptor and coreceptor molecules on the surface of the cell, therefore 

renders it permissive to infection by virus strain with the corresponding tropism. 

Nonetheless, the vast majority of new infections are caused by the R5 strains. In fact, it is 

assumed that R5 strains have a selective transmission advantage due to their unparalleled 

predominance in the early stages of infection (Keele et al., 2008; Salazar-Gonzalez et al., 

2009). Contrarily, X4 strains originate from R5 strains later during the chronic phase of 

infection in around 50% of HIV/AIDS patients (Koot et al., 1999; Shepherd et al., 2008) as a 

consequence of virus evolution orchestrated on the basis of the Env gene mutagenesis 

(Bunnik et al., 2011). It is believed that the emergence of X4 strains in previously R5 

exclusive patients allows the infection to spread to naïve CD4+ T-cells expressing solely 

CXCR4 (Eckstein et al., 2001) and predicts disease progression as indicated by a further 

decline in CD4+T-cell counts and increased viral load (Blaak et al., 2000; Connor et al., 1997; 

Daar et al., 2007). Consistent with this notion, it has been demonstrated that the survival rate 

after AIDS diagnosis in 4-year follow up of R5 exclusive patients is markedly increased (Koot 

et al., 1999) and that slow progressors, defined by CD4+ T-cell count ≥ 200 cell/µl and by the 

absence of AIDS-related illness for ≥11 consecutive years, were less likely to harbor X4 

tropic strain (Shepherd et al., 2008). Moreover, it has been shown that adherence to cART 

substantially reduces the probability of X4 strain development and prolongs the time frame 
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within which such phenotypic shift occurs (Seclén et al., 2010; Weiser et al., 2008). 

Expansion of permissive cell repertoire thus provides a plausible explanation for 

accelerated disease progression in patients infected with both virus strains and could be its 

primary determinant (Eckstein et al., 2001). Nonetheless, palpable scientific evidence 

linking the emergence of  X4 strains to rapid loss of CD4+ T-cells is still missing and despite 

the progress in the understanding of  HIV-1 tropism, its impact on HIV-1 latency remains 

largely unsolved.  

3.1.3. Early cellular targets  

If transmitted via sexual contact, virus particles must invade epithelial barriers of 

the genital or gastrointestinal tract to infect initial cellular targets that reside within or 

beneath them. These include CD4+ T-lymphocytes (Gupta et al., 2002) and various 

professional antigen-presenting cells (APC), such as tissue macrophages (Kacani et al., 

1998), intraepithelial Langerhans cells (LC)(Sivard et al., 2004), and other types of dendritic 

cells (DC)(Granelli-Piperno et al., 1999). Depending on the exposed site, virions must 

traverse either multicellular stratified squamous epithelium covering the genital tract or 

single-layer cylindric epithelium in the rectum. In both types of epithelia, virions may be 

captured by DCs and translocated to subepithelial compartments of skin (i.e. lamina 

propria), or they can migrate across independently if abrasions compromise the integrity of 

the epithelium. Mechanisms of HIV-1 entry across the vaginal epithelium are depicted in 

figure 3. Additionally, the invasion of HIV-1 through rectal epithelium may also be mediated 

by transcytosis, which refers to spontaneous relocation of cell-free virions through tight 

junctions of the monolayered epithelium (Carias* and Hope, 2019).  
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Figure 3 | The vaginal entry of HIV-1 and means of transport. 
Vertical lines represent first two layers of mucosa. (◆—) marks basal membrane. (A) Translocation of 
virions to the subepithelial compartment of the mucosa by Langenhars cell (blue). (B) Spontaneous 
entry of cell-free virions through abrasion. (I) Trans-infection of resting T-cell (green) by intramucosal 
Dendritic cells (grey) or Langenhars cell. (II) Direct infection of mucosal resting T-cell. (III) Progeny-
mediated cis-infection of resting T-cell by Dedritic cell. Infected T-cells and tissue macrophages are 
shown in orange and red, respectively. Adapted from (Carias* et al., 2019).  
 

3.1.3.1. Dendritic cells    

 Since localized in the uppermost layers of mucosa (Sivard et al., 2003), LCs are 

considered to be one of the first cells to encounter HIV-1 in the stratified epithelium of vaginal 

mucosa, penile foreskin, and ectocervix (McCoombe and Short, 2006; Sivard et al., 2004). 

Here, LCs utilize binding and internalization of virions through the interaction of C-type 

lectin langerin with viral envelope protein gp120, followed by their deposition and pH-

dependent degradation in Birbeck granules, the LC-specific cytoplasmic organelle associated 

with antigen processing (Valladeau et al., 2000; de Witte et al., 2007). Based on this finding, it 

has been hypothesized that under low virus doses, virus clearance by LCs represents a natural 

barrier that prevents the transport of infectious particles deeper into mucosae, hence 

prohibiting transmission of HIV-1 to other permissive cells (de Witte et al., 2007). 

Notwithstanding, because LCs express both CD4 receptor and CCR5/CXCR4 coreceptor 
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molecules, it cannot be excluded that virions occasionally enter these cells by membrane 

fusion (Kawamura et al., 2003; Sivard et al., 2004) rather than undergo internalization by 

endocytosis. Noteworthy, the frequency of such event would be dramatically increased upon 

full saturation of the surface langerin by virions or when inhibited otherwise (de Witte et al., 

2007). Provided the virus gains entry to LC by membrane fusion, the cell will become 

productively infected (Kawamura et al., 2003) and will support the transmission of HIV-1 

progeny to other permissive CD4+ T-cells (cis-infection) localized at proximal sites of mucosa 

(Sivard et al., 2004) and to local lymph nodes (LN)(Blauvelt et al., 2000). A considerable body 

of evidence also indicates that trans-infection of T-cells by LCs can be facilitated in a non-

productive fashion (Ballweber et al., 2011; Cavrois et al., 2007; Hladik et al., 2007). As shown 

by Hladik and colleagues, despite LCs may not be infected themselves, internalized virions 

are fit to infect adjacent T-cells during migratory movement (Hladik et al., 2007). Nonetheless, 

more recent data suggest that propagation of HIV-1 from LCs to T-cells occurs predominantly 

in cis (Peressin et al., 2014), possibly due to exhaustion of free surface langerin. Also, a narrow 

group of preferentially transmitted HIV-1 variants, known as founder viruses, have been 

shown to resist langerin-mediated control of transmission (Hertoghs et al., 2019). 

 Besides superficial LCs, other subsets of mucosal DCs have been shown to transport 

HIV-1 virions from exposed mucosal site to T-cells in secondary lymphoid organs, both non-

productively (Geijtenbeek et al., 2000; Kwon et al., 2002) or when infected (Burleigh et al., 2006; 

Granelli-Piperno et al., 1999). In contrast to LCs, other DCs subsets do not express langerin 

but bind gp120 protein by their surface DC-specific C-type lectin (DC-SIGN; DC-Specific 

Intercellular adhesion molecule-3-Grabbing Non-integrin)(de Witte* et al., 2008). It has been 

demonstrated that binding and internalization of virions into membrane-bound vesicles may 

lead to non-productive transmission of virions to T-cells through the formation of “infectious 

synapse” on the interface of DC and T-cell junction (Kwon et al., 2002; McDonald et al., 2003). 

Moreover, captured virions were also shown to remain tethered on DC surface, and it was 

proposed that these particles may be subsequently trafficked in an infectious state to 

permissive CD4+ T-cells (Burleigh et al., 2006; Cavrois et al., 2007; Geijtenbeek et al., 2000). 

Although it is clear that professional APCs are pertinent to the mucosal transmission of HIV-

1, their presence is not a prerequisite for the dissemination of HIV-1. This is evident from 

several in vitro and ex vivo studies, where direct infection of CD4+ T-cells by founder viruses 

have been observed independently of DCs (Gupta et al., 2002; Hladik et al., 2007).   
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3.1.3.2. CD4+ T-cells 

To better understand HIV-1 pathogenesis, it is crucial to recognize the distinctive 

biology of CD4+ T-cells subsets in terms of their maturation and activation. A naïve CD4+ T-

cells (CD4+ TN) arises from immature, double-positive (CD4+CD8+) thymocytes in the 

process of thymopoiesis. As such, CD4+ TN cells may be triggered into an activated 

phenotype by virtue of antigen recognition, which is presented by a DC. Followed by their 

stimulation, activated CD4+ T-cells are clonally expanded and mount an immune response 

against the corresponding antigen. The majority of these cells will perish shortly, however, 

a small fraction of activated CD4+ T-cells will be reverted back into quiescence to become 

CD4+ memory cells (CD4+ TM). Provided the organism re-encounters the same antigen in 

the future, CD4+ TM will briskly recall the effector phenotype to promote an enhanced 

immune response. As exemplified in figure 4, the term resting CD4+ T-cell commonly refers 

to either CD4+ TN or CD4+ TM. Conversely, an activated CD4+ T-cell describes an effector cell 

that arose from resting CD4+ T-cell upon primary or secondary exposition to a particular 

antigen (Donahue* and Wainberg, 2013; Thome et al., 2014).   

 

Figure 4| Maturation of Thymocyte into resting memory CD4+ T-cell.              
The naïve CD4+ T-cell is generated from the transcriptionally active CD4+CD8+ Thymocyte following 
thymopoiesis. The naïve CD4+ T-cell can become activated upon primary antigen recognition. The 
resting memory CD4+ T-cell is generated from the activated CD4+ T-cell following deactivation. Resting 
memory CD4+ T-cell can revert to activated CD4+ T-cell upon secondary antigen priming. Adapted 
from (Donahue* and Wainberg, 2013).   

 

Both CD4+ TM and activated T-cell populations comprise subsets that are distinguished 

by differential expression of phenotypic markers and functional properties. The population 

of CD4+ TM cells can be further subcategorized into central memory (CD4+ TCM), transitional 

memory (CD4+ TTM), and effector memory (CD4+ TEM) cells depending on their function, 

proliferative capacity, localization, and degree of maturation. The CD4+ TCM subset represents 

a textbook example of quiescent cells that convey long-lasting immunological memory, 
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thanks to their proliferative capacity and their localization in secondary lymphoid organs. 

Here, CD4+ TCM cells await secondary priming by antigen-carrying DC to promote their 

activation and subsequent proliferation. The CD4+ TEM cells are, in contrast, delineated by 

their increased activation state, ability to produce pro-inflammatory molecules, and their 

proximal localization to tissues where a preponderance of microbial agents are encountered 

and their effector functions can be immediately enacted (Donahue* and Wainberg, 2013; 

Fritsch et al., 2005; Sallusto et al., 1999). As for the CD4+ TTM, these cells have been described 

as an intermediary maturational stage between CD4+ TCM and CD4+ TEM, because their 

cytokine expression profile corresponds to that of CD4+ TEM, but they are not yet irreversibly 

maturated into CD4+ TEM (Fritsch et al., 2005). On the other hand, activated T-cells may 

differentiate into various subsets, including helper T-cells (TH) such as TH1, TH2, TH17, and 

others, based on the type of antigenic stimulus (Donahue* and Wainberg, 2013). 

Unsurprisingly, distribution and frequencies of resting and activated CD4+ T-cell subsets vary 

in particular anatomical compartments (Campbell et al., 2001; Thome et al., 2014) with regard 

to immunological status, age, and ongoing infections. For example, throughout early 

childhood, CD4+ TN and regulatory T-lymphocytes constitute the major T-cell populations, 

whereas, in young adults, the highest proportion of CD4+ T-cells can be classified as CD4+ TM 

(Thome et al., 2016). Considering their role in immune response, activated CD4+ T-cell 

normally represent only a small fraction of all CD4+ T-cells, predominantly circulating in 

peripheral blood (PB) and lymphatic tissues (LT)(Thome et al., 2014, 2016). 

Activated CD4+ T-cells are considered more permissive to the HIV-1 infection than 

resting CD4+ T-cells, because, as shown by several lines of evidence, T-cell activation is 

crucial for HIV-1 replication in vitro (Stevenson et al., 1990; Zack et al., 1990, 1988). Besides, 

activated CD4+ T-cells are particularly susceptible to HIV-1 infection because they express 

high amounts of CCR5 (Bleul et al., 1997; Wu et al., 1997). In a model of human cervicovaginal 

tissue, productive infection was preferentially supported within a fraction of T-cells 

expressing marker of activation (Saba et al., 2010). Nevertheless, productive infection of 

resting CD4+ T-cell, though at a lower rate, has been demonstrated in vivo upon intravaginal 

inoculation of SIV into rhesus macaques (Zhang et al., 1999). A study on in vitro cultured 

human tonsillar tissue by Eckstein et al. also shows that productive infection of 

nonproliferating CD4+ TN and CD4+ TM cells is possible, yet they argue that the contribution 

of these cells to HIV-1 pathogenesis is more significant during later stages of the infection 

(Eckstein et al., 2001). These findings insinuate that the activation status of the host cell 

strongly influences the course and outcome of the infection. The role of resting CD4+ T-cells 
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in mucosal transmission and latency establishment will be briefly discussed in the following 

chapters. 

3.1.4. Initial stages of the infection 

Once HIV-1 virions penetrate through physical barriers and establish local infection 

at the mucosal site or elsewhere, dissemination of virus to late tissue sanctuaries occurs and 

systemic infection occurs in a matter of days. Within the first 7 days post-infection (p.i.), 

HIV-1 gradually disseminates throughout the exposed mucosal sites and to distal LT (Miller 

et al., 2005). During this time and up to 21 days p.i., the presence of HIV-1 in the bloodstream 

may not be clinically detectable, and so scientific literature refers to this stage of infection 

as to the ecliptic phase (Shaw* and Hunter, 2012). At first, infection is locally restricted at 

the portal of entry, and although HIV-1 can be detected at distal LT as soon as 1-4 days p.i., 

a low quantity of virus particles or infected cells migrating to these sites are, presumably, 

unable to support productive infection of resident cells. However, upon sufficient 

expansion of infection at the exposed mucosal site and due to continuous seeding of these 

compartments, the virus systematically disseminates to draining LN and through the 

bloodstream to distal LT where self-propagating infection (*R0 ≥ 1) typically occurs in 7-10 

days p.i. Following the systemic spread of HIV-1, peak viremia usually appears within 10-21 

days p.i. as a result of explosive viral reproduction at distal LT. By the end of the month, 

viral load and the number of infected cells decline (Miller et al., 2005) due to a massive 

elimination of CD4+ TM in multiple tissues (Mattapallil et al., 2005). This is ensured mainly 

by the action of cytotoxic CD8+ T-lymphocytes (Goonetilleke et al., 2009) and the cytopathic 

effect of the virus (Mattapallil et al., 2005). At the same time, a small pool of CD4+ TM cells 

and other permissive cells will become latently infected, heralding entry to the chronic 

stage of infection (Shan et al., 2017; Terahara et al., 2019).    

In contrast to PB and LN, an early loss of CD4+ T-cells is particularly substantial in 

extra-lymphoid effector sites of mucosae (Vajdy et al., 2001), where CD4+ TEM represent the 

major memory T-cell subset (Veazey et al., 2003; Mehandru et al., 2004). Preferential 

depletion of mucosal CD4+ T-cells has been observed in both distal LT, like lung or gut-

associated lymphoid-tissue (Gordon et al., 2010; Mehandru et al., 2004; Vajdy et al., 2001), 

and at portals of HIV-1 entry (rectal/vaginal mucosa)(Clayton et al., 1997; Saba et al., 2010; 

Veazey et al., 2003). In addition, the CD4+ TEM cells express HIV-1 functional coreceptor 

CCR5 at higher frequencies than CD4+ TCM and CD4+ TN, which reside predominantly in PB 
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and LN (Anton et al., 2000; Veazey et al., 2003). In support of this,  the CD4+ TEM were shown 

to be more susceptible to infection by HIV-1 R5 strain in DC-mediated transmissions (Groot 

et al., 2006). Considering that gut-associated lymphoid-tissue is the largest lymphoid organ 

of the body, harboring vast amounts of T-cells, it can be reasoned that the gastrointestinal 

tract is critically important for the early virus outgrowth (Li et al., 2005; Mehandru et al., 

2007). Combined these data suggest that mucosal CD4+ TEM populations rather than other 

CD4+ T-cell subsets support HIV-1 propagation during the first days of infection.  

From a clinical point of view, the initial phases of HIV-1 infection are best described 

by the sequential appearance of virological and immunological markers in a patient’s blood 

like HIV-1 RNA, p24 antigen, and HIV-1 specific antibodies. Based on the markers, Fiebig 

and colleagues have devised a staging model that characterizes periods of acute and early 

stage of HIV-1 infection (Fiebig et al., 2003; Shaw* and Hunter, 2012). The laboratory staging 

model of HIV-1 infection is shown ins figure 5. The acute HIV-1 infection typically lasts for 

3 weeks and is defined by an exponential increase in HIV-1 RNA copy number and by the 

appearance of p24 antigen. On the other hand, the early stage of HIV-1 infection is 

distinguished by the presence of HIV-1 specific antibodies, which emerge later in the 

natural history of the infection. The beginning of the early stage is therefore marked by 

seroconversion and the establishment of the virus load set point. The viral load setpoint 

refers to an initial steady-state decrease in viral load following peak viremia (Pilcher* et al., 

2004), which, together with CD4+ T-cell count, represent a significant prognostic marker of 

disease progression (Mellors et al., 1997; Pedersen et al., 1997). The prompt clinical 

diagnostics and the early treatment of HIV+ patients with cART were shown to enhance the 

virological control of HIV-1 during primary infection and to potentiate reconstitution of 

CD4+ and CD8+ T-lymphocytes afterward (Davy-Mendez et al., 2018; Oxenius et al., 2000). 
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Figure 5| Laboratory staging model of the acute and early-stage of HIV-1 infection.            
The natural history of the HIV-1 infection as defined by the appearance of immunological and 
virological markers. The inlet shows the average duration of the eclipse phase and Fiebig stages 
(Fiebig et al., 2003) in days. vRNA - plasma virus RNA. Adapted from (Lee et al., 2009). 

 

3.2. HIV-1 latency 

Not to be confused, integration of the HIV-1 genome alone does not usually lead to 

latency but instead to the productive infection that often culminates with the destruction of 

the host cell (Folks et al., 1986). The HIV-1 latency is, by definition, a rare event, which occurs 

when the integrated provirus ceases to produce virus-encoded proteins due to transcriptional 

silencing but remains competent to do so under particular stimulatory settings (Donahue* 

and Wainberg, 2013). When examined in patients on cART within the first year of infection, 

most proviruses are found defective (Bruner et al., 2016; Ho et al., 2013). In fact, it was shown 

that only 1-5% of CD4+ T-cells harboring HIV-1 cDNA contain replication-competent provirus 

that is reactivable upon the adequate stimulation (Hermankova et al., 2003; Hiener et al., 

2017). Since these cells are probably unable to support a productive infection, they do not 

contribute to the latent HIV-1 reservoir per se (Bruner et al., 2016) and will not be addressed 

here.   
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The presence of intact HIV-1 provirus has been confirmed in many cell types, 

including CD4+ TN, CD4+ TM, activated CD4+ T-cells, CD34+ hematopoietic progenitor cells, 

CD4+ memory stem cells (CD4+ TMS), γδ T cells, macrophages, microglia, astrocytes, dendritic 

cells, and possibly others. To a greater or lesser extent, permissive cells containing 

integrated, replication-competent provirus together form the latent HIV-1 reservoir that is 

detectable in multiple anatomical sites of the body. The significance of a particular 

permissive cell type for HIV-1 latency is difficult to assess in vivo because HIV-1 research is 

largely based on experimental in vitro platforms, such as immortalized HIV-1 infected cell 

lines, e.g. J-Lat, ACH-2, or U1 and primary cell lines derived from human donors, namely 

peripheral blood mononuclear cells (PBMC) and purified resting CD4+ T-cells. Besides, the 

magnitude of the HIV-1 reservoir in patients on cART is typically only about approximately 

one million of infected cells, making research on human primary cell lines and clinical trials 

very problematic. Current in vivo models of the HIV-1 infection are best represented by 

multiple strains of humanized mice or rhesus macaques infected with HIV, SIV, or their 

chimeric alternatives. Although the research on model organisms has played an inseparable 

role in understanding HIV-1 pathogenesis and latency establishment, it has considerable 

limitations, which are well-reviewed in (Melkova* et al., 2017). Because the HIV-1 reservoir 

resides predominantly within CD4+ T-cell populations (Chomont et al., 2009), the following 

chapters will focus primarily on this cell type. 

3.2.1. Latency establishment and persistence 

Given the CD4+ T-cells characteristics, it was rationalized that HIV-1 latency may be 

established through two distinctive ways. First, a more feasible scenario is that latency is 

established in thymocyte or activated effector CD4+ T-cell during their transition into naïve 

or resting memory CD4+ T-cell, respectively (Brooks et al., 2001; Shan et al., 2017). The second 

pathway to latency is via a direct infection of resting CD4+ T-cell. Albeit, the latter is 

considered very unlikely because resting CD4+ T-cells restrict the HIV-1 life cycle at various 

stages from entry to integration (Donahue* and Wainberg, 2013). At any rate, it has been 

previously demonstrated that latency can be established directly in both resting and activated 

CD4+ T cells early after infection (Swiggard et al., 2005; Chavez et al., 2015; Agosto et al., 2018). 

The possible modes of the HIV-1 latency establishment are depicted in figure 6. A study 

performed by Saleh and colleagues also implies that resting CD4+ T-cells may become more 

permissive to the infection due to a cytokine and chemokine stimulation (Saleh et al., 2007). 
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Interestingly, it has been hypothesized that this mechanism may be important in the 

lymphoid tissue microenvironment as immunomodulating compounds may sensitize resting 

CD4+ T-cells to the HIV-1 infection (Eckstein et al., 2001; Kinter et al., 2003). 

 

 

 

 

 

 

 

 

Figure 6| Modes of the latent HIV-1 infection establishment in resting CD4+ T-cells             
(A) illustrates direct infection and latency establishment in resting naïve CD4+ T-cell (green) or resting 
memory CD4+ T-cell (grey). (B) exemplifies entry into the HIV-1 latency in activated CD4+CD8+ 
Thymocyte (purple) and activated CD4+ T-cell (orange) during their transition into resting CD4+               
T-cells. Adapted from (Donahue* and Wainberg, 2013). 
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The increasing knowledge on HIV-1 latency strongly suggests that resting CD4+ T-

cells, and CD4+ TM cells in particular, represent the largest and most significant reservoir of 

the virus in patients receiving cART (Brenchley et al., 2004; Chomont et al., 2009; Chun et al., 

1997; Hiener et al., 2017; Terahara et al., 2019). When comparing CD4+ TN versus CD4+ TM, the 

former are less permissive for the HIV-1 infection, and as such, they are normally designated 

as the minor population to carry latent HIV-1 (Dai et al., 2009; Hiener et al., 2017). Current 

views on different CD4+ TM  subsets suggest that while all CD4+ TM cells may harbor the HIV-

1 provirus (Baxter et al., 2016; Soriano-Sarabia et al., 2014), CD4+ TCM are the predominant 

memory CD4+ T-cell population to preserve intact and replication-competent provirus 

(Chomont et al., 2009; Soriano-Sarabia et al., 2014). Unbeknownst to the host immune 

defenses, these long-lived cells not only retain latent reservoir but also maintain it over time 

by homeostatic proliferation (Chomont et al., 2009; Jaafoura et al., 2014). By contrast, 

reactivation of latent provirus was more readily induced in CD4+ TEM (Baxter et al., 2016; Kulpa 

et al., 2019). Alternatively, a different study by Hiener et al. identified the highest distribution 

of intact proviruses in the CD4+ TEM subset (Hiener et al., 2017). Considering that the studies 

were based on a limited number of subjects with different immunological backgrounds and 

CD4+ TEM are a terminal maturational stage of CD4+ TM cells, these disparate experimental 

outcomes may not be mutually exclusive.  

Regarding the HIV-1 provirus integration site, multiple sources corroborate that the 

pre-integration complex (PIC) aims for the actively transcribed genomic loci (Brady et al., 

2009; Ikeda et al., 2007; Kok et al., 2021; Schröder et al., 2002). The targeting of PIC to these 

sites is controlled by lens-epithelium derived growth factor protein, which can tether PIC to 

the chromosomal DNA and facilitate the integration of HIV-1 DNA into the regions that are 

recognized by it (Ciuffi et al., 2005; Marshall et al., 2007). Besides the chromatin-reader, other 

characterized integration co-factors include GC-rich regions, CpG islands, and interspaced 

Alu elements (Brady et al., 2009; Ikeda et al., 2007). Because integration and active 

transcription of virus-encoded genes are crucial for the completion of the virus life cycle, the 

selection of integration sites within these hotspots is no coincidence. From this viewpoint, 

latency establishment is believed to be rather an outcome of a biological error than a strategy 

of an intracellular parasite. Accordingly, it has been demonstrated that active transcription 

units are favored in both activated and resting CD4+ T-cells, however, when compared to each 

other, a statistically significant proportion of proviruses in resting CD4+ T-cells were detected 

in repressed chromatin regions (Brady et al., 2009). The integration of provirus in resting 

CD4+ T-cells has been observed in the absence of consequent activation (Dai et al., 2009). 
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Moreover, Trejbalova et al. show that the HIV-1 latency is further reinforced by progressive 

CpG methylation of  the  HIV-1 5'-LTR promoter in vitro and in patients on long-term cART 

(Blazkova et al., 2009; Trejbalova et al., 2016). Also of note, the provirus in cART-suppressed 

patients was, among a few other genes, preferentially integrated within the BACH2 gene locus 

(Cesana et al., 2017; Ikeda et al., 2007; Maldarelli et al., 2014; Wagner et al., 2014). Recent in 

vitro studies on the Jurkat cell line provide new evidence suggesting that if integrated into 

BACH2 locus, the HIV-1 promoter becomes gradually silenced as a consequence of promoter 

methylation (Hamann et al., 2021; Inderbitzin et al., 2020). Based on these data, it was 

hypothesized that localization of the provirus into preferred genes promotes the persistence 

of HIV-1 in self-renewing cells. Together, these findings elucidate some of the biological 

aspects underlying HIV-1 latency establishment and the longstanding persistence of the      

HIV-1 reservoir.  

3.2.2. Reactivation and latency reversal 

Predictably, if provirus integrates inside transcriptionally silent regions, the 

production of viral proteins is abrogated. However, in relation to HIV-1 latency, such 

transcriptional silencing is not irreversible and the provirus might be reactivated. Unlike in 

the case of the natural course of infection, the reactivation of HIV-1 can be orchestrated 

artificially by the administration of LRA. Since the expression of HIV-1 from its promoter 

segment in 5'-LTR is dependent on the arrangement of chromatin and host transcriptional 

machinery, these compounds usually enforce latency reversal by epigenetic modifications or 

recruitment of transcription factors (TF)(Donahue* and Wainberg, 2013). Among the well-

described TFs that bind to cis-regulatory elements of HIV-1 LTR are the Nuclear Factor For 

Activated T-cells (NFAT)(Kinoshita et al., 1998), nuclear factor κB (NF-κB)(Pyo et al., 2008), 

Specificity Protein 1 (Sp1)(Perkins et al., 1993; Suñé and García-Blanco, 1995) and TATA-

binding protein (TBP)(Raha et al., 2005). Other TFs like Actirvator protein 1 (AP-1) (Hokello et 

al., 2021) and Yin Yang 1 (YY1)(Yu et al., 2020) have been also shown to coordinate the activity 

of the HIV-1 promoter. Besides the host TFs, HIV-1 trans-activator of transcription (Tat) 

protein is vital for efficient HIV-1 gene expression, because it recruits the positive 

transcription elongation factor (P-TEFb; CDK9/Cyclin T1) to TAR (transactivating response 

region) element on newly transcribed leader sequence of HIV-1 RNA (Garber et al., 2000). This 

interaction facilitates subsequent hyperphosphorylation of the C-terminal domain of RNA 

polymerase II (Isel and Karn, 1999), in preinitiation complex with other canonical TFs, 
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allowing for successful transcript elongation (Yamada et al., 2006). Provided Tat protein fails 

to execute its function, HIV-1 transcription and replication cannot be properly concluded 

(Lalonde et al., 2011; Rustanti et al., 2017). Due to this, the presence of Tat in latently infected 

cells is integral for HIV-1 reactivation (Turner* and Margolis, 2017). On the other hand, the 

expression of HIV-1 is impacted by the accessibility of chromatin (Battivelli et al., 2018). The 

chromatin structure is generally regulated by ATP-dependent chromatin remodeling 

complexes or covalent modifications of histone proteins. In the framework of the virus, the 

Tat protein was shown to cooperate with a component of the SWItch/Sucrose Non-

Fermentable remodeling complex during HIV-1 reactivation in latently infected ACH-2 cell 

line (Agbottah et al., 2006). As for the histones modifications, these are carried out by histone 

acetylases (HAT) or deacetylases (HDAC), histone methyltransferases (HMT), and kinases. 

The functional relation of these enzymes to HIV-1 latency reversal will be discussed below.  

In light of previously addressed observations, it is believed that upon cessation of 

cART, latently infected cells will become progressively activated, and once sequestered TFs 

and factors associated with gene expression will coordinate global HIV-1 reactivation, 

permitting the dissemination of the virus to other permissive cells. By contrast, the idea 

behind the shock and kill strategy is to reactivate the virus and eliminate reservoir cells in 

treated patients, thus avoiding the infection of bystander cells (Archin et al., 2012; Deeks*, 

2012). Depending on their mechanism of action, the main categories of LRA will be briefly 

described in the following subchapters. 

 

3.2.2.1. Histone deacetylases inhibitors 

Histone deacetylases mediate the removal of neutral acetyl groups from N-terminal 

domains of DNA-bound histones. Hence, the positive charge of histones tails is no longer 

mitigated by nonpolar groups and negatively charged DNA molecule winded around 

nucleosomes becomes more tightly packed thanks to electrostatic interactions. Under these 

circumstances, TFs and other components of host transcriptional machinery are unable to 

access the particular part of chromatin and effective gene expression cannot transpire. In this 

regard, reactivation of the virus is functionally dependent on the recruitment of HATs to the 

HIV-1 LTR. Conversely, their antagonists HDACs are mobilized to the promoter region when 

the latency is established, and thus HDACs inhibitors (HDACi) became a subject of the HIV-1 

latency reversal research (Turner* and Margolis, 2017). As one of the most extensively studied 

LRAs, HDACi have shown a great promise in a model in vitro systems (Archin et al., 2009; 
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Spina et al., 2013), but exhibited only limited efficacy in mice (Spina et al., 2013; Tsai et al., 

2016), HIV-infected cells from patients cultured ex vivo (Archin et al., 2012; Lu et al., 2014; Wei 

et al., 2014), and in clinical studies (Archin et al., 2010, 2014; Siliciano et al., 2007). Up to 2017, 

18 HDACsi have been characterized (Turner* and Margolis, 2017), including valproic acid 

(Siliciano et al., 2007), Vorinostat (Archin et al., 2014), Panobinostat (Rasmussen et al., 2014; 

Tsai et al., 2016), Romidepsin (Wei et al., 2014) and others. Moreover, a very recent study using 

a virtual screening has identified 60 novel compounds which might serve as HDACi  (Divsalar 

et al., 2020). Even though administration of HDACsi alone proved ineffective in clinical 

settings, it is believed that they might still induce HIV-1 expression in reservoir cells in 

combination with other mechanistically different LRAs or sterilizing approaches (Turner* 

and Margolis, 2017). 

3.2.2.2. Inhibitors of methyltransferases 

DNA methylation is an epigenetic modification facilitated by cellular DNA 

methyltransferases (DNMT), which aid to maintain a repressive chromatin environment 

(Donahue* and Wainberg, 2013). As described above, methylation of HIV-1 promoter at CpG-

rich regions attenuates the HIV-1 expression, reinforcing latency and virus persistence in 

reservoir cells (Blazkova et al., 2009; Trejbalova et al., 2016). Current research on provirus 

methylation suggests that epigenetic silencing is more robust in aviremic patients (Kint et al., 

2020; Trejbalova et al., 2016), occurs in intragenic regions (Kint et al., 2020), and acts together 

with other limiting factors of a host cell to restrict HIV-1 expression (Duverger et al., 2009). 

Understandably, inhibitors of DNA methyltransferases (DNMTi) represent another class of 

chemical compounds with latency-reversing ability. Most intensively studied DNMTi, 5-aza-

2′-deoxycytidine, also known as Decitabine, was shown to reactivate HIV-1 in combination 

with HDACi in vitro and ex vivo (Bouchat et al., 2016). The Decitabine also synergized with    

NF-κB activators, prostratin and Tumor necrosis factor α (TNFα), to reactivate HIV-1 in 

latently infected J-Lat cell lines (Kauder et al., 2009). Another class of demethylation agents 

that reactivate HIV-1 from latency are HMT inhibitors (HMTi) like chaetocin, BIX-01294, or 

GSK343 (Melkova* et al., 2017). In consideration of provirus silencing, several specific histone 

methylation markers were described, such as trimethylation of lysine residues at positions 9 

and 27 of histone H3 (Pearson et al., 2008) or monomethylation of lysine 20 at histone H4 

(Boehm et al., 2017). Treatment of latently infected cells by aforementioned HMTsi was 

shown to nullify methylation of histones at these sites and enabled subsequent reactivation 

of HIV-1 (Imai et al, 2010; Tripathy et al., 2015). The latency-reversing effect of chaetocin and 
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BIX-01294 has been also confirmed in ex vivo cultured resting CD4+ T-cells and CD8+ depleted 

PBMCs from treated HIV+ patients (Bouchat et al., 2012). 

3.2.2.3. PKC inducers 

In contrast to previously described classes of LRAs, the activation of the PKC 

signalization axis enables the reactivation of latent provirus through the release of host TFs, 

such as NF-κB and P-TEFb. Since NF-κB and P-TEFb represent major limiting factors of the 

HIV-1 expression, PKC agonists became widely recognized as potent LRAs (Melkova* et al., 

2017). Among other PKC inducers, phorbol esters and their derivatives, like PMA (Shankaran 

et al., 2017), prostratin, 12-deoxyphorbol-13-phenylacetate (DPP)(Beans et al., 2013), and 

macrolide lactone bryostatin (Díaz et al., 2015), and ingenol (Jiang et al., 2015) demonstrated 

robust latency-reversing capacity both in vitro and ex vivo. These PKC agonists stimulate     

HIV-1 reactivation via the PKC-NF-κB arm, as they functionally substitute the role of 

diacylglycerol, an upstream second messenger of the PKC (Beans et al., 2013; Díaz et al., 2015; 

Jiang et al., 2015; Kedei et al., 2004). In addition, the P-TEFb and NF-κB can be successfully 

rescued from their inhibitors, hexamethylene bisacetamide induced protein 1 (HEXIM1) and 

inhibitor of κB (IκB), respectively, in a PKC-independent manner (Barboric et al., 2007; Pyo et 

al., 2008). In the latter case, treatment of latently infected cell lines with oxidizing chemicals 

like H2O2 led to IκB sequestration, translocation of NF-κB to the nucleus, and subsequent 

reactivation of HIV-1 (Pyo et al., 2008). Moreover, the production or administration of TNFα 

was shown to create a positive feedback loop to NF-κB signalization due to its pro-oxidative 

properties, potentiating HIV-1 expression. On the contrary,                        co-treatment of 

cultures with antioxidizing agents has markedly downsized the effect of LRAs on HIV-1 

reactivation (Westendorp et al., 1995). Because NF-κB is a redox-sensitive TFs and a limiting 

factor of HIV-1 expression, it has been hypothesized that oxidative stress plays an integral 

role in the HIV-1 latency reversal. 

3.2.2.4. Disulfiram 

Disulfiram, an inhibitor of alcohol dehydrogenase used for the treatment of chronic 

alcoholism, was first characterized as LRA in the year 2011 (Xing et al., 2011). The mechanism 

of action was later proposed by Doyon and colleagues, who, based on their empirical data, 

have suggested that the latency-reversing effect of DSF is mediated via inhibition of 

Phosphatase And Tensin Homolog (PTEN), activation of the protein kinase B, and subsequent 

release of NF-κB from its inhibitory protein IκB (Doyon et al., 2013; Jeong et al., 2005). Besides, 
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disulfiram was also shown to act as DNMTi, inhibiting DNMT1 and reducing the global 

content of methylated cytosines (Lin et al., 2011). Unlike some other LRAs, DSF also 

reactivated HIV-1 without undesirable global T-cell activation, making it an ideal candidate 

for shock and kill strategy (Xing et al., 2011). The reactivation of latent HIV-1 by DSF was, so 

far, reported in several monocyte-derived cell lines, including U1, THP89GPF, CHME-5/HIV, 

and in primary PBMCs, resting CD4+ T-cells, and Bcl-2-immortalized CD4+ T-cells, but not in 

model HIV-1 latency cell lines, such as ACH-2, J89GFP or J-Lat 9.2 ect on HIV-1 reactivation 

when administered alone to treated HIV+ patients in pilot clinical studies (Elliott et al., 2015; 

Spivak et al., 2014). The lack of desired DSF effect on the HIV-1 reactivation in Jurkat cells was 

explained by the absence of PTEN expression (Doyon et al., 2013). The unavailability of PTEN 

in unstimulated reservoir cells might explain insufficient latency-reversing ability observed 

in vivo.  

3.3. Heme metabolism  

Heme, or iron protoporphyrin IX, is a linear tetrapyrrole molecule containing a 

central atom of ferrous iron (Fe2+). In cells, heme is found as a prosthetic group in catalytic 

centers and binding sites of proteins that facilitate vital cellular processes like bioenergetics, 

metabolism, signaling, and transcriptional regulation. In terms of organismic homeostasis, 

heme also represents a major component of the oxygen transport and storage system, since, 

thanks to its redox characteristics, it enables cyclic capture and release of oxygen from 

hemoglobin and myoglobin proteins. The synthesis of the heme molecule occurs in a series 

of eight consecutive enzymatic reactions that take place in mitochondria and cytoplasm. 

Hereditary or acquired conditions disrupting heme anabolism lead to the development of 

serious illnesses known as porphyrias. On the other hand, excessive levels of heme were 

shown to be implicated in several inflammatory pathologic conditions, including sickle cell 

disease, malaria, sepsis, vascular endothelium injury, acute lung injury, acute kidney injury, 

and others (Ryter*, 2021). 
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The degradation cascade of heme is initiated by the NADPH-dependent microsomal 

heme oxygenase 1 (HO-1), which catalyzes the oxidation of heme by molecular oxygen to 

form equimolar amounts of biliverdin, ferrous iron, and CO. Next, biliverdin is converted into 

bilirubin in a spatiotemporally coupled reaction catalyzed by BVR (Tenhunen et al., 1969). 

The BR is an important cellular quencher of free radicals and its antioxidative properties are 

essential in terms of redox homeostasis. As such, BR can be reversibly oxidized to BV and 

then recycled back by the action of BVR. Indeed, the multitude of in vitro evidence suggests 

that the fine-tuned redox cycling of BR exerts powerful cytoprotective effects in various 

tissues (Barañano et al., 2002; Doré et al., 1999; Jansen et al., 2010; Sedlak et al., 2009). The 

heme degradation cascade is shown in figure 7. By contrast, free heme and FeII+ are involved 

in deleterious pro-oxidative processes, such as lipid peroxidation, protein oxidation, and DNA 

mutagenesis (Camejo et al., 1998; Jeney et al., 2002; Keyer and Imlay, 1996; Nunoshiba et al., 

1999). Both free heme and iron may catalyze the Fenton reaction, which yields the hydroxyl 

radical, a most potent oxidizing agent among reactive oxygen species (ROS), from hydrogen 

peroxide. Thus, iron or heme overload may initiate iron-mediated programmed cell death 

called ferroptosis (Ryter*, 2021). Additionally, the heme molecule can also serve as a negative 

regulator of TFs, such as BACH1 (Hira et al., 2007) or BACH2 (Watanabe-Matsui et al., 2011). 

Its role in transcriptional regulation will be briefly described in chapter 3.3.2.  

 

 

 

Figure 7| A scheme of heme degradation cascade                       
Heme is degraded into bilirubin in two consecutive reactions catalyzed by Heme Oxygenase and BVR. 
The scheme additionally shows redox cycling of BV into BR via the catalytic activity of BVR and ROS-
mediated oxidation. Adapted from (van Dijk et al., 2017). 
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3.3.1. Biliverdin Reductase A (BVRA) 

In the human organism, the BVR is a soluble protein existing in two isoforms, namely 

BVRA and BVRB, that are encoded within 2 different genomic loci and are sequentially 

distinc. While the activity of BVRB is limited to broad specificity oxidoreductase (Pereira et 

al., 2001), BVRA, a major Biliverdin Reductase in an adult human, also displays a dual-

specificity (serine-threonine/tyrosine) kinase activity (Lerner-Marmarosh et al., 2005). In 

addition to these catalytic functions, BVRA facilitates the nuclear transport of heme (Tudor et 

al., 2008) and can act as a TF (Kravets et al., 2004). Relating the function of TF, BVRA structure 

was shown to accommodate leucine zipper-like DNA-binding domain and stimulate the 

expression of HO-1 in response to oxidative stress by binding to AP-1 element located in the 

HO promoter region (Ahmad et al., 2002; Kravets et al., 2004). Moreover, the overexpression 

of BVRA upregulates the transcription of a constitutive TF, called activating transcription 

factor-2 (Kravets et al., 2004), which can interact with other TFs like NF-κB to modulate the 

expression of genes in the form of heterodimers (Du et al., 1993). As for the kinase activity of 

BVRA, it has been demonstrated that BVRA is autophosphorylated and that this post-

translational modification is required for conversion of BV into BR (Salim et al., 2001). 

Besides, BVRA can serve as an adaptor protein for other cellular kinases, such as PKC and 

mitogen-activated protein kinase (MAPK) to stimulate their kinase activities (Lerner-

Marmarosh et al., 2005, 2007, 2008). Until recently, there were no described inhibitors of the 

BVRA catalytic activity. As of 2017, DSF and Montelukast became the first reported inhibitors 

of BVRA (van Dijk et al., 2017). In conclusion, BVRA pleiotropy appears to be implicated in 

multiple cellular functions, including cell growth, apoptosis, oxidative response, and gene 

expression. 

3.3.2. BTB Domain And CNC Homolog 2 (BACH2) 

The BACH2 protein is a heme-regulated transcription repressor involved in the B- and 

T-cell differentiation (Watanabe-Matsui et al., 2011). It belongs to the family of Cap’n’collar 

(CNC) TFs along with its homolog Bach1, p45 Nuclear Factor Erythroid-derived 2 (NF-E2), and 

the NF-E2-related factors (Nrf), namely Nrf1, Nrf2, and Nrf3. All members of the CNC family 

contain C-terminal basic leucine zipper domain (Sykiotis* and Bohmann, 2010) and BACH 

proteins also accommodate the BTB (Broad complex–Tramtrack–Bric-a-brac) domain at N-

termini (Oyake et al., 1996). To exert their regulatory function, CNC TFs associate with small 
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musculoaponeurotic fibrosarcoma proteins and bind NF-E2 sites on DNA in the form of 

heterodimers (Oyake et al., 1996; Toki et al., 1997). The Nrfs and NF-E2 are generally 

characterized as transactivators of transcription, whereas BACH proteins act almost 

exclusively as transcription repressors (Sykiotis* and Bohmann, 2010). Regarding heme 

metabolism and redox homeostasis, the Nrf2 axis promotes cell survival by transcriptional 

activation of antioxidant response element (ARE), stimulating the expression of phase II 

detoxifying enzymes, such as HO-1, NAD(P)H:quinine Oxidoreductase 1, and Glutathione S-

transferase in response to oxidative stress (Hong et al., 2010; Itoh et al., 1997). Contrarily, 

BACH2 was described as a negative regulator of HO-1 promoter (Watanabe-Matsui et al., 2011; 

Yoshida et al., 2007) and a driver of cellular apoptosis during the oxidative challenge (Muto et 

al., 2002). Besides of its prominent function in B-cell lineage, where it controls differentiation 

and antibody class switching (Muto et al., 1998, 2004; Watanabe-Matsui et al., 2011), BACH2 

may be fundamentally involved in the regulation of T-cell maturation and quiescence. In fact, 

BACH2 was found to repress the expression of maturation factors in CD4+ T-cells, arresting 

them in a naïve state (Tsukumo et al., 2013). The regulation of BACH2 stems from its cellular 

localization, post-translational modifications, and heme-responsiveness. The retention of 

BACH2 in cytoplasm is determined by the presence of a phosphorylation marker at Serin 

residue 521 (Yoshida et al., 2007) and mobilization to the nucleus by oxidation of cysteine 

residues, C820 and C827, at the C-terminal domain of the protein (Hoshino et al., 2000). The 

C-terminal cysteines are oxidized upon increased oxidative stress (Hoshino et al., 2000), thus 

the activity of the protein is directly influenced by the redox homeostasis in the intracellular 

milieu. The heme, on the other hand, regulates BACH2 allosterically as its binding induces a 

conformational change of the protein, restricting the DNA-binding capabilities and 

increasing turnover rate (Watanabe-Matsui et al., 2011, 2015). Current literature seems to 

neglect the role of BACH2 in HIV-1 infected cells, although it is evidently involved in crucial 

cellular processes that also influence HIV-1 expression. 

 

 

  

https://www.sciencedirect.com/topics/medicine-and-dentistry/fibrosarcoma


 
 

41 
 

4. Materials and methods 

4.1. Materials 

This chapter contains a detailed list of chemicals, solutions, culture media, cell lines, 

plasmids, and commercial kits used throughout the experimental work. Overview of used 

chemicals is enclosed in table 1. 

4.1.1. Chemicals 

Table 1| List of chemicals used   
Chemical Manufacturer Abbreviation 

Absolute ethanol Penta EtOH 
Agar Sigma - 
Agarose Amresco - 
Agua pro injectione Ardeapharma - 
Amonium Acetate  Sigma  - 
Bromophenolblue  Sigma - 
Chloroform Penta - 
Dimethyl sulfoxide Sigma DMSO 
Disulfiram  TCI DSF 
Ethylenediamine tetraacetic acid Fermentas EDTA 
Ethidium bromide  Sigma EtBr 
Normosang (Heme arginate) Orphan Europe HA 
Hydrochloric acid Penta - 
Isopropyl alcohol Penta IP 
Kaseine hydrolysate Sigma - 
Phorbol 12-myristate 13-acetate Sigma PMA 
qPCR primers IGN - 
Propidium Iodide  Sigma PI 
RNAse A Fermentas - 
RNAse free water Sigma - 
Sucrose Penta - 
Triton X-100 Sigma - 
Trizma® base  Sigma Tris 
Trypan blue  Sigma - 
Yeast extract Fluka - 
Roswell Park Memorial Institute Lonza RPMI 
4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid Serana HEPES 
β-mercaptoethanol Sigma BME 
Fetal bovine serum Gibco FBS 
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4.1.2. Solutions 

Solutions used for work with tissue cultures and in most molecular biological methods 

were prepared with apyrogenic Agua pro injectione and subsequently sterilized by 

autoclaving or filtration through a 0.22 µM filter. Solutions used in assays for detection and/or 

quantification of nucleic acids were prepared with DNAse/RNAse free water. Solutions 

employed in biochemical methods were prepared in non-sterile Milli-Q water (25 °C, 18.2 Ω). 

Overview of used solutions is enclosed in the table 2. 

 

Table 2| List of solutions used  
Solution Composition Full name 

TE buffer 10 mM Tris pH 8.0, 1mM EDTA  
Tris-EDTA 

buffer 

Bacteria lysis buffer 
0.05M Tris pH 8.0, 0.05M EDTA, Sucrose 8%, Triton X-
100 

Zippy 
buffer 

10x  concentrated TBE                         0.89M Tris 0.89M pH 7.6, H3BO3, 0.04M EDTA 2Na+·2H2O  
Tris-borate-

EDTA 
buffer 

10x concentrated PBS 
1.38M NaCl, 2.7mM KCl; 1.1mM KH2PO4, 8.1mM 
Na2HPO4, pH 7.4 

Phosphate 
buffer 
saline 

10x concentrated Blue 
juice  

25% ficol, 0.1M Tris pH 7.4, 1mM EDTA, 0.25% 
bromophenol blue 

DNA 
loading 
buffer 

P3 electroporation buffer  
5mM KCl, 15mM MgCl2, 90mM NaCl, 10mM Glucose, 
0.4mM Ca(NO3)2, 40mM Na2HPO4/NaH2PO4, pH 7.2 

- 

Cell extraction buffer  HEPES 25 mM ; EDTA 1mM, glycerol 10% - 

BVRA activity assay buffer  50 mM Tris pH 6.75; BSA 400 µg/ml, biliverdin 10 µM - 
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4.1.3. Bacterial growth media and supplements 

Bacterial cultures were grown in liquid LB (Luria Broth) medium containing 0.5% 

yeast extract, 1% casein hydrolysate, 0.17M NaCl, 1mM NaOH or were cultured on solid LB 

agar composed of 0.5% yeast extract, 1% casein hydrolysate, 1.5% agar, 0.17M NaCl, and 1mM 

NaOH. Transformed bacterial strains were cultured on/in the corresponding media with the 

addition of Ampicillin 100 mg/mL or Kanamycin 50 mg/mL.  

4.1.4. Tissue culture growth media and supplements 

Jurkat clone A2 and A3.01 cell culture cell lines were grown in 10% FBS–RPMI medium.  

▪ FBS –inactivated for 30 minutes at 56 °C 

▪ RPMI – RPMI 1640 with ultraglutamine 1 supplemented with HEPES 12.5 mM, 

Penicillin (1∙105 U/l; Sigma); Streptomycin (100 mg/ml; Sigma) 

4.1.5. Bacteria and plasmids 

The following plasmids were transformed into and multiplied in transformation 

competent E. coli strain DH5α (kindly provided by Dr. Mělková). Plasmids used in this work 

are listed bellow (schematic plasmid maps are provided in figure 8): 

▪ pDsRed2–N1 (Clontech) 

▪ pcDNA3.1 + C-DYK– BVRA (Genscript; pcDNA3.1-BVRA) 

▪ pcDNA3.1 + C-DYK– BACH2 (Genscript; pcDNA3.1-BACH2) 

▪ pcDNA3–LUC (received from Dr. Mělková, Addgene)  
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Figure 8| Schematic representation of plasmids                                                          
Diagrams illustrate the circular structure and sequence features of pcDNA3.1 + C-DYK-BVRA and 
BACH2, pcDNA3-LUC, and pDsRed2-N1 plasmids. The locations of restriction sites selected for plasmid 
digestion in restriction analysis are highlighted in orange. Plasmid diagrams were constructed via 
GeneSnap® software. 

4.1.6. Tissue culture cell lines 

In this work, in vitro experiments involving tissue cultures were conducted using 

human suspension T-cell lines A3.01 and clone A2 of Jurkat cells. The clone A2 of Jurkat cells 

harboring integrated, replication-incompetent HIV-1 “mini-virus” (LTR‐Tat‐IRES‐EGFP-

LTR)(Jordan, 2001) and A2 clone derived cells expressing specific cDNAs (see 4.1.5) have been 

used throughout the experiments. Tissue culture cell lines were grown in 10% FBS-RPMI in a 

CO2 incubator for tissue cultures (37°C/ 5% CO2/ 95% humidity) at all times. 

4.1.7. Commercial kits 

▪ Amaxa® Cell Line Nucleofector® kit V (Lonza) 

▪ Ambion ® TURBO DNA-freeTM (Invitrogen) 

▪ Qiagen® plasmid midi-prep kit (Qiagen) 

▪ SensiFAST SYBR® Hi-ROX One-Step Kit (Bio-Line) 

▪ TP SYBR® 2x Master Mix (Top-Bio) 
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4.1.8. Computer programmes used for research and data analysis 

▪ GraphPad® Prism®  

▪ Figma® 

▪ Biorender® 

▪ Microsoft® Excel® 

▪ SnapGene® 

▪ BD FACSDiva™ software version 6 

▪ Mendeley© 

4.2. Methods 

This chapter provides a detailed description of the methods used throughout the 

experimental work. Experiments were conducted under the supervision of Dr. Mělková at the 

laboratory certified for work with genetically modified organisms at biological safety levels 1 

and 2 (GMO/BSL-1 and 2) at the Department of Immunology and Microbiology and BIOCEV, 

1st Faculty of Medicine, Charles University. 

4.2.1. In vitro methods 

4.2.1.1. Handling of tissue cultures 

4.2.1.1.1. Cultivation and passaging  

Suspension cell lines were grown in tissue cultures flask (25 cm2; TP25; Sarstedt) in 8 

mL of 10% FBS-RPMI and were passed 2-3 times a week (every 3 days) in a volume ratio 1:7 

(cell suspension to fresh media). Prior to the cell passage, the cells were resuspended by 

repeated pipetting, and  1 mL of this culture was brought to 8 mL with a pre-warmed 10% FBS-

RPMI. The remaining cells were either discarded or used for seeding at bacterial Petri dish 

(see section 4.1.1.1.2.). Provided that a larger quantity of cells was required for upcoming 

experiments, the cell suspension was cultured in double volume and passed in an equal ratio.  

Stably transfected Jurkat A2 clones (see section 4.2.1.9) were cultured in 10% FBS-

RPMI supplemented with Geneticin sulfate (G418) and β-mercaptoethanol (BME) at final 

concentrations 1 mg/mL and 0.05 mM, respectively. These cell lines were passaged every 3 

days in volume ratio 1:3 at a final volume of 8 or 16 mL. 
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4.2.1.1.2. Cell seeding and harvesting 

Prior to every experiment with tissue culture cell lines, cells were seeded from the 

culture flasks onto a non-adherent, bacterial Petri dish(es)(90 mm; P-Lab), diluted 1:1 with 

fresh 10% FBS-RPMI and incubated in a CO2 incubator for approximately 24 hours. The next 

day, a cultured cell suspension was resuspended, harvested into a 50 mL conical tube, and a 

100 µL aliquot of the cell suspension was transferred into a new 1.5 mL Eppendorf tube for 

cell counting (see section 4.1.1.1.3). After determination of the cell density, a required volume 

of the harvested cell suspension was transferred into a new 15 or 50 mL conical tube, the 

suspension was centrifuged on Eppendorf centrifuge 5810 R (90g/ 10 min/ 25°C), and the 

supernatant was discarded. Unless stated otherwise, pelleted cells were resuspended in a pre-

warmed 10% FBS-RPMI at final concentration 0.5·106 cells/mL and seeded onto tissue culture 

treated 96-well plate (JETBioFil®) or 96-well plate with U-shaped base (Corning™ Costar™) at 

100 µL/well.  

4.2.1.1.3. Cell counting 

The density of living cells was determined in aliquots of harvested cell suspensions. 

To this end, 2 x 40 µL of cell suspension were pipetted into two separate 1.5 mL Eppendorf 

tubes and diluted 1:1 with 40 µL of 0.1% trypan blue in 1x concentrated PBS solution. 

Subsequently, 10 µL from each stained cell suspension were pipetted and counted on the 

Neubauer chamber. The number of viable cells was determined by counting transparent cells 

in 8 large 1mm2 fields. Given the heigh of the chamber of 0.1 mm the number of cell was 

determined according to this formula:  

Cell concentration (106/mL) = ((# of counted cells / 8) * 2 / 100 

4.2.1.1.4. Cryopreservation of cell lines 

Cell suspensions in culture flasks were diluted 1:1 with 10% FBS-RPMI and incubated 

in a CO2 incubator for 24 hours. The following day, the cells were collected into 15 mL conical 

tubes, the cell suspensions were centrifuged (400g/ 5 min/ 25°C), and the supernatants were 

discarded. Pelleted cells were resuspended in 1 mL of freezing medium (20% FBS-RPMI + 10% 

DMSO), and these suspensions were transferred into cryogenic tubes (1,2 mL; T311 Simport 

Cryovial®). The tubes were first held on ice for 30 minutes, and then they were placed in a 

freezer (-20°C) for additional 30 minutes. Thereafter, the tubes were kept in a deep freeze           
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(-80°C) for approximately 24 hours. The following day, vials were was transferred into liquid 

nitrogen. 

4.2.1.1.5. Thawing of the frozen cell lines 

A vial with frozen cells was removed from liquid nitrogen storage and quickly thawed 

in a water bath at 37 °C. Once thawed, 1 mL of cell suspension was transferred from a 

cryogenic tube into a 15 mL conical tube containing 10 mL of fresh, pre-warmed 10% FBS-

RPMI, and the suspension was centrifuged (400g/ 5 min/ 25°C). The supernatant was removed, 

and pelleted cells were resuspended in 2 mL of 10% FBS-RPMI. The cell suspension was then 

transferred into a tissue culture flask and incubated CO2 incubator for 24 hours. The following 

day, the volume in the flask was adjusted to 8 ml with 10% FBS-RPMI. From this point on, 

cells were cultured and passaged as described in section 4.2.1.1.1. 

4.2.1.2. PMA titration assay 

The A2 cells were seeded onto 96-well plate at 100 µL/well and treated with PMA at 

final concentrations 0.5 ng/mL, 0.4 ng/mL, 0.3 ng/mL, 0.2 ng/mL, 0.1 ng/mL, 0.05 ng/mL, and 

0.025 ng/mL. Dilutions of PMA for treatment of the cells were freshly prepared in DMSO from 

PMA stock solution (1 µg/mL in DMSO) at 2000x working concentration (e. g. 1 µg/mL; 0.8 

µg/mL; etc.). PMA stock solution was left to thaw at RT for approximately 15 seconds, and 

sequential dilution in DMSO immediately followed. Each prepared aliquot was promptly put 

onto a freezing block, and after completion of the dilution series, aliquots were transferred 

from the freezing block to a freezer (-20°C) to avoid degradation of PMA. One at the time, PMA 

aliquots were taken out of the freezer and diluted 100x with fresh 10% FBS-RPMI to 20x 

working concentration (e. g. 10 ng/mL; 8 ng/mL; etc.). Freshly diluted PMA solution was then 

distributed to wells containing 100 µL of cell suspension at 5 µL/well to the final concentration 

specified above. Mock-treated wells were treated with 5 µL of 10% FBS-RPMI. The cells were 

incubated in a CO2 incubator for 24h. 

4.2.1.3. Treatment assays 

On the day of treatment, the A2 cells were harvested and seeded onto a 96-well plate 

with a U-shaped base as described in section 4.1.1.1.2. Cells were then treated with DSF (final 

concentrations 5 µM; 2.5 µM; 1 µM ) or  HA (2.5 µL/mL; 1.25 µL/mL), or a combination of these 

agents and subsequently stimulated with PMA (final concentration 0.5 ng/mL). Aliquots of 

DSF and PMA for treatment were prepared at 20x working concentration with fresh 10% FBS-
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RPMI from stock solutions (DSF 10 mM in DMSO; PMA 1 µg/mL in DMSO; stored at -20°C) and 

added at 5 µL/well to final concentration specified in each experiment. The HA (Normosang 

25 mg/mL; stored at 4°C ) was added at final concentration of 2.5 µL/mL or 1.25 µL/mL per 

well. Volume in wells with mock-treated samples or samples treated by a single agent was 

adjusted with 10% FBS-RPMI to match the volume in wells treated with multiple compounds. 

The cells were incubated in a CO2 incubator for 24h. 

4.2.1.4. Measurement of BVRA kinetic activity 

The A3.01 cells were split 1:1 and cultured on 2 non-adherent bacterial Petri dishes as 

described in section 4.1.1.1.2. After 24 hours of cultivation, A3.01 cells were harvested, 

centrifuged (300g/ 10 min/ 25°C), and the supernatant was discarded. Pelleted cells were 

resuspended in 1 mL of hypotonic extraction buffer (HEPES 25 mM; EDTA 1mM, glycerol 

10%) and subsequently held on ice for 15 minutes. Following the incubation on ice, the cell 

lysate was centrifuged (14 000g/ 10 min/ 4°C), and the supernatant containing the extracted 

cytosol was aliquoted at 150 µL per 1.5 mL centrifugation tube. One of the aliquots was kept 

on ice until employed in the assay, and the rest were stored at deep freeze (-80°C). The BVRA 

activity assay buffer (50 mM Tris pH 6.75; BSA 400 µg/ml, biliverdin 10 µM) was pipetted to 

designated wells in 96-format at 180 µl/well, and the plate was pre-incubated for 5 minutes at 

37 oC. Then, 10 µL of cytosolic extract (containing approximately 5 µg of protein) and 5 µL of 

DSF at final concentrations of 20 µM or 10 µM were added. Biliverdin Reductase activity assay 

was initiated by the addition of 5 µL of NADH at a final concentration of 100 µM. The rate of 

conversion of biliverdin to bilirubin was determined by measuring absorbance at 

wavelengths 450 nm, 660 nm every 2 minutes for 1 hour at 37°C using the Perkin Elmer 

spectrofluorometer.    

4.2.1.5. Plasmids preparation 

4.2.1.5.1. Transformation of DH5α E.coli strain by heat shock 

An aliquot of competent DH5α E.coli cells was taken out from the deep freezer (-80°C) 

and left to thaw on ice for approximately 20 minutes. In the meantime, lyophilized pcDNA3.1 

plasmids (10 µg) were reconstituted in 20 µL of TE buffer and were left to incubate at room 

temperature for 5 minutes. Subsequently, 1 µL of each plasmid was transferred to 1.5 mL 

tubes containing 100 µL of the bacterial suspension, and the tubes were next incubated on ice 

for 30 min. Following the incubation, tubes were transferred to 42°C water bath for 45 seconds 
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and put back on the ice for 2 minutes. A 200 µL of pre-warmed LB liquid medium was added 

to both bacterial suspensions, and the tubes were placed in the thermostat for bacterial 

cultures for 1 hour at 37°C. Thereafter, 10 µL, 50 µL, and 150 µL from each suspension were 

inoculated and spread on separate bacterial Petri dishes (90 mm) containing LB agar 

supplemented with ampicillin (100 µg/mL). The Petri dish was incubated in a bacteriological 

incubator at 37°C. Transformation of competent bacteria by pDsRed2-N1 was performed 

accordingly, but cell suspensions were inoculated on Petri dishes containing LB agar with the 

addition of kanamycin (50 µg/mL).  

4.2.1.5.2. Plasmid isolation and purification  

Approximately 24 hours after the inoculation of Petri dishes (see section 4.2.1.5.1), 

individual colonies transformed with different plasmids were picked up using a disposable 

bacterial loop and transferred into a 15 mL tube containing 5 mL of LB medium supplemented 

and corresponding antibiotic. Bacterial colonies were resuspended in the medium by gentle 

stirring, and an aliquot of each suspension was inoculated on a new Petri dish with LB agar 

and appropriate antibiotic. The inoculated Petri dishes were cultured for approximately 24h 

and then stored in a refrigerator at 4°C. Bacterial suspensions in 15 mL tubes were left to 

incubate for 24 hours on the heated Schoeller ISS 40705R (Schoeller instruments) shaker at 

220 rpm and 37°C. The next day, the bacterial suspensions were centrifuged (1200g/10 min/ 

4°C), supernatants were discarded, and the tubes were placed on ice. Bacterial pellets in 15 

mL tube were resuspended in 0.7 mL of bacterial lysis buffer (Zippy buffer), the suspension 

was transferred to a 1.5 mL centrifuge tube, and 50 µL of lysozyme (10 mg/mL) was added. 

Lysed cultures in 1.5 mL tubes were thoroughly mixed by pipetting and boiled twice in boiling 

water on or on a heat block for 30-45s. Following a centrifugation (21 000g/ 10min/ 4°C), the 

precipitated material from the bottom of the tube was gently picked out by a toothpick and 

discarded. Then 0.75 mL of pre-cooled isopropanol was added, the solution was mixed and 

kept at -80°C for 5 min. Samples were then centrifuged (21 000g/ 10min/ 4°C), supernatants 

were slowly discarded, and pellets containing precipitated nucleic acids were left to dry on 

air. Pellets were resuspended in 150 µL of TE buffer, and 350 µL of 7,5M NH4Ac, and DNA 

precipitated with 1 mL of absolute ethanol. The solution was again left in -80°C  for 5 min and 

centrifuged in the same way. The supernatants were discarded, and the pellets containing the 

precipitated DNA were washed with 1mL of 70% EtOH and centrifuged again (21 000g/5 min/ 

4°C). This step was repeated twice. The remaining solvent was discarded, and DNA was left to 
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dry on air for 5-10 minutes and resuspended in 50 µL of TE buffer. The isolated DNA was 

stored in a freezer (-20°C). 

4.2.1.5.3. Plasmid amplification and isolation by the Qiagen Midi prep kit 

A positive bacterial clone, in which the successful transformation and presence of 

plasmid DNA was previously confirmed by restriction analysis, was inoculated into a 100 mL 

Erlenmeyer flask containing 25 mL of fresh LB medium supplemented with the appropriate 

antibiotic. The inoculated flask was incubated for approximately 16 hours in a heated 

bacterial shaker (220 rpm/ 37°C). The next day, 250 µL of this culture was taken for 

preparation of glycerol stock (see section 4.2.1.6). The rest of the culture was used for plasmid 

midi-prep isolation performed by Qiagen® plasmid midi-prep kit according to the protocol 

provided by the manufacturer.  

The overnight culture grown in Erlenmeyer flask was harvested into a 50 mL conical 

tube, centrifuged (6000g/ 15 min/ 4°C), and the supernatant was discarded. Pellet was 

resuspended in 4 ml of buffer P1 (containing RNase A; c= 100 µg/ml), 4 ml of buffer P2 were 

added, and the tube was mixed by repeated inverting (4-6 times). The solution in the tube was 

incubated for 5 minutes at room temperature, and 4 ml of a pre-cooled buffer P3 were added. 

The suspension was put on ice for 15 min and then centrifuged (15 000g / 30 min/ 4°C). In the 

meantime, the QIAGEN-tip 100 was equilibrated by 4 ml of buffer QBT. After the 

centrifugation, the supernatant was applied on the QIAGEN-tip, the column was allowed to 

empty by gravity flow, and it was washed twice by 5 ml of QC buffer. DNA retained on the 

column was then eluted into a new 15 mL conical tube with 5 ml of QF buffer. DNA was 

precipitated by the addition of 3.5 mL of isopropanol, and the solution was centrifuged 

(15 000g/ 30 min/ 4°C). The supernatant was discarded, and precipitated DNA was washed with 

1 ml of 70% ethanol, transferred to a 1.5 mL centrifuge tube, and the suspension was 

centrifuged (15 000g/ 10 min/ 4°C). The supernatant was discarded again, and the pellet was 

left to dry on air for 5-10 min. Precipitated DNA was resuspended in 50 µl of TE buffer and 

stored in a freezer (-20°C). The quality of isolated plasmid DNA was checked by restriction 

analysis, and the DNA concentration and purity were determined using spectrophotometry 

by measuring absorbance at 260/280 nm on a NanoDrop ND-1000 (Nanodrop Technologies).  

4.2.1.6. Glycerol stock preparation 

A 250 µL of the overnight bacterial culture (see section 4.2.1.5.3) were combined with 

250 µl of 40% glycerol. Bacterial suspension in glycerol solution at a final concentration of 

20% was then stored in a deep freezer (-80oC). 



 
 

51 
 

4.2.1.7. Plasmid DNA restriction analysis 

Isolated plasmid DNA was digested by restriction endonucleases, and digested 

products were resolved on agarose gel electrophoresis. Each restriction reaction was 

performed in a 20 µL solution containing 15 µL of sterile H2O,  2 µL of 10x concentrated buffer, 

2 µL of DNA, and 1 µL of the restriction enzyme. All the components were held on ice with 

the exception of the restriction enzyme, which was held in a freezing block (-20oC). Individual 

reagents were added to the reaction solution in the order listed above, and after the addition 

of the restriction enzyme, the solution was mixed and incubated for 1 hour at 37°C. The 

enzymes and buffers used for digestion of particular pDNA are summarized in the table 3. 

Following the incubation, the samples were transferred back on the ice, and 2.2 µL of 10x 

blue juice (DNA loading buffer) and 1 µL of RNAse A at a final concentration of 0.5 mg/mL 

were added to each sample. Ten µL of each restriction digest and 5 µL of a molecular ladder 

(1kbp ladder; Fermentas) were then loaded onto 1x TBE  1% agarose gel with ethidium 

bromide (0.5 µg/mL). The electrophoresis was performed at 80 V initially for 15-30 minutes to 

resolve short fragments and then for about 1 hr or more, depending on the expected length 

of digested DNA product. The gel was then visualized by AzureBiosystems c600 (Azure 

Biosystems).  

 

Table 3| Overview of restriction enzymes, buffers and digested plasmids 

Enzyme Buffer Manufacturer Digested plasmid 
BamHI React® 3 Invitrogen pcDNA3.1 - BVRA; pcDNA3.1- BACH2 
KpnI React® 4 Invitrogen pcDNA3.1- BACH2; pDsRed2–N1 
HindIII R Fermentas pcDNA3.1 - BVRA 
HpaI React® 4 Invitrogen pDsRed2–N1 

 

 

4.2.1.8. Transfection of the A2 clone of Jurkat cells 

The A2 cells used in transfection experiments were cultured and collected from Petri 

dishas described in section 4.1.1.1.2. The amount of plasmid DNA and the number of cells 

used in each transfection method were selected with respect to the highest 

viability/transfection efficiency ratio observed in previous optimization assays. Transient 

expression of a gene of interest was evaluated by flow cytometry approximately 24h after the 
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transfection. Alternatively, the cells were treated and cultured as described in section 4.2.1.3. 

When employed in treatment assays, the transient expression and the effect of treatment 

were assessed 48 h after the transfection.  

4.2.1.8.1. Cell electroporation using “in house” prepared buffer 

For each electroporation reaction, 2.5·106 cells were harvested and centrifuged (90g 

/10 min/ 25°C). The supernatant was discarded, and pelleted cells were resuspended in 100 µL 

of P3 electroporation buffer, which was prepared according to Chicabayan et al. (2013). The 

cell suspension was then transferred into a 1.5 mL centrifuge tube containing 0.3 µg of desired 

plasmid DNA (0.15 µg of pDsRed2-N1 + 0.15 µg of pDNA containing cDNA insert). The 

transfection mixture was mixed, transferred into an electroporation cuvette, and 

immediately electroporated using Amaxa™ nucleofector™ II device and the program X-001  

(high-viability). The cell suspension in the cuvette was then incubated for 10 minutes at room 

temperature. In the meantime, designated wells in a 12-well plate (JETBiofil®) were filled with 

750 µL of 10% FBS-RPMI, and the plate was placed in a CO2 incubator to pre-equilibrate the 

pH and the temperature. After the incubation, 500 µL of 10% FBS-RPMI were combined with 

cell suspension, which was subsequently transferred from the cuvette was onto a 12-well 

plate using a 2 mL Pasteur pipette. Control cells were treated accordingly but were not 

electroporated. Following the transfer of all samples, the plate was placed in a CO2 incubator, 

and the cells were incubated for approximately 24 hours. 

4.2.1.8.2. Cell electroporation using Amaxa® Cell Line Nucleofector® kit V 

For each electroporation reaction, 1·106 cells were centrifuged (90g /10 min/ 25°C), the 

supernatant was discarded, and the cells were resuspended in 100 µL of the electroporation 

buffer, which was prepared by combining 82 µL of the Nucleofector solution® with 12 µL of 

supplement. The cell suspension was transferred into a 1.5 mL centrifugation tube containing 

1 µg of total plasmid DNA ( 0.5 µg of pDsRedN1 + 0.5 µg of pDNA containing cDNA insert), and 

the suspension was thoroughly mixed by repeated pipetting. Next, the transfection mix was 

transferred into an electroporation cuvette, and electroporation was performed on the 

Amaxa™ nucleofector™ II device using the X-001 program. After 10 minutes of incubation at 

room temperature, 500 µL of the pre-warmed 10%  FBS-RPMI  were added to the cells in an 

electroporation cuvette, and the suspension was transferred onto a pre-equilibrated 12-well 

plate containing 1 mL of 10% FBS-RPMI. Cells in the plate were then incubated in a CO2 

incubator for approximately 24 hours. 
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4.2.1.9. Transfection and selection of transfected A2 clones of Jurkat cells 

Transfection of A2 cells by pcDNA3.1-BVRA, pcDNA3.1-BACH2, and pcDNA3-Luc 

plasmids was performed by Amaxa® Cell Line Nucleofector® kit V as described in section 

4.2.1.8.2. Generation of A2 clone-derived cell lines expressing a gene of interest was 

accomplished by a positive selection of G418-resistant clones in a pool, which is described in 

section 4.2.1.9.2. The selective concentration of G418 was determined in the antibiotic kill 

curve assay  as described in section 4.2.1.9.1. 

4.2.1.9.1. Antibiotic kill curve assay 

The A2 cells were seeded onto a 96-well plate with U-shaped base at 300 µL/well at a 

final concentration of 0.25·106 cells/mL Cells were challenged with 14 different 

concentrations of G418 ranging from 0.2 mg/mL to 2.8 mg/mL. Growth of the cultures was 

evaluated every day by light microscopy, and a culture medium supplemented with the 

corresponding concentration of G418 was replaced every 3 days. Cell viability was determined 

by flow cytometry on the 6th and 11th days of culture.  

4.2.1.9.2. Positive selection of transfected clones 

Transfected cells were cultured on a 12-well plate in 10% FBS-RPMI for approximately 

24 hours, and then the culture medium was replaced with 4 mL of fresh 10% FBS-RPMI 

supplemented with G418 and BME at final concentrations 1.6 mg/mL and 0.05 mM, 

respectively. The selection medium was changed every 3 days, and from day 11 after the 

transfection, the concentration of G418 in media was reduced to 1 mg/mL. At the day 20 after 

the transfection, first G418-resistant colonies started to appear, and the cell suspensions were 

transferred into tissue culture flasks. Cell suspensions have reached an optimal 

concentration of 0.5~1/ml approximately 30 days after the transfection. Stably transfected cell 

lines were then regularly passaged as described in section 4.2.1.1.1.  

4.2.1.9.3. Determination of growth in stably transfected cells 

The A2 cells and A2-derived cell lines expressing genes of interest were cultured and 

harvested from Petri dishes as described in section 4.1.1.1.2. Cells were then resuspended in 

fresh 10% FBS-RPMI at final concentration 0.1·106 cells/mL and seeded onto 24-WP at 500 

µL/well. The number of cells was assessed at 0h, 24h, 48h, and 72h after seeding by flow 

cytometry.  
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4.2.1.10. Preparation of tissue culture samples 

4.2.1.10.1. Collection of samples for flow cytometric analysis 

Samples from PMA titration and treatment assays (4.2.1.2. and 4.2.1.3., respectively) 

were collected from 96-well plates approximately 24 hours after the treatment. When not 

stated otherwise, cell suspensions cultured on 96-well plates were harvested at 100 µL/sample 

into 5 mL FACS tubes (Falcon® 5 mL Round Bottom Polystyrene Test Tube; Corning®) 

containing 200 µL of 10% FBS-RPMI supplemented with Propidium iodide (PI) at final 

concentration of 1 µg/µL. If not employed in treatment assays, samples from transfection 

experiments (4.2.1.8) cultured in 12-well plates were collected 24h post-transfection at 500 

µL/well into  5 mL FACS tubes.  

Samples from antibiotic kill curve assay (4.2.1.9.1) cultured on 96-well plates with U-

shaped base were collected at 100 µL/well into FACS tubes containing 100 µL of 10% FBS-RPMI 

supplemented with PI at a final concentration of 1 µg/µL.  

        

4.2.1.10.2. Samples for quantitative polymerase chain reaction 

Stably transfected cells were harvested at 1·106 cells/sample, centrifuged (400g /10 

min/ 25°C), and the supernatant thoroughly discarded. Pelleted cells were then lysed in 25 µL 

of DEP-25 START solution (Top-Bio) and incubated at 95°C for 10 minutes. Next, tubes 

containing the samples were left to cool down at room temperature for 2 minutes, and 25 µL 

of DEP-25 STOP solution were added. Samples were stored at -80 °C.  

4.2.1.10.3. Samples for RNA isolation 

Stably transfected cells were harvested at 1·106 cells/sample and centrifuged (400g /10 

min/ 25°C). The supernatant was discarded, and samples were lysed at 0.8 mL of RNA blue 

solution (Top-Bio). The suspension was mixed by pipetting and stored at -80 °C. 

4.2.2. Analytical methods 

4.2.2.1. Quantitative polymerase chain reaction (qPCR) 

4.2.2.1.1. Primer design 

Primers were designed manually using ApE plasmid editor and SnapGene® software. 

The NCBI Primer-BLAST tool was used as a reference database to prevent unspecific 



 
 

55 
 

annealing of primers. The primer sets for detection pcDNA3.1-BVRA and pcDNA3.1-BACH2 

were designed to overlap vector sequences downstream of the canonical stop codon, allowing 

for specific detection of genes of interest (see figure 9). The primer set for Luc was designed 

by the Primer-BLAST tool to meet the annealing conditions of other primer sets and to avoid 

the detection of endogenous off-targets. Primers were synthesized by the Integrated DNA 

Technologies (IDT) company, and the primer sets for detection of reference house-keeping 

gene, Glyceraldehyde-3-phosphate dehydrogenase (GAPDH), was kindly provided by MUDr. 

Mělková, PhD. Oligonucleotide sequences of primers employed in qPCR are enclosed in table 

4.  

Table 4| Overview of primer sets employed in qPCR experiments. 
Target gene Forward primer Reverse primer 

pcDNA3.1 BVRA TGCTGAAAAGAAACGCATCCTG AGCGGGTTTATCACTTATCGTCG 
pcDNA3.1 BACH2 CCAAACAGTGACCGTGGACT AGCGGGTTTATCACTTATCGTCG 
pcDNA3 LUC ATGAAGAGATACGCCCTGGTTC TTCATAGCTTCTGCCAACCGA 
GAPDH CCCCACACACATGCACTTACC CCTAGTCCCAGGGCTTTGATT 

 

 
Figure 9| Oligonucleotide sequence and annealing of the reverse primer for detection of pcDNA3.1-
encoded transgenes.  
The reverse primer was designed to hybridize with pcDNA3.1 specific sequence features. The reverse 
primer sequence is highlighted in yellow color (shown in 3'-5' orientation). The TGA stop codon 
flanking pcDNA3.1-encoded DYK-Tag is displayed in orange color. Sequence encoding DYK-Tag in 
pcDNA3.1 + C-DYK vectors is located downstream of the canonical 3' coding termini of cDNA. 
 

4.2.2.1.2. qPCR-based detection of transgenes in stably transfected cell lines 

 The qPCR method was employed in this work to confirm the presence of individual 

cDNAs stably transfected cells, using the lysates in DEP-25. The qPCR was performed with the 

TP SYBR 2x Master Mix (Top-Bio; TP SYBR 2x MM) at a final volume of 20 µL/well on Light 

cycler® 480 (Roche). The reaction mix composition and qPCR conditions are summarized in 

tables 5 and 6, respectively. Prepared reaction premix containing a specific set of primers was 

distributed to designated wells on PCR strips at 18 µL/well, and samples were added at 2 

µL/well. The reaction mix and PCR strips were held on freeze block at all times. PCR strips 

were briefly spun before the initiation of the reaction. 
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Table 6| qPCR program.   
Step Temperature °C Time (mm:ss) Repetition 

Initial denaturation 95 10:00 1 

Denaturation 95 0:15 

55 Annealing 60 0:45 

Extension 72 0:45 

Terminal extension 72 10:00 1 

Melting curve 
95 0:15 

1 65   

97 (continuous) ramp rate (0.11 °C/s) 

            

4.2.2.2. Reverse transcription qPCR (RT-qPCR) 

4.2.2.2.1. RNA isolation 

Total cellular RNA isolation was performed by acid guanidinium thiocyanate-phenol-

chloroform extraction (Chomczynski and Sacchi, 1987) with RNA blue solution (Top-Bio). Cell 

lysates prepared in 0.8 mL of RNA blue solution (4.2.1.10.3) were taken out of the deep freeze 

(-80 °C) and thawed at room temperature. After the thawing, 160 µL of CHCl3 were added, 

tubes were shaken vigorously for 15 seconds, and left incubating for 10 minutes at room 

temperature. Samples were centrifuged (12 000g/ 10 min/ 4°C), and the aqueous phase 

containing the cellular RNA fraction was transferred to a new 1.5 mL centrifugation tube. The 

aqueous phase was combined with 0.4 mL of isopropanol, and samples were incubated for 10 

minutes at room temperature and centrifuged (12 000g/10 min/4°C). The supernatant was 

discarded, and the precipitated RNA was washed with 1 mL of 75% EtOH. Following the 

centrifugation (12 000g/10 min/4°C), the ethanol supernatant was discarded, and the RNA 

pellet was left to dry on air for 5 minutes. The isolated RNA was dissolved in 50 µL of RNAse-

free H2O and stored in deep freeze (-80 °C). The purity and concentration of RNA was 

determined in aliquots diluted 1:1 with RNAse-free H2O by measuring absorbance at 

wavelengths 260 nm and 280nm using NanoDrop ND-1000. 

Table 5| qPCR mix composition (1 reaction). 
Reagent Final concentration Volume (µL) 

PCR Ultra H2O - 7.20 
TP SYBR 2x 
MM 

1x 10.00 
Forward 
primer 

0.4 µM 0.40 
Reverse 
primer 

0.4 µM 0.40 
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4.2.2.2.2. Treatment of RNA samples with DNAse 

 Isolated RNA samples were subjected to DNAse treatment by Ambion® TURBO DNA-

free™ Kit. This method utilizes engineered DNAse I and DNAse inactivating beads to remove 

contaminating genomic DNA in a two-step reaction. The reaction mixture was prepared in a 

0.5 mL centrifugation tube in a final volume of 30 µL and incubated in a heat block (10 min/ 

37°C). The composition of the reaction mixture is summarized in table 7. After the DNAse 

treatment,  3.3 µL of the DNAse inactivating reagent was added and the suspension was 

mixed. The sample was incubated at room temperature for 5 minutes and occasionally mixed. 

Next, the a aqueous phase was transferred into a new 1.5 mL centrifugation tube, and the 

sample was stored in a deep freeze (-80 °C).   

 

Table 7| Reaction mixture for DNAse treatment of RNA samples using TURBO DNA-free™ Kit.    

Reagent Stock concentration Volume (µL)     
RNA sample *100 ng/µL 26     
TURBO DNase buffer 10x 3     
TURBO DNase 2 U/µL 1     

*The concentration of RNA in individual isolates varied (90 – 130 ng/ µL) 

4.2.2.2.3. RT-qPCR-based assessment of transgene expression in stably transfected 

cell lines 

The active transcription of transgenes in RNA samples prepared from stably 

transfected tissue cultures has been evaluated by one-step quantitative reverse transcription 

PCR (RT-qPCR). Primers used for selective reverse transcription and subsequent 

amplification of exogenous cDNAs are listed in table 4 (see section 4.2.2.1.2). The primer set 

used for the detection of house-keeping gene, GAPDH mRNA, is provided in table 8. The RT-

qPCR was performed with SensiFAST SYBR® Hi-ROX One-Step Kit (Bio-Line) in the final 

volume of 10 µL on Light cycler® 480. The reaction mixture was prepared according to table 9, 

and reaction conditions are specified in table 10. RT-qPCR mix was distributed to designed 

wells in PCR strip at 8 µL/well, and RNA samples were added at 2 µL/well. Samples, reagents, 

and PCR strips were held at a cooling block all the time. Strips were briefly spun-down before 

the start of RT-qPCR. 

 

Tab 8| Primer set used for detection of endogenous GAPDH in RT-qPCR experiments. 
Target gene Forward primer Reverse primer 

GAPDH AAGATCATCAGCAATGCCTCCT CATGAGTCCTTCCACGATACCA 
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*Thermo Scientific® deionized, diethylpyrocarbonate (DEPC) treated and 0.22   
µm membrane-filtered water 

 

4.2.3. Statistical analysis 

Graph design and statistical analysis were performed in GraphPad Prism® (version 8) 

and Microsoft Excel® softwares. The statistical significance was determined using two-tailed, 

unpaired t-test with Welch's correction. The p-values are indicated in graphs as follows:            

*p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001.  

  
Tab 9| RT-qPCR mix composition (1 reaction)  

Reagent Final concentration Volume (µL)  

*DEPC-H2O - 2.30  

2x  SensiFAST SYBR® Hi-ROX One-Step 
Mix 

1x 5.00  

RiboSafe RNase Inhibitor 1 0.20  

Reverse transcriptase 1 0.10  

Forward primer (µM) 0.4 µM 0.20  

Reverse primer  (µM) 0.4 µM 0.20  

Tab 10| RT-qPCR program.   
Step Temperature °C Time (mm:ss) Repetition 

Reverse transcription 45 20:00 1 

Polymerase activation 95 5:00 1 
 

Denaturation 95 0:15 
55 

 

Annealing 60 0:45  

Extension 72 0:45  

Terminal extension 72 10:00 1  

Melting curve 

95 0:15 

1 

 

65    

97 (continuous) 
ramp rate (0.11 

°C/s) 
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4.2.4. Flow cytometric analysis 

Flow cytometric analysis of tissue culture samples was performed using BD 

FACSCanto™ II (Becton Dickinson) flow cytometer equipped with 3 lasers emitting at 405, 488, 

633 nm, and 8 detectors. Data obtained from all measurements were analyzed using BD 

FACSDiva™ software version 6 (Becton Dickinson). Ten thousand of living cells were collected 

from each specimen and analyzed as described in each experiment. The cell viability was 

assessed based on the size and granulosity, which was analyzed by the distribution of cells on 

the  FSC x SSC dot and contour plots (see figure 10) and/or by using PI staining. When 

employing PI staining, the apoptotic cell population was distinguished by measuring 

fluorescence intensity in FL-3 (detecting at 670 nm). The green fluorescence, conferred by 

the EGFP expression, was detected by flow cytometry in FL-1 (detecting at 515–545 nm). The 

level of EGFP expression was calculated by multiplying the arithmetic mean of fluorescence 

intensity of EGFP-positive (EGFP+) cells after subtracting the background (arithmetic mean 

of fluorescence intensity of the EGFP-negative population in FL-1) with the percentage of 

EGFP+ cells (Shankaran, 2016; Shankaran et al., 2011). The fluorescence of DsRed2 protein 

expressed in transfected cells was characterized by  flow cytometry analysis in FL-3. 

Figure 10| Representative examples of the flow cytometric analysis. 
FSC x SSC dot plot (left) and contour plot (right) shows the distribution of cell populations based on 
their size and granulosity. P1 gate shown in dot plot represents a population of cells selected for further 
analysis. Living and apoptotic cell populations were distinguished by P2 and P3 gating in the contour 
plot. Events outside of the parent P1 gate were not included in P2 and P3 gates.  
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5. Results 

5.1. DSF-mediated inhibition of BVRA  

The ability of DSF to inhibit BVRA was examined spectrophotometrically in a pre-

cleared lysate of A3.01 cells that was treated with 15 µM or 30 µM of DSF. BV conversion into 

BR in the lysate samples was characterized in time by measuring absorbance at wavelengths 

660 nm and 450 nm, respectively, at 37°C for 1 hour using spectrofluorometer. The BVRA 

activity was determined in a kinetic assay according to previously published protocol (van 

Dijk et al., 2017) with certain modifications. The inhibition of the enzymatic reaction by DSF 

was evaluated based on a reduced rate of substrate conversion in DSF treated samples.             

Time-dependent changes of the absorbance are shown in figure 11. A relative decrease of 

BVRA activity in DSF-treated samples compared to DMSO-treated control was expressed as 

the ratio of slopes in percentage calculated for the linear part of trendlines. Representative 

results of the BVRA activity assay are shown in figure 12. These results indicate that DSF 

inhibits BVRA activity at both concentrations used and that the treatment decreases the 

conversion rate of BV in a dose-dependent manner. Additional experiments confirming the 

inhibitory effect of DSF were performed by Dr. Mělková and Ing. Madleňáková. DSF 

specificity was also confirmed using a purified BVRA enzyme (Mělková, personal 

communication).  

Figure 11| Spectrophotometric analysis of the enzymatic conversion of BV to BR.                      
Graphs illustrate a progressive decrease or increase of absorbances measured at wavelengths 660 nm 
(BV) and 450 nm (BR), respectively, in A3.01 cellular lysate treated with control DMSO (2000x diluted; 
control; grey), 15 µM (black), or 30  µM DSF (red). The measurement of absorbance was performed in 
technical duplicates every 90 seconds for 65 minutes at 37°C. The enzymatic reaction was initiated by 
the addition of 5 µL of NADH at a final concentration of 100 µM. 
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Figure 12| Representative result of the BVRA activity assay.               
Inhibition of the enzymatic conversion of BV to BR expressed as A440/660 nm ratio. The indicated 
formulas characterize the trendlines for the linear part of the curves obtained using a linear regression 
(from top = DMSO; DSF 15 µM;  DSF 30 µM). *Residual activity of BVRA in DSF-challenged A3.01 cell 
lysates was determined according to the provided formula. 

5.2. Induction of HIV-1 “mini-virus” expression by PMA, HA, DSF, and a 
combined treatment in the A2 cells  

 The capacity of PMA, HA, and DSF to revert HIV-1 latency was examined in an HIV-1 

latency model using A2 clone of Jurkat cells harboring integrated, replication-incompetent 

HIV-1 “mini-virus” (LTR‐Tat‐IRES‐EGFP-LTR)(Jordan, 2001). In this model, latency reversal is 

characterized by EGFP fluorescence using flow cytometry analysis. The extent of EGFP 

expression in particular treatment conditions was assessed as described in 4.2.4. 

 The optimal concentrations of PMA (0.5 ng/mL) and HA (1.25 or 2.5 µL/mL) used in 

combination with DSF were chosen based on previously published experimental results 

(Shankaran, 2016; Shankaran et al., 2011) and PMA titration assay performed in this work 

(Figure 13). Challenging the A2 cells with increasing concentrations of PMA (ranging from 

0.025 – 0.5 ng/mL) for 24 hours demonstrated a dose-dependent relationship on the HIV-1 

“mini-virus” expression. Cell viability correlated inversely with the increase in the EGFP 

expression. Untreated cells and cells treated with DMSO at 2000x dilution served as controls 

in these experiments. Since the treatment of cells with 0.5 ng/mL of PMA proved most 

efficient in terms of the “mini-virus” reactivation while causing only a minor decrease in 

cellular viability, it was selected for further experimental work.  
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Figure 13| PMA-mediated stimulation of the HIV-1 “mini-virus” expression and the impact on 
cellular viability.                  
A2 cells treated with increasing concentrations of PMA (0.025 – 0.5 ng/mL) for 24h. Graphs show 
arithmetic mean of 2 independent experiments performed in biological triplicates ± SEM. Ctrl and 
DMSO bars represent the untreated control and a control-treated with DMSO (2000x diluted in 10% 
FBS-RPMI), respectively. (A) Shows EGFP expression (B) Depicts impact of PMA treatment on cellular 
viability. 

The effect of DSF on the “mini-virus” reactivation and cellular viability was examined 

in treatment assays, where A2 cells was treated with increasing concentrations of DSF (1 µM; 

2.5 µM; or 5 µM) alone, or in combination with HA (2.5 µL/mL), PMA (0.5 ng/mL), or both 

(Figure 14). The administration of DSF alone did not lead to any significant increase in EGFP 

expression in none of the selected DSF concentrations, but the concomitant treatment of cells 

with DSF and HA, PMA, or both, increased the EGFP expression profoundly. When compared 

to cells treated PMA or HA alone, the combined use of PMA + DSF or HA + DSF significantly 

increased the expression of EGFP. The levels of EGFP expression were highest in samples 

treated with all three compounds, however, when compared to PMA + HA treatment, the 

addition of DSF did not increase the EGFP expression. The EGFP expression was comparable 

in HA + DSF and PMA+ DSF treated samples. When comparing the combined treatments to 

DSF-only treated specimens, combined use of  PMA or HA and PMA  + HA with DSF led to a 

50-90-fold and 250-600-fold increase in the EGFP expression, respectively, depending on the 

DSF concentration. The cell viability was not substantially decreased in any of the selected 

DSF concentration. 
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Figure 14| Effect of the combinational treatment on the HIV-1 “mini-virus” reactivation and cell 
viability.                   
A2 cells treated with 0, 1, 2.5, 5 µM DSF; 2.5 µL/mL HA;  0.5 ng/mL PMA; and both HA + PMA for 24h. 
Graphs represent arithmetic means of 4 independent experiments performed in biological triplicates 
± SEM. ◆,■,* denote p-values (*p < 0.05; **p < 0.01;  ***p< 0.001) when comparing DSF treatments to 
mock-treated control (DSF 0 µM) in each treatment conditions. (A) shows changes in EGFP expression 
when administering DSF alone or in combination with HA, PMA, or both. The EGFP expression was 
significantly increased in PMA + HA treatment when compated to 0, HA, and PMA treatments in all 
DSF concentrations used (***p < 0.001). When compared to 0 treatment, the EGFP expression was 
significantly increased in HA and PMA treatments in all DSF concentrations used (**p < 0.01). (B) 
Illustrates changes in EGFP expression on a logarithmic scale. (C) Shows relative fold-increase in EGFP 
expression in samples treated with a combination of compounds compared 0 treatment. (D) Depicts % 
of cell viability upon different treatment challenges. Cellular viability has been significantly decreased 
when comparing 0 or PMA versus HA or HA+PMA treatments in all DSF concentrations (*p < 0.05).  
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5.3. Role of BVRA and BACH2 overexpression on HIV-1 “mini-virus” 
reactivation 

To evaluate the role of BVRA and BACH2 genes in the reactivation of HIV-1, recombinant 

pcDNA3.1 plasmids encoding cDNA of the corresponding genes or control pcDNA3 plasmid 

encoding cDNA for LUC, and pDsRed2–N1 plasmids were transfected into the A2 cells. The 

quality of plasmid vectors containing cDNA of provided genes was assessed based on the 

restriction analysis, which is shown in figure 15. The impact of BVRA and BACH2 

overexpression in transiently and stably transfected cell lines will be discussed in detail in 

sections 5.3.1 and 5.3.2, respectively. 

 

Figure 15| Restriction digestion and analysis of pDsRed-N1 and pcDNA3.1 plasmids.   
(A) Restriction digestion of pDsRed-N1 with restriction enzymes KpnI and HpaI. Expected lenght of 
restriction products: KpnI, HpaI = 4689 bp (single digest); KpnI + HpaI = 3862 bp + 829 bp (double 
digest). (B) Restriction digestion of pcDNA3.1 plasmids encoding BVRA and BACH2, with BamHI, 
HindIII, and KpnI. Expected lenght of restriction products: pcDNA3.1-BVRA with BamHI = 6281 bp 
(single digest) and HindIII= 5565 bp + 716 bp (single digest, 2 products); pcDNA3.1-BACH2 with BamHI= 
7716 bp (single digest) and KpnI= 6390 bp +1526 bp (single digest, 2 products). (C) Representative 
picture of a molecular ladder provided by the manufacturer (Fermentas). Schematic plasmid maps are 
shown in figure 8 (see section 4.1.5) Agarose gels were visualized and captured by AzureBiosystems 
c600. 
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5.3.1. Reactivation of the HIV-1 “mini-virus” in transiently 
transfected cells treated with HA and PMA 

The effect of BVRA and BACH2 overexpression was first evaluated in the transiently 

transfected A2 cells. To this end, the A2 cells were electroporated with either BVRA, BACH2, 

or LUC-encoding plasmids and pDsRed2-N1. Twenty four hours after the electroporation, the 

cells were treated with HA (2.5 µL/mL), PMA (0.5 ng/mL), or both, and the effect of the 

treatment on transiently transfected cells overexpressing genes of interest was assessed after 

an additional 24h of incubation (48h after the electroporation).  The gating of the transfected 

population was based on red fluorescence, conferred by the expression of DsRed2 protein. A 

viable double-positive cell population expressing both DsRed2 and EGFP proteins was 

selected to examine the phenotype of short-term BVRA and BACH2 overexpression (P2; 

shown in figure 16). Cells co-transfected with pcDNA3-LUC and pDsRed2-N1 served as 

transfection control in these experiments. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 16| Representative example of flow cytometry analysis of transiently transfected cells.              
FSC x SSC dot plots (top) demonstrate representative gating on live cells (P2). The pDsRed2-N1 positive 
population (P4) was gated from parent P2 on FL-3 x FL-1 dot plot. The population of double-positive 
cells (pDsRed2-N1+ EGFP+; P5) and single positive red cells (pDsRed2-N1+; P6) were selected from the 
parent P4 population and used to assess the phenotype of co-transfected cells. EGFP expression was 
assessed in P5 (FL-1) after the substraction of fluorescence in P6 as a background. 
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Gene transfer into the A2 cells was essentially performed by cell electroporation, 

according to modified Chicaybam et al. (2013) protocol, using Amaxa™ nucleofector™ II device 

and in-house prepared electroporation buffer (P3 buffer)(Chicaybam et al., 2013). While these 

experiments produced preliminary results, the method failed to deliver reproducible results 

after several attempts for optimization. Nevertheless, tendencies observed in the initial 

electroporation experiments performed in this work suggested that BVRA and BACH2 

overexpression might influence the LTR-driven expression of EGFP and cellular viability 

under the particular stimulatory settings. The representative result of one of these 

experiments is shown in figure 17.  

 

Figure 17| Representative results of the transfection experiment using in-house prepared 
electroporation buffer.                  
A2 cells electroporated simultaneously with either BVRA, BACH2, or LUC-encoding plasmids and 
pDsRed2-N1 plasmid in P3 buffer using Amaxa™ nucleofector™ II device. Tissue cultures transiently 
expressing exogenous LUC (grey), BVRA (green), and BACH2 (red) treated with 2.5 µL/mL HA and/or 
0.5 ng/mL PMA for 24h. Graphs show the arithmetic means of one experiment performed in technical 
duplicates. (A) Depicts magnitude of EGFP expression. (B) Shows the percentage of viable cells. 

 

Next, transfection of the A2 cells was performed with the Amaxa® Cell Line 

Nucleofector® kit V. Experiments using different amounts of pDsRed2-N1 plasmid were 

performed to optimize transfection efficiency and cellular viability in electroporated 

samples. The optimal concentration of plasmid DNA employed in the following experiments 

was selected with regard to the highest transfection efficiency observed in the optimization 

assays, which was evaluated based on the level of DsRed2 protein expression and cellular 

viability. Representative images from one of these experiments captured 24 hours after the 

transfection on Leice DMi8 (Leica microsystems)  are shown in figure 18. 
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Figure 18| Captured images of the A2 cells transfected with pDsRed2-N1 DNA.                  
Pictures represent images of the A2 cell cells electroporated with pDsRed2-N1 plasmid using Amaxa® 
Cell Line Nucleofector® kit V captured  24h after the transfection. Phase contrast (left) and DsRed2 
(right). From top: mock-transfected cells, pDsRed2-N1 transfected cells (0.1 ng; 0.5 ng; 1 ng; 2 ng). 
Pictures were captured on fluorescent microscope Leica DMi8. Original magnification 40x. DDD
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Employing the same approach but a commercial electroporation buffer, Amaxa® Cell 

Line Nucleofector® kit V, transfection of the A2 cells was more reproducible. Cell cytotoxicity 

and transfection efficiency followed a common trend among individual experiments, which 

allowed for a more in-depth analysis of effects of the studied treatment. Similarly as before, 

24h after the electroporation, the cells were treated with HA (1.25 µL/mL) or HA (1.25 µL/mL) 

+ PMA (0.5 ng/ µL), cultured for additional 24 hours, and analyzed by flow cytometry. The 

results of 4 experiments (see figure 19) shows that transient expression of BVRA and BACH2 

mildly decreased the expression of EGFP in samples treated with HA or PMA + HA compared 

to control cells expressing LUC. While this particular trend was observed in each of the 

performed experiments, the decrease in EGFP expression was statistically insignificant, 

probably due to large variability of the absolute values. On the other hand, when evaluating 

fold-change in EGFP expression in cells simultaneously treated with PMA + HA, the highest 

increase was observed in specimens transfected with the plasmid encoding cDNA for BVRA.   

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 



 
 

69 
 

Figure 19| Reactivation of the HIV-1 “mini-virus” and cell viability upon HA and PMA stimulation in  
transiently transfected cells 
A2 cells electroporated simultaneously with either BVRA, BACH, or LUC plasmids and pDsRed2-N1 
plasmid. Transfected tissue culture samples overexpressing LUC (grey), BVRA (green), BACH2 (red), 
and DsRed2 treated with 1,25 µL/mL HA and/or  0.5 ng/mL PMA for 24h. Graphs show the arithmetic 
means of 4 individual experiments performed in technical duplicates ± SEM. (A) Shows EGFP 
expression in double-positive cell populations under different stimulatory conditions. The level of 
EGFP expression was significantly increased when comparing PMA and PMA + HA treated cells to 
mock-treated ones (*p < 0.05). Variations in the EGFP expression among transfected groups in 
particular treatment conditions were not significant. (B) Shows fold-change in EGFP expression in 
treated specimens compared to basal EGFP expression in mock-treated cells. (C) Shows % of viable 
cells. Variations of cell viability have been non-significant both in between particular treatments in 
each transfected group and among them. 
 

5.3.2. Effects of HA, PMA, and DSF treatment on the HIV-1 
 “mini-virus” reactivation in stably transfected cells 

The effect of combined treatments and BVRA or BACH2 overexpression was finally 

investigated in stably transfected cells derived from parental A2 clone of Jurkat cell line. 

Stably transfected cell lines overexpressing the individual genes were prepared by cell 

electroporation using Amaxa® Cell Line Nucleofector® kit V and a subsequent selection of 

positive cell population with antibiotic G418. The selective outgrowth of the positive cell 

populations has been conferred by the expression of the antibiotic resistance gene (NeoR) 

from the backbone of pcDNA3 and pcDNA3.1 plasmids.  

The appropriate G418 concentration for positive screening of transfectants was 

determined in antibiotic kill curve experiments, where the A2 cells were treated with 

increasing concentrations of G418, ranging from 0.2 mg/mL to 2.8 mg/mL. These experiments 

have demonstrated that G418 at concentrations of 1.6 mg/ml and higher induced a progressive 

death of the cells within 11 days. Results of the antibiotic kill curve assays are shown in figure 

20.  
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Figure 20| Results of the antibiotic kill curve assays.                                 
A2 cells treated for 11 days with 14 increasing concentrations of G418 (0.2 – 2.8 mg/mL). The graph 
shows the results of 2 independent experiments performed in biological triplicates. The dotted line 
depicts % of apoptotic cells (P3; FSC x SSC dot plot). The right Y-axis and stripped bars represent 
calculated PI fluorescence measured in FL-3 in an apoptotic cell population upon PI staining (1 µg/µL).  

  

Cells transfected with pcDNA3 or pcDNA3.1 plasmids were therefore treated and 

selected with 1.6 mg/mL of G418. Additionally, the cells were treated also with 0.05 M of BME 

to reduce a redox stress and to promote the growth. After the selection, the cells were cultured 

at 1 mg/mL of G418 and 0.05 M of BME. Selected tissue cultures reached an optimal handling 

density of 0.5·106 cells/mL in approximately 30 days after the electroporation. Consequently,  

the growth rate of the selected cell lines was determined (shown in figure 21). Results of 2 

independent experiments performed in triplicates demonstrated that the growth rates of the 

A2, LUC, and BVRA cells were comparable. On the other hand, the growth of BACH2 cells was 

mildly decreased compared to A2 clone of Jurkat cells.  
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Figure 21| Growth curve of Jurkat A2 clone and derived cell lines            
A2, LUC, BVRA, and BACH2 cells cultured for 3 days in 10% FBS-RPMI. The number of living cells was 
determined by flow cytometry. The quantity of living cells in tissue culture samples was measured at 
the time of seeding and 24h (white), 48h (light grey), and 72h (dark grey) of culture. The cellular growth 
rate was evaluated in 2 independent experiments performed in biological triplicates. The graph shows 
a relative fold increase in cell numbers at each time point compared to the number of cells at the time 
of seeding ± SEM (n=6). 

 

The insertion of transgenes in the genome and their copy number in each stably 

transfected cell line was characterized using qPCR with primers specific for inserted cDNA 

and for GAPDH as a reference endogenous gene. The amplification of exogenous DNA 

products was performed in lysates of the individual selected cell lines and of the parental 

Jurkat clone A2. The Cp values and melting peaks of qPCR products are shown in figure 22. 

Unspecific qPCR products observed in the parental A2 cells and in H2O controls were 

distinguished from the specific products by melting curve analysis. Given the results of qPCR 

experiments, it was rationalized that exogenous sequences encoding cDNAs for BVRA, 

BACH2, and LUC were present specifically in the samples collected from corresponding 

transfected tissue cultures and that plasmid DNA was successfully integrated into the 

genomes. Cp values for BACH2 and LUC products were similar to the Cp for the reference 

endogene GAPDH. In contrast, Cp values for the BVRA were approximately 10 cycles higher 

than GAPDH. This finding was observed twice in 2 distinct experiments. Thus, the results of 

qPCR experiments suggest that LUC and BACH2 transgenes were present in a similar copy 

number than GAPDH reference, while the BVRA transgene was represented in lower copy 

number per cell.  
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Figure 22|  Schematic illustration and results of qPCR experiments                  
Graphs show melting curves of the selected products of qPCR performed with cell lysate of stably 
transfected cells LUC (A), BVRA (B), BACH2 (C), and parental A2 cells. Adjacent tables show the 
resulting Cp values of all detected products, including products amplified with GAPDH-specific set of 
primers in samples from each transfected cell line and from Jurkat clone A2 cell line. ND ~ No product. 
The qPCR experiments were performed in technical duplicates. Cp values in blue ~ specific products, 
in red ~ unspecific products. Melting curves in blue ~ specific products, in red ~ unspecific products 
detected in A2 cells and in H2O negative controls. Melting curve analysis of BVRA samples also include 
melting curves of positive plasmid DNA controls (10x  and 100x diluted; original concentration= 2.738 
µg/mL)  
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Next, the expression of transgenes was characterized by RT-qPCR in DNAse-treated 

total RNA purified from stably transfected cell lines. Owing to the design of primers, the 

selective reverse transcription of messenger RNAs (mRNA) of interest in DNA-free samples 

was performed with the exogene-specific primers that were previously used for the detection 

of exogenous cDNA sequences. The levels of exogenous BVRA, BACH2, and LUC mRNA are 

expressed relative to the expression of the house-keeping GAPDH. The Cp values of RT-qPCR 

products and melting curves are shown in figure 23. The RT-qPCR-based detection of selected 

mRNAs was performed in technical duplicates. Results of RT-qPCR experiments show that in 

selected cell lines, LUC and BACH2 mRNA levels were approximately 1,000 times lower than 

GAPDH, while BVRA mRNA levels were approximately 1,000,000 times lower. Based on the 

RT-qPCR results it was concluded that stably transfected cells were actively expressing the 

transgene-encoded mRNAs. 
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Figure 23|  Schematic illustration of RT-qPCR experiments                    
Graphs show melting curves of selected products of RT-qPCR experiments in total RNA isolated from 
stably transfected LUC (A), BVRA (B), BACH2 (C), and parental A2 cells. The adjacent tables indicate 
calculated Cp values for each reaction product, including products amplified with GAPDH-specific set 
of primers in samples from each transfected cell line and from Jurkat clone A2 cell line. RT-qPCR 
experiments have been performed in technical duplicates. ND ~ No product.. Cp values in blue ~ 
specific products, in red ~ unspecific products. Melting curves in blue ~ specific products, in red ~ 
unspecific targets detected in A2 cells and in H2O negative controls. 

 

Finally, the effect of the combined treatment with PMA (0.5 ng/m), HA (1.25 μL/mL), 

and DSF (1 μM) on “mini-virus” reactivation was investigated in stably transfected cells 

derived from the parental Jurkat clone A2, in which the presence and expression of selected 

transgenes were previously verified by qPCR and RT-qPCR, respectively. The EGFP 

expression in LUC, BVRA, BACH2, and in the A2 cells was characterized in viable EGFP+ 

population after 24 hours of treatment. The results of 5 independent experiments are shown 

in figure 24. The basal LTR-driven EGFP expression was increased in all transfected cell lines, 

but the highest increase in basal EGFP expression was observed in the BACH2 cell line. The 

expression of EGFP in PMA-stimulated cells was significantly decreased in BVRA cells when 

compared to control LUC cells. The “mini-virus” reactivation was comparable in LUC and 

BACH2 tissue culture samples in these treatment conditions. The highest increase in 

stimulated EGPF expression was observed in BACH2 tissue culture samples treated with the 

combination of PMA, HA, and DSF. In contrast, cells expressing BVRA revealed a reduced 

EGFP expression under these stimulatory settings. Results of these experiments imply that a 

stable expression of BACH2 upregulates while BVRA downregulates the “mini-virus” 

expression in cells stimulated with combination of PMA, HA, and DSF. 
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Figure 24|  Effect of the combined treatment with PMA, HA, and DSF on HIV-1 LTR-driven 
expression of EGFP in stably transfected cell lines.            
The parental Jurkat clone A2 (blue) and stably transfected cell lines LUC (grey), BVRA (green), and 
BACH2 (red) treated with PMA (0.5 ng/mL), HA (1.25 μL/mL), and DSF (1 μM). Graphs represent 
arithmetic means of 5 independent experiments performed in biological duplicates ± SEM (4 in the 
case of A2 cells). (A) Shows basal and stimulated EGFP expression in mock-treated and PMA-treated 
cells, respectively. The PMA treatment has significantly increased the EGFP expression in all treatment 
conditions (**p<0.01). (B) Depicts levels of EGFP expression in samples treated with PMA or with a 
combination of agents in each cell line. The expression of EGFP has been significantly decreased in 
BVRA cells in PMA and PMA + DSF treatments when compared to LUC cells (p*<0.05). (C) Shows 
relative fold-changes in EGFP expression when comparing basal vs stimulated expression of EGFP in 
mock-treated and treated cells, respectively. The fold-change in the EGFP expression has been 
significantly decreased in BACH2 cells in all treatment conditions when compared to A2 (*p< 0.05), 
LUC (**p< 0.01),  or BVRA (*p< 0.05) cells. The EGFP expression fold-change was also significantly 
decreased in PMA + HA treated samples when comparing LUC and BVRA to A2 cells (*p< 0.05). ◆,■,* 
denote p-values (*p < 0.05; **p< 0.01; and ***p< 0.001) when comparing EGFP expression or EGFP fold-
change of PMA-treated specimens to samples treated with a combination of agents in each cell line.  
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6. Discussion 

Latency reversal followed by a subsequent clearance of the reservoir cells, or “shock 

and kill” strategy, today represents one of the actively approaches towards HIV-1 sterilizing 

cure. Previous LRA studies were, however, largely conducted in the in vitro and ex vivo 

platforms (Wei et al., 2014), and their investigation in clinical settings faces several issues, 

such as safety and tolerability profile, transmission risk concerns, and availability of subjects. 

Additionally, to successfully achieve the objective of „shock and kill“ strategy, the effects of 

LRA should be more thoroughly studied not only in common target cells, but also in cellular 

reservoirs that are usually neglected, such as HIV-1 permissive non-lymphoid cells (Kula et 

al., 2019). Latest proof-of-concept clinical trials on cART-adherent patients treated with single 

LRA have independently reported a successful reactivation of latent HIV-1 characterized by 

an increase in cell-associated unspliced (CA-US) HIV-1 RNA in CD4+ T-cells and in some cases 

also in blood plasma. The LRA-induced reactivation of the virus in treated HIV+ patients was 

achieved upon administration of HDACi, like romidepsin (Søgaard et al., 2015), vorinostat 

(Archin et al., 2012),  panobinostat (Rasmussen et al., 2014), and DSF (Elliott et al., 2015; Spivak 

et al., 2014). On the other hand, a pilot clinical study assessing the safety of PKC inducer 

bryostatin-1, administered in two-single doses at 10 or 20 mg/m2, had no effect on latent HIV-

1 transcription. However, its administration in higher therapeutic doses or in combination 

with other drugs might still induce latency reversal (Gutiérrez et al., 2016). While all of these 

trials failed to deliver a desirable decrease in numbers of HIV-1 specific T-cells, it should be 

noted that they were performed in small patient cohorts (5-40 subjects tested), LRAs were 

generally well-tolerated, and their effect on the HIV-1 reservoir size in patients was evaluated 

only during short-term administrations. 

The limited potential of described LRA to reactivate and purge reservoir cells in vivo 

underlines the need for development of more efficient latency-reversing interventions with 

a broader spectrum of effect. Historically, the combined use of mechanistically distinct LRAs 

was mostly analyzed in the in vitro and ex vivo systems (Laird et al., 2015) or in humanized 

BLT mice (Marsden et al., 2017). A synergy between particular classes of LRAs in HIV+ 

patients thus remains to be characterized in future clinical trials. Current literature on the 

“shock and kill” strategy also reveals that this sterilizing HIV-1 cure approach is further 

complicated by the heterogeneity of cellular reservoirs (Kula et al., 2019). Recent studies on 

HIV-1 reactivation patterns among different CD4+ TM cell subsets (Pardons et al., 2019) and in 

between resting CD4+ T-cells isolated from different anatomical compartments (Telwatte et 
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al., 2020) shows that the extent of latent provirus reactivation varies with regard to the 

infected cell type and a class of LRA administered. However, the mechanisms underlying 

these observations are not fully understood. Additionally, novel curative strategies might 

include combinations of various other approaches, such as gene therapy and/or gene editing, 

stem cell transplantation or the “block and lock” strategy (Ahlenstiel* et al., 2020). 

Previous studies of Dr. Melkova’s research group revealed that HA, a human blood 

derived preparation of hemine approved for clinical use, has a unique set of anti-HIV-1 

properties, acting repressively on acute HIV-1 infection and stimulatory on the provirus 

reactivation in latently infected cells. The HIV-1 latency reversal by HA was demonstrated in 

HIV-1 latency model cell lines, including human T-cell lines ACH-2, H12, and A2 clones of 

Jurkat, as well as ex vivo in PBMCs isolated from treated HIV+ patients (Shankaran et al., 2011, 

2017). In addition, the latency-reversing capacity of HA is currently being investigated in a 

pilot clinal study (Melkova et al., unpublished data). In the experimental systems, HA acted 

alone or in synergy with PMA, TNFα, or other agents to reactivate latent HIV-1 provirus 

(Shankaran et al., 2011). Since the degradation of heme leads to a release of pro-oxidative Fe2+ 

(Ryter*, 2021), and the TNFα (Dong et al., 2000; Westendorp et al., 1995)  and oxidative stress 

were shown to activate HIV-1 LTR via redox-sensitive NF-κB axis (Pyo et al., 2008), the effect 

of HA treatment on HIV-1 reactivation was also investigated in the presence of redox 

modulators, iron chelators, and heme degradation products, such as N-acetyl cysteine (NAC) 

or ascorbate, Desferrioxamine (DFO), and bilirubin, CO2, and Fe2+, respectively. When NAC 

or DFO were employed in combination with HA and/or PMA, the stimulatory effects on      

HIV-1 reactivation were inhibited. Based on these experiments it has been suggested that the 

latency-reversing ability of HA may be closely related to free-iron turnover and/or oxidative 

stress (Shankaran et al., 2011, 2017). In light of these findings, HA was proposed as a novel 

candidate LRA.  

The earlier hopes for broad latency-reversing capacity of DSF raised by the successful 

reactivation of HIV-1 in the Bcl-2-immortalized primary CD4+ T-cell model of latent HIV-1 

infection (Xing et al., 2011) and several monocyte-derived cell lines, were diminished when 

DSF failed to reactivate HIV-1 in other models of latent HIV-1 infection of lymphoid origin 

(Doyon et al., 2013; Kula et al., 2019). The disappointment from newly described LRA that was 

already approved for use in humans to treat alcohol dependence, was further entrenched by 

a pilot clinical study, where administration of DSF to HIV+ patients on suppressive cART for 

14 days at a clinically established concentration (500 mg/mL) failed to significantly reduce 

latent reservoir size, although a transient increase in HIV-1 expression was observed (Spivak 
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et al., 2014). A more recent clinical study on DSF, using the same or higher doses of DSF (500, 

1000, and 2000 mg/mL) for 3 consecutive days, revealed that a higher exposure to DSF was 

accompanied by a more robust increase in CA-US HIV-1 RNA in CD4+ T-cells. Levels of 

plasma HIV-1 RNA were found increased exclusively in the 2000 mg/mL dosing group, 31 days 

after the DSF administration (Elliott et al., 2015; Lee et al., 2019). Ex vivo research on patient-

derived PBMCs also indicates that DSF can potentiate the latent HIV-1 expression in resting 

CD4+ T-cells in combination with PKC inducer Bryostatin-1 (Laird et al., 2015). Thus, it is 

possible that DSF may exert stronger latency-reversing effects in combination with other 

mechanistically distinct LRAs, namely with PCK inducers. The authors, investigating the 

mode of action of DSF, have provided the in vitro evidence, suggesting that DSF-mediated 

latency reversal occurs via an NF-κB-dependent mechanism (Doyon et al., 2013). Additionally, 

DSF was recently characterized as a novel inhibitor of BVRA (van Dijk et al., 2017). Since the 

oxidation of BR into BV by free radicals and a subsequent recycling of BV into BR by the action 

of BVRA represents an essential antioxidant mechanism regulating cellular redox 

homeostasis (Jansen et al., 2010; Sedlak et al., 2009), these findings together suggest that the 

effect of DSF on latent HIV-1 reactivation may be tightly associated with the redox state of the 

infected cell. The inhibitory activity of DSF was also addressed in this work. Based on the 

spectrofotometrical analysis of BVRA substrate and catabolite in A3.01 cell lysate treated with 

different doses of DSF, it has been concluded that the enzymatic activity of BVRA is, indeed, 

inhibited in the presence of DSF. The determination of BVRA activity in the presence of DSF 

was further confirmed in the experiments performed by Dr. Melkova, both in the same 

experimental settings and in assays involving a purified BVRA enzyme (data not shown).  

As a logical consequence of the previously described studies and the earlier research 

of Dr. Melkova’s group, this work has been set to examine the latency-reversing capacity of 

HA, DSF, and their combination in unstimulated and PMA-stimulated clone A2 of Jurkat cells. 

Unlike HA, DSF alone did not revert latency of the HIV-1 “mini-virus” in the unstimulated 

cells. The lack of DSF-mediated reactivation of latent HIV-1 in Jurkat cell lines was previously 

addressed by Doyon and colleagues, who have hypothesized that this is due to the absence of 

the endogenous PTEN expression in Jurkat cells (Doyon et al., 2013). Similarly, DSF alone did 

not induce reactivation of latent HIV-1 in untreated ACH-2 cells (Melkova and Shankaran, 

unpublished data). In this work, consistent with previously published results (Shankaran et 

al., 2011), HA increased the expression of the “mini-virus“ in the A2 cells alone and in 

combination with PMA. Of note, DSF synergized with both HA and PMA and stimulated 

reactivation of the “mini-virus”. No increase in LTR-driven expression of EGPF was revealed 
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in the combination treatment with PMA + HA + DSF when compared to treatment with PMA 

+ HA. Inconsistent effects of treatments on EGFP expression in specimens simultaneously 

treated with PMA, HA, and DSF at different concentrations were attributed to experimental 

deviations and fluctuations in cellular redox balance. The relative fold-change of EGFP 

expression in the combination treatment PMA + HA treatment was highest in DSF mock-

treated control (DSF 0 µM) and DSF 5 µM samples. The EGFP expression fold-change in PMA 

+ HA + DSF treated cells was significantly reduced when DSF was administrated at 

concentrations 2.5 µM and 1 µM compared to DSF 0 and DSF 5 µM. The decreased EGFP-

expression fold-change in samples treated with DSF at concentrations 2.5 µM and 1 µM stems 

from the observed inverse dose-dependent effect of DSF on the “mini-virus” reactivation. 

 PMA is a potent LRA, however, its administration to HIV+ patients is clinically 

irrelevant due to its tumorigenic potential (Melkova* et al., 2017). In independent 

experiments using Bcl-2-immortalized primary CD4+ T-cells as a model HIV-1 latency cell 

line, the administration of DSF did not cause undesirable large-scale T-cell activation (Xing et 

al., 2011). HA alone or in combination with PMA did not affect expression of CD69 activation 

marker in A3.01 T-cell line nor in PBMCs ex vivo (Shankaran et al., 2011; Melkova and 

Shankaran, unpublished data). Thus, it would be interesting to investigate the expression of 

T-cell activation markers in A2 cells treated with the combination of HA and DSF or PMA (or 

a clinically relevant PKC inducer) and DSF. When considering the cytotoxicity of individual 

treatment combinations, the combined use of HA and DSF profoundly reduced the viability 

of treated cells. The decrease in cell viability could be probably solely attributable to HA as 

the viability was not reduced in samples treated with DSF only or with PMA + DSF, implying 

that DSF was generally well-tolerated at all selected concentrations. On the other hand, the 

reduction in cell viability was comparable in all HA-treated samples, including the combined 

treatments. In summary, these experiments show that the gene expression uder control of 

HIV-1 LTR is positively regulated by the combined administration of HA and DSF in an HIV-

1 latency model cell line derived from the Jurkat lineage. DSF alone did not increase the LTR-

driven expression of the HIV-1 “mini-virus” in Jurkat clone A2, but it synergized with both HA 

and PMA.  

 Since BVRA (Ahmad et al., 2002; Tudor et al., 2008; Jansen et al., 2010)  and BACH2 are 

directly involved in heme metabolism and redox homeostasis, this work has next aimed to 

investigate phenotype of the A2 cells overexpressing the genes of interest under specific 

treatment conditions. Effects of various treatment conditions, including combinations of HA, 

PMA, or both, on reactivation of the latent HIV-1, were first evaluated in the A2 cells 
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transiently expressing cDNAs for BVRA and BACH2. The HIV-1 “mini-virus” reactivation 

patterns were initially assessed in cells transfected with plasmids containing cDNA of 

respective genes using a low-cost electroporation method described by Chicaybam and 

colleagues (Chicaybam et al., 2013). While the authors of this article reported an efficient gene 

transfer into Jurkat cells, the electroporation method did not reveal reproducible transfection 

rates. Thus, commercially available transfection kit from Lonza was used. Even though the 

cell viability and efficiency of electroporation improved, the results of electroporation 

experiments performed with the transfection kit suggest that the electroporation itself 

(Jakstys et al., 2020), transduction of foreign DNA (Semenova et al., 2019) and its expression 

as well as the subsequent treatment of transfected cells profoundly decreased the viability 

and/or expression of HIV-1 „mini-virus” in samples treated with PMA or PMA + HA. Due to a 

high variation among the individual experiments, it is hard to interpret the effects of BVRA 

and BACH2 expression on the reactivation of the “mini-virus” upon individual treatments and 

combinations. When considering means of the absolute values, there was a slight, albeit 

insignificant, increase in the basal LTR-driven expression of EGFP in the mock-treated cells 

transiently overexpressing BACH2, and a general decrease in the PMA and PMA+HA treated 

cells expressing BVRA or BACH2. On the other hand, when considering data normalized to 

the basal LTR-driven expression of EGFP in the mock-treated cells, there was a visible fold-

increase in EGFP expression observed in PMA + HA-treated cells overexpressing BVRA, while 

there was a fold-decrease in EGFP expression in PMA-treated cells overexpressing BACH2. 

Hovewever, there were relatively big differencies among individual experiments. These 

results thus may stem from deviations introduced by the experimental design rather than 

from the direct effect of BVRA or BACH2 overexpression. Slight variations have been also 

noticed in cell viability, but again, these were statistically insignificant. The conclusions were 

made based on the differences in EGFP expression and viability in tissue culture samples 

transfected with plasmids encoding cDNA for genes of interest and control cells transfected 

with the plasmid encoding cDNA for LUC. The expression of LUC itself should not directly 

affect the regulation of HIV-1 LTR promoter or interfere with canonical endogenous 

processes. To stress some of the other important aspects of this approach, it should be noted 

that in some samples, the cell population gated within the investigated P5 region consisted of 

20-30 cells. Thus, such a low number of cells may not be representative of the observed 

phenotype. Also, whilst the gating on double-positive cell population allowed for 

discrimination of transfected cells, this gating approach operated with a presumption that all 

double-positive cells were co-transfected with pDsRed2-N1 and pcDNA3.1 or pcDNA3 
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plasmids. Treatment of electroporated cells with DSF or its combination with other agents 

was not included in these experiments, because of the low numbers of live cells in the tissue 

cultures 24 hours after the electroporation.  

Due to the mentioned limitations of the transient transfection approaches used, the 

effect of various treatment combinations on the “mini-virus” reactivation in cells 

overexpressing BVRA and BACH2 were finally addressed in stably transfected cell lines. 

Polyclonal cell lines overexpressing genes of interest, derived from the parental Jurkat clone 

A2, were established by a positive selection of cells expressing the plasmid-encoded gene for 

Neomycin resistance under the selective pressure of G418. As demonstrated in the results of 

antibiotic kill curve assays, the originally selected concentration of G418 (e.g. 1.6 mg/mL) for 

the positive selection of transfected cells was too stringent for the subsequent culture of the 

positive clones. Consequently, the concentration of G418 in culture medium was reduced to 

1 mg/mL to maintain the selection pressure and to promote the growth of transfected cells. 

The presence and expression of transgenes in the resulting cell lines were validated in qPCR 

and RT-qPCR experiments, respectively, using an exogene-specific set of primers. The growth 

of tissue cultures expressing transgenes for LUC, BVRA, and BACH2 and the parental Jurkat 

clone A2 was determined in growth curve assays. The growth rate of stably transfected cell 

lines was comparable to the Jurkat clone A2 cell line in the case of BVRA and LUC transfected 

tissue cultures. The growth of cells expressing BACH2 transgene was slightly decreased. The 

observed decrease in BACH2 cell line growth was very mild and could stem from 

experimental deviations 

The transgene copy number per cell was characterized based on the ΔCp between 

qPCR products amplified with exogene- and GAPDH-specific sets of primers. Using this 

approach, it was estimated that the transgenes encoding LUC and BACH2 were present in the 

corresponding cell lines in numbers as the endogenous GAPDH target, which was reported 

to be present in the human genome in a single copy (Ercolanis et al., 1988). Unexpectedly, the 

detection of the qPCR product of BVRA transgene was delayed by approximately 10 cycles 

when compared to the reference endogene, suggesting that the transgene for BVRA was not 

present in each cell at the time of sample collection. This result could possibly stem from the 

ongoing adaptation and the selection processes induced by the initially excessive production 

of BVRA and it could also affect the results of the experiments performed with this cell line.  

In RT-qPCR experiments, it has been demonstrated that, even at a lower rate than a 

GAPDH endogene, transgenes were actively expressed from the Cytomegalovirus (CMV) 

promoter included in the plasmid. The quantification of the transgene mRNA levels was 
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performed relatively to the levels of the endogenous GAPDH mRNA. The results of RT-qPCR 

experiments show that the levels of transgene mRNAs were much lower than the levels of the 

house-keeping GAPDH mRNA. Consistent with the results of qPCR experiments, levels of LUC 

and BACH2 mRNAs were similar, whilst the BVRA mRNA in corresponding tissue culture was 

evidently lower. The observed discrepancies in the detection threshold values for GAPDH 

mRNA among samples from different tissue cultures were attributed to the different RNA 

input (concentrations ranging from 90 to 130 ng/µL) and could have been also caused by low 

volume pipetting errors in the RT-qPCR working protocol. It should be stressed here that the 

results are rather qualitative than quantitative - qPCR and RT-qPCR experiments were 

performed in technical duplicates, they were not repeated in independent experiments, and 

they did not include calibration curves. Also, although the expression of transgenes was 

validated in RT-qPCR experiments, the actual overexpression of BVRA and BACH2 on the 

protein level was not characterized. Notwithstanding, since phenotypic differences among 

transfected groups in individual treatment experiments were consistent, the phenotype 

observed in treated, stably transfected tissue cultures was attributed directly to the combined 

effect of treatment and transgene expression. The western blot analyses of proteins of 

interest were originally outlined as a part of this work, however, they were not performed 

due to time limitations. 

The degree of “mini-virus” reactivation in transfected cells stably expressing 

transgenes of interest was evaluated 24 hours after treatment with PMA or combined 

treatment with DSF + PMA, HA + PMA, and DSF + HA + PMA. In accordance with the original 

hypothesis, it has been demonstrated that overexpression of BVRA decreased the expression 

of EGFP from the canonical HIV-1 LTR promoter. A significant decrease in EGFP expression 

compared to control LUC transfected cells was found only in samples stimulated with PMA 

or PMA + HA, but the decreasing trend on the EGFP expression was also seen in PMA + HA + 

DSF treated samples. It could be reasoned that the observed decrease in the stimulated        

HIV-1 “mini-virus” reactivation in BVRA overexpressing cells was mediated directly by its 

antioxidative properties, as it has been previously shown that PMA or PMA + HA stimulated 

reactivation of the “mini-virus” can be weakened by concomitant administration of the 

antioxidant NAC (Shankaran et al., 2011). Besides, BVRA is reportedly a TF that binds to the 

AP-1 binding site in response to oxidative stress, activating the expression of HO-1 (Ahmad et 

al., 2002). Hence, if the reactivation of the “mini-virus” upon treatment was truly caused by a 

shift in cell redox balance, the effect of BVRA overexpression could have been also exerted 

indirectly. Moreover, because the AP-1 site is located within the HIV-1 LTR promoter region 
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and the AP-1 protein was shown to coordinate the expression of latent HIV-1 together with 

NF-kB  (Hokello et al., 2021), it would be interesting to examine, whether BVRA binds to the 

HIV-1 promoter itself. As follows from RT-qPCR experiments, the expression of BVRA 

transgene was decreased relative to the expression of transgenes in LUC and BACH2 

transfected tissue cultures. Thus, the observed decrease in LTR-driven expression of EGFP 

may be underrated.  

On the other hand, the treatment of cells overexpressing BACH2 with the combination 

of PMA + HA + DSF apparently induced a higher reactivation of the “mini-virus” when 

compared to LUC expressing cells. Strikingly, the combined administration of PMA + HA + 

DSF significantly increased the EGFP expression in all stably transfected cell lines and in A2 

cells when compared to PMA + HA treated specimens in each cell line. The synergism 

between these three compounds was not observed in the earlier treatment experiments 

performed on the parental A2 cells with increasing DSF concentrations. Contrarily to BVRA, 

BACH2 was previously described as a negative regulator of HO-1 promoter  (Watanabe-Matsui 

et al., 2011) and a driver of cellular apoptosis during the oxidative stress (Muto et al., 2002). 

Therefore, it seems reasonable to assume that the EGFP expression from the HIV-1 promotor 

was potentiated as a result of the increased oxidative challenge caused by the combined effect 

of treatment and stable expression of BACH2. 

Regarding the mode of action of BACH2, it was initially hypothesized that BACH2 

might upregulate the expression of the “mini-virus” through the modulations of the cellular 

redox milieu or possibly downregulate it through its putative binding to HIV-1 LTR. Using the 

transient expression, the cells were not adapted to the effects of BACH2, but the two different 

electroporation conditions yielded inconsistent results. On the othe hand, use of constitutive, 

stable expression led to the adaptation of the cells to BACH2 overexpression, resulting in the 

modification of EGFP expression levels. Unlike in the unstimulated LUC and BVRA cells, the 

basal EGFP expression was significantly increased in BACH2 cells, possibly due to an 

increased redox stress. Consequently, fold-increases in EGFP expression upon individual 

treatments were severely reduced, possibly suggesting BACH2-mediated inhibitory effects on 

the induced HIV-1 expression.  

DSF + PMA treatment did not cause any  significant changes in EGFP expression in 

BVRA or BACH2 cells when compared to LUC control. Since DSF did not affect the expression 

of “mini-virus” in A2 cells probably due to the unavailability of PTEN (Doyon et al., 2013), its 

latency-reversing ability in the context of BVRA and BACH2 overexpression should be 

investigated in tissue cultures of different cellular origin. Moreover, the activity of BACH2 is 
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directly regulated by heme binding (Watanabe-Matsui et al., 2015) and BVRA is a nuclear 

transporter of heme (Tudor et al., 2008), thus their role in HIV-1 reactivation should be also 

examined in an experimental system overexpressing both proteins.   

While these and previous findings strongly suggest that the effect of selected 

treatments is mediated via fluctuations in the fine-tuned cell redox balance, this work was 

unable to thoroughly investigate the production of ROS in the generated stably transfected 

cell lines overexpressing genes of interest. Nevertheless, preliminary experiments using 2′,7′-

Dichlorofluorescin diacetate as a cell membrane-permeable ROS probe have revealed that 

production of ROS in stably transfected cell lines is, indeed, variable. A more in-depth 

analysis of ROS production in these cell lines will be addresed in the future. 

To summarize, this work provides the very first in vitro evidence for the synergistic 

effect of DSF and HA, both FDA-approved substances for use in humans, on latent HIV-1  

reactivation in the model A2 clone of Jurkat cells. Moreover, it has examined the role of the 

major enzyme of heme metabolism, BVRA (Kravets et al., 2004; Tenhunen et al., 1969), and of 

the heme-regulated transcription factor crucial for B- and T-cells differentiation and 

maturation, BACH2 (Tsukumo et al., 2013; Watanabe-Matsui et al., 2011), in A2 cells and A2-

derived cells overexpressing genes of interest in multiple experimental systems. The effect 

of BVRA and BACH2 overexpression was investigated in both unstimulated cells and cells 

stimulated with DSF, HA, and PMA or their combinations. While the mechanisms behind the 

effects of DSF and HA on HIV-1 reactivation remain examined and characterized, the 

combined administration of these drugs should be considered in future clinical trials.   
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7. Conclusion 

Aims of this thesis were to examine the role of BVRA and BACH2 genes products in 

the in vitro model of HIV-1 latency and to evaluate the effects of DSF, HA, and PMA or their 

combinations on HIV-1 reactivation. This work has demonstrated: 

• Inhibition of BVRA catalytic activity by DSF in the cell lysate of A3.01 cells 

 

• Synergism between DSF, HA, and PMA on expression of the HIV-1 “mini-virus” 

from the canonical HIV-1 promoter in a model of  HIV-1 latency, A2 clone of 

Jurkat cells 

 

• Inverse dose-dependency of DSF at selected concentration on the HIV-1 

reactivation in A2 clone of Jurkat cells when administered in combination with 

HA or PMA 

 

• Antagonistic effect of BVRA and BACH2 overexpression on the reactivation of       

HIV-1 in stably transfected cells derived from A2 clone of Jurkat cells 
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