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Abstract: We explore the structure of the cycle space of the graphs — most notably
questions about nowhere-zero flows and cycle double covers. We touch several
facets of this field. First we show that there are edge 2-connected graphs which
distinguish Z2- and Z,-connectivity (group connectivity which is a strengthening
of nowhere-zero flows).

Then we examine a conjecture of Matt DeVos which asserts existence of group
flows given existence of a graph homomorphism between suitable Cayley graphs.
We introduce a strengthening of this conjecture called strong homomorphism
property (SHP for short) which allows splitting vertices (and hence a reduction
to cubic graphs). We conjecture that SHP holds for every graph and the smallest
group in which the graph has a nowhere-zero flow and we prove that both SHP
and the original conjecture imply existence of cycle double covers with few cycles.

The question we discuss the most is counting objects on graphs — especially count-
ing circuit double covers. We shows an almost exponential lower bound for graphs
on surfaces with nice embeddings and we also show that this bound does not ap-
ply to Flower snarks. Then we shows quite precise bound for flower snarks and
we also improve the lower bound for planar graphs to an exponential one. Along
the way we build a framework for counting objects called linear representations
which might be of independent interest. We conclude with description of voltage
graphs and how to use them to find a new infinite family of snarks.
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Introduction

The main topic of this thesis is the structure of the cycle space of the graphs —
most notably questions about nowhere-zero flows and cycle double covers. We
explore structural questions about graphs and they have a strong ties to algebra.

In the first chapter we present the basic notions together with a brief overview
of the area. Chapter 2 explores group connectivity which is a strengthening of
nowhere-zero flows. It is based on paper Husek et al. [2019]. Tts main result is
Theorem 2.2 which states that there are edge 2-connected graphs which distin-
guish Z2- and Z,-connectivity. This work was later extended by Han et al. [2020]
to edge 3-connected graphs (Theorem 2.13).

Chapter 3 is based on paper Husek and Samal [2020] and it examines a con-
jecture of Matt DeVos which asserts existence of group flows given existence of a
graph homomorphism between suitable Cayley graphs (Conjecture 3.4). We in-
troduce a strengthening of this conjecture called strong homomorphism property
(SHP for short) which allows splitting vertices (and hence a reduction to cubic
graphs). We show that SHP holds for groups of size at most four (Theorem 3.17)
and we show a graph for which it does not hold for Z; (Figure 3.1). But this
graph is not a snark so we conjecture that SHP holds for every graph and the
smallest group in which the graph has a nowhere-zero flow (Conjecture 3.12).
We conclude the chapter with a proof that both SHP and the original conjecture
imply existence of cycle double covers with few cycles (Corollary 3.19).

The next three chapters dive into the topic of counting objects on graphs — in
particular counting circuit double covers. A very brief summary of these chapters
was presented at EuroComb 2021 as Husek and Samal [2021]; the full paper is
being prepared. Chapter 4 provides an introduction into the topic and shows
an almost exponential lower bound for graphs on surfaces with nice embeddings
(Corollary 4.14). Chapter 6 dives deeper and shows quite precise bound for flower
snarks (Theorem 6.8) for which the lower bound from the previous chapter does
not apply. We also improve the lower bound for planar graphs to an exponential
one (Theorem 6.14).

Chapter 5 builds a formal framework for counting objects on graphs using
linear algebra which we call linear representations. Aside from the necessary def-
initions it presents a notion of the best representation (Theorem 5.18). We prove
that the best representation is unique up to isomorphism (Observation 5.23).
Corollary 5.28 shows a way to test whether a representation is the best one. This
framework is used throughout Chapter 6 and also in Chapter 7.

The last chapter (Chapter 7) describes an interesting way to find new graphs.
The method is called voltage graphs. We describe the method, our implementa-
tion of it and present a new infinite family of snarks obtained by it. Our research
presented in this chapter is not finished yet although the preliminary results look
very promising. Because of that it was not published yet.






1. Preliminaries and History

We start with a short review of the field of group flows and circuit double covers.
This chapter is mostly based on the folklore knowledge and Zhang’s books [1997,
2012]. We assume a basic knowledge of the graph theory — if needed see, e.g.,
Diestel [2017] or any other textbook on this topic. Presented observation are
usually a folklore knowledge with simple proofs and as such they are not cited.

1.1 Basic Definitions

Let us start with some basic definitions as some of them use different names
then it is common in the other areas of the graph theory and some need slight
modifications to work reasonably in the context of counting objects. The probably
most notable difference is using the word “cycle” for graphs with degrees of all
vertices even and “circuit” for a graph isomorphic to some C} which has roots in
matroid theory.!

Definition 1.1 (Circuit and Cycle). Let G' be a graph. A subgraph H of G is
a circuit if it is isomorphic to Cy for some k. A cycle is union of edge-disjoint
clrcuits.

Equivalently a circuit is a 2-regular connected graphs and a cycle is a graph
with degrees of all vertices even. We also need some measure of connectedness
of a graph. The usual measure is vertex or edge connectivity. It is not good
enough for us because a cubic graph cannot have connectivity more than three
and we are mainly interested in cubic graphs. We can require that the only cuts
of size three are the ones around vertices. This leads to a refinement of the edge
connectivity called cyclic edge connectivity.

Definition 1.2 (Cyclic Connectivity). A graph is cyclically k-edge-connected if
every edge cut such that at least two of the resulting components contain a circuit
has size at least k.

We sometimes omit the word “edge” as we do not use vertex connectivity.
Obviously k-connectivity implies cyclic k-connectivity. On the other hand there
are cubic graphs with arbitrarily large cyclic connectivity. A simple upper bound
on the cyclic connectivity is the girth of the graph (i.e., the length of its shortest
circuit).? It is easy to see that if G is cubic and cyclically 4-edge-connected
then the only 3-cuts it contains are the trivial ones (i.e., around vertices). The
following observation shows that the cyclic connectivity behaves almost like the
normal connectivity:

Observation 1.3. Let G be a cyclically 4-edge-connected cubic graph. Let G' be
a graph created from G by removing two non-adjacent edges. Then G’ is 2-edge-
connected.

LA circuit in a matroid is a minimal dependent set and in the case of graphical matroid it
corresponds to a subgraph isomorphic to Cy, for some k. For more details see, e.g., Oxley [2006].

2We just take the cut around the given circuit. This works always except a few small
exceptions — namely K4, K33 and three parallel edges for cubic graphs — which do not have
two disjoint circuits and hence they do not have a well defined cyclic connectivity.



Proof. Because G is cyclically 4-edge-connected it is also 3-edge-connected (any
cut smaller than three in a cubic graph is non-trivial). Hence G’ is connected. It
remains to show that it is bridgeless.

We proceed by contradiction. Let b be a bridge of G’ and e and f the two edges
removed from G. Because b is a cut in G’, the set C' = {b,e, f} is a 3-cut in G.
The graph G is cyclically 4-edge-connected so C' must be a trivial cut (i.e., edges
around one vertex). This is a contradiction with e and f being non-adjacent. [J

The first objects we want to study are double covers:

Definition 1.4 (Double Cover). Let G be a graph. A multiset of circuts (cycles,
respectively) C is a circuit (cycle, respectively) double cover if every edge of G is
contained in ezxactly two elements of C. It is a k-cycle double cover if |C| < k.
We forbid double covers to contain the empty cycles. We denote v(G) the number
of circuit double covers of the graph G.

This definition also deserves a little bit of explanation. Double cover is usually
defined as a family {C;},.; not a multiset. This is equivalent for the existential
questions but not for counting. Even if we fix I to be integers one up to some
suitable k£ —i.e., make the family a k-tuple — we can still create new double covers
by permuting the elements of this tuple.

The difference is not too big (at most the multiplicative factor k!) for k-cycle
double covers if k is fixed but it is crucial for circuit double covers as the number of
circuits usually grows with the size of the graph. The exclusion of empty cycles is
required to prevent generation infinitely many double covers by repeatedly adding
the empty cycle again and again.

The other structure we are interested in are group flows. They are similar to
the well-known flows in networks but there is no source and sink and instead of
real numbers we use a general abelian® group.

Definition 1.5 (Group Flow). Let G = (V, E) be a directed graph and let " be
an abelian group. A flow in G is a function ¢: E — T such that

doowle)= > ole)

e€ét(v) e€d—(v)

for every vertex v € V where §~(v) (0% (v), respectively) is set of all edges going
out of (into, respectively) vertex v. We say a flow is nowhere-zero if it does not
use value 0 at any edge.

Although this definition is usually used with finite groups, there is one inter-
esting case of an infinite group:

Definition 1.6 (Integer Flow). Let G = (V, E) be a directed graph. A Z-flow ¢
is a k-flow if |p(e)| < k for all edges e € E.

The inequality in the definition is strict so that Theorem 1.30 of Tutte can
be stated without annoying +1. We also recall a useful theorem about disjoint
spanning trees. It is a trivial consequence of Nash-Williams theorem which was
independently proven by Tutte [1961] and Nash-Williams [1961].

3We require the group to be abelian because there is no predefined order of the edges around
each vertex. There exists a non-abelian version which works with graphs on orientable surfaces.
For details see, e.g., DeVos [2000] or Goodall et al. [2018].
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Theorem 1.7. Let G be a 2k-edge-connected graph. Then G has k disjoint
spanning trees.

Corollary 1.8. Let G be a 3-edge-connected graph. Then G has three spanning
trees such that every edge is in at most two of them.

1.2 Snarks

As we will see in the following sections, most of the conjectures about double
covers and group flows can be reduced to cubic graphs. Moreover they do not
hold for graphs with bridges for trivial reasons and they usually do hold for
cubic graphs which are 3-edge-colorable for reasons only slightly less trivial. This
motivates the definition of snarks as the hard cases:

Definition 1.9 (Snark). A bridgeless cubic graph is a snark if it is not 3-edge-
colorable.

Figure 1.1: The Petersen graph

Also in many cases, it can be shown that the hypothetical minimal counterex-
ample does not contain an edge cut of size two nor three. Hence some authors
also require cyclic 4-edge-connectivity or girth at least five to exclude more trivial
cases. Both of these requirements prevent generating new snarks by expanding
vertices into triangles. The name “snarks” was first used by Gardner [1976] and
it is a reference to the poem “The Hunting of the Snark” by Lewis Carroll.

P D

Figure 1.2: BlanusSa snarks

The smallest snark is the famous Petersen graph (Figure 1.1, constructed by
Petersen [1898] as the smallest not 3-edge-colorable graph) which has 10 vertices.
It is cyclically 4-edge-connected and it has girth five. There is also a conjecture
due to Tutte that every snark contains a subdivision of the Petersen graph (note
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Table 1.3: The number of snarks of given sizes

Vertices Girth >4 Girth > 5

10 1 1
18 2 2
20 6 6
22 31 20
24 155 38
26 1,297 280
28 12,517 2,900
30 139,854 28,399

32 1,764,950 293,059
34 25,286,953 3,833,587
36 404,899,916 60,167,732

that for cubic graphs subdivisions and minors are the same). This conjecture is
resolved positively by Theorem 1.41 but its proof is still not fully published.

Conjecture 1.10 (Tutte [1967]). Every snark contains a subdivision of the Pe-
tersen graph.

The next snarks with girth at least four are two Blanusa snarks both on 18
vertices (Figure 1.2, Blanusa [1946]). They can be obtained as a dot product
(Definition 1.16 below) of two copies of the Petersen graph. There are two of
them because up to isomorphism there are only two ways how to choose non-
adjacent edges in the Petersen graph.

Then there are cyclically 4-connected snarks of every even size starting with
20 (Corollary 1.18). All the small snarks with girth at least four were enumerated
by Brinkmann et al. [2013]. Their numbers are shown in Table 1.3 and they are
available at https://hog.grinvin.org. A family of snarks which will be of
particular interest are Flower snarks (defined by Isaacs [1975], for small examples
see Figure 1.4):

Definition 1.11 (Flower Snarks). Flower snark Ji, can be constructed in the
following way:

1. Start with cycle Cy.

2. To each vertex of the cycle attach a copy of K 3 by identifying the vertex of
the cycle and one of the degree-one vertices of K 3. Denote the remaining
degree-one vertices of Ki 3 v; and w;.

3. Add 2k edges to create cycle vy, vs, ..., U, Wi, W, . .., W.

Obviously J is a bridgeless cubic graph with 4k vertices and 6k edges. It is
easy to see that J3 is the Petersen graph with one vertex replaced by a triangle.
Because it contains a triangle it is not considered to be a snark by the most
definitions (but it is for us). It is also known as Tietze’s graph due to Tietze
[1910] who constructed it to show that a graph embedded into Mo6bius strip may
require six colors to color its faces. Flower “snarks” J; for even k are 3-edge-
colorable hence not snarks. For odd k& > 5 they are indeed snarks:

8
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Figure 1.5: 2-sum

Theorem 1.12 (Isaacs [1975]). Flower snarks Jy, for odd k > 5 are snarks, Js
has cyclic connectivity 5 and the others have cyclic connectivity 6.

We present a few ways to construct snarks from smaller snarks. The simplest
constructions are a 2-sum (this operation was first described by Kochol [2002]
and he used it reduce 3-flow conjecture to 5-edge-connected case) and a 3-sum
but they create small cuts.

Definition 1.13 (2-sum, Kochol [2002]). Let G and H be bridgeless cubic graphs.
Let wv € E(G) and xy € E(H) be two of their edges. Then the 2-sum of G and
H is the following graph (see Figure 1.5):

(G —uwv) W (H — zy) + {uzx,vy}.
Definition 1.14 (3-sum). Let G and H be bridgeless cubic graphs. Let u € V(G)
and v € V(H) be two of their vertices. Let uy,us,us be the neighbors of u and
U1, U9, U3 be the neighbors of v. Then the 3-sum of G and H is the following graph
(see Figure 1.6):

(G - U) ) (H - U) + {U1U1, UgV9, u3v3} .

Figure 1.6: 3-sum




(2 ©—0

Figure 1.7: Dot product

Observation 1.15. Let G and G2 be bridgeless cubic graphs and G their 2-sum
or 3-sum. If at least one of G and G5 is a snark then G is a snark.

Proof. Using Observation 1.37, we can work with nowhere-zero Z3-flows instead
of 3-edge-colorings. Hence we can just contract the other part of G (and suppress
the new vertex of degree two in the case of 2-cut) and get nowhere-zero Z2-flow
on the remaining part which is a contradiction with it being a snark. O]

A better construction which can create cyclically 4-connected graphs is the
dot product. The dot product was introduced independently by Adelson-Velskij
and Titov [1974] and Isaacs [1975]:

Definition 1.16 (Dot Product). Let G and H be cubic graphs. Let e be an edge
of G, u,v the neighbours of one end of e and x,y the neighbours of the other end
of e. Let ab and cd be edges of H. The graph G - H is created from the disjoint
union of G and H by deleting edges ab, cd, deleting edge e with its endpoints and
adding edges au, bv, cx and dy (see Figure 1.7).

Theorem 1.17 (Isaacs [1975]). Let G and H be snarks. Then G - H is also a
snark. If both G and H are cyclically 4-edge-connected and if the vertices a,b, ¢, d
are all different, then G - H 1is also cyclically 4-edge-connected.

By taking a few small snarks (e.g., found by Brinkmann et al. [2013]) and doing
dot product with the Petersen graph repeatedly, we get the following corollary:

Corollary 1.18. For every even n > 20 there exists a cyclically 4-connected
snark with n vertices.

The last construction we describe was introduced by Kochol [1996a,b] and it is
called a superposition. Its advantage is that it can be used to construct cyclically
5 or 6-connected snarks. The basic idea is to take a snark and replace each vertex
and edge with some other graph. For this we need a definition of a pole.

Definition 1.19 (Supervertex and Superedge). A (ki, ks, ..., k;)-pole, denoted
M(V,E,Sy,...,Sk), is a graph with degrees 8 and 1 such that Si,...,Sk is a
partition of the edges incident with the degree 1 vertices and |S;| = k; for all i.
FEach S; is called a connector.

A (k1, ko, k3)-pole is called a supervertex and a (ki, ks)-pole is called a su-
peredge. A superedge M(V, E, Sy, Ss) is proper if Y .cq, ¢(e) # 0 for every 5-
edge-coloring ¢ : E — 73\ {0}.
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Figure 1.8: An example of a superposition

Definition 1.20 (Superposition). Let G be a cubic graph, ¥V = {X, : v € V(G)}
be a set of supervertices, & = {F.:e € E(G)} be a set of superedges and w :
V(G) x BE(G) — {1,2,3} and € : V(G) x E(G) — {1,2} be maps which map
vertez-edge incidences to connectors. Then their superposition is a graph H ob-
tained by replacing vertices of G by X,, edges of G by F,, identifying the degree 1
vertices of the connector w(v, e) with vertices of (v, e) and suppressing the created
vertices of degree 2 (for an example see Figure 1.8).

Theorem 1.21 (Kochol [1996b]). Let G be a graph created by a superposition
from graph H. If H is a snark and all the used superedges are proper then G is
a snark.

We also note that it is possible to construct snarks by a technique called
voltage graphs. But this technique by itself does not guarantee that the result
is a snark. More details about voltage graphs can be found in Chapter 7. We
conclude this section with a few results about snarks with high cyclic connectivity.

Theorem 1.22 (Kochol [1996a]). There is an infinite family of cyclically 6-edge-
connected snarks.

Theorem 1.23 (Kochol [1996b]). For every fized k € N there is an infinite family
of cyclically 5-edge-connected snarks with girth > k.

On the other hand every cubic graph with a Hamiltonian cycle is 3-edge-
colorable and there is a conjecture that every sufficiently connected cubic graph
is Hamiltonian. The Coxeter graph [Coxeter, 1983] shows that k& must be at least
8 and there is no known graph showing that & > 8.

Conjecture 1.24 (Thomassen [1996]). There exists k € N such that every cycli-
cally k-connected cubic graph is Hamiltonian.

1.3 Flows

Throughout this section G is a directed graph (but the edge orientation does
not matter) and I' is an abelian group unless noted otherwise. We start with
an equivalent alternative definition of the group flows which uses surpluses at
vertices:

11



Definition 1.25 (Surplus). Let ¢ : E(G) — ' be any mapping. We define
surplus of ¢ for all vertices v € V(G):

dp(v) = > wle)— > wle).

ecdt(v) e€d— (v)

Observation 1.26 (Equivalent Definition of I-flow). A mapping ¢ : E(G) — T’
is a I'-flow if and only if dp = 0.

Proof. Obvious. m
Observation 1.27. For every mapping ¢ : E(G) — T' it holds

> dp(v) =0.

veV(G)

Proof. Every edge e contributes ¢(e) to surplus of one of its endpoints and —¢(e)
to the other one. Hence its overall contribution is zero. O

Observation 1.28. Let T be a spanning tree of G. Then every mapping o :
E(G)\ E(T) — T can be extended into a flow E(G) — I.

Proof. Choose an arbitrary root of the spanning tree. Work from the leaves up
to the root and always assign the edge such a value to make surplus of its lower
vertex zero. This makes it a flow in all vertices but the root. But the surplus of
the root is also zero as the sum of all surpluses is zero. O

Tutte [1954] started the study of nowhere-zero flows by observing, that a
plane digraph G has a nowhere-zero flow in Z, if and only if its plane dual G* is
k-vertex-colorable (we do not consider orientation of the edges for the coloring).
He also showed several nice properties of the group flows — namely their existence
depends only on the size of the group and not on its structure and also their
existence is monotone in the size of the group.

Theorem 1.29 (Tutte [1954]). Let ' be an abelian group with k elements. Then
a directed graph has a nowhere-zero I'-flow if and only if it has a nowhere-zero
Zy.-flow.

Theorem 1.30 (Tutte [1954]). Then a directed graph has a nowhere-zero Zy.-flow
if and only if it has a nowhere-zero k-flow.

Now we start examining the group flows for small groups. Obviously a graph
has nowhere-zero 1-flow only if it does not have any edges. To have a nowhere-
zero 2-flow, all degrees of the vertices must be even so the graph must be a cycle.
The situation is much more interesting for 3-flows:

Observation 1.31. A cubic graph has a nowhere-zero Zs-flow if and only if it is
bipartite.

Proof. The if part first. We orient the edges from one partition to the other and
assign one to all of them. This is a valid nowhere-zero Zs-flow. For the only-if
part see that we can change directions of the edge so the flow on all of them is
one. But then each vertex is either a source or a sink (i.e., all the incident edges
are oriented out of the given vertex or all the edges are oriented into it). So
sources are one partition and sinks the other one. O

12



Conjecture 1.32 (Tutte [1954]). Every 4-edge-connected graph has a nowhere-
zero 3-flow.

The 3-flow conjecture is a strengthening of Grotzsch’s theorem which is by
duality equivalent to an assertion that every 4-edge-connected planar graph has
a nowhere-zero 3-flow.

Theorem 1.33 (Grotzsch [1959]). Every planar triangle-free graph is 3-vertex-
colorable.

A weaker version which asked if k-connectivity for some fixed k is enough to
ensure existence of a nowhere-zero 3-flow was proposed by Jaeger [1979]. This

version was solved by Thomassen and further improved by Lovasz, Thomassen,
Wu and Zhang.

Theorem 1.34 (Thomassen [2012]). Every 8-edge-connected graph has a no-
where-zero 3-flow.

Theorem 1.35 (Lovasz et al. [2013]). Ewvery 6-edge-connected graph has a
nowhere-zero 3-flow.

It is also known that the conjecture is true if we replace 3-flow with a 4-flow:
Observation 1.36. Fvery j-edge-connected graph has a nowhere-zero 4-flow.

Proof. Because G is 4-edge-connected, it has two disjoint spanning trees 77 and 75
due to Theorem 1.7. Hence we can construct a nowhere-zero Z3-flow ¢ by setting
@ to 1 in the first coordinate for all edges except 77 and to 1 in second coordinate
out of T5. Due to Observation 1.28 this partial mapping can be extended to a
flow. m

One of important properties of 4-flows is that for cubic graphs their existence
is equivalent to 3-colorings:

Observation 1.37. A cubic graph has nowhere-zero Za-flow if and only if it is
3-edge-colorable.

Proof. There are three non-zero values in Z2 — namely (1,0), (0,1) and (1,1). The
equation a+b+c = 0 is satisfied in Z3 if and only if {a, b, ¢} = {(1,0), (0, 1), (1,1)}.
Hence we can use any bijection from colors to {(1,0),(0,1),(1,1)} to obtain a
nowhere-zero Z3-flow from a 3-coloring and vice versa a nowhere-zero Z2-flow is
a 3-coloring. O

This immediately gives very simple proofs of the known facts that a cubic
graph with a bridge is not 3-colorable and that edges of a 2-cut must have the
same color. Both due to the fact that flow on every cut is zero. So a large class
of cubic graphs has nowhere-zero 4-flow but other do not. Specially the Petersen
graph does not as it is not 3-colorable.

Corollary 1.38. The Petersen graph has no nowhere-zero Zy-flow.

This motivates the next Tutte’s conjecture:

13



Conjecture 1.39 (Tutte [1954]). Every bridgeless graph without the Petersen
minor has nowhere-zero 4-flow.

The 4-flow conjecture cannot be reduced to cubic graphs. At least not by the
usual vertex splitting lemma because it can introduce new minors:

Observation 1.40 (Vertex Splitting Lemma, Fleischner [1992]). Let G be a 2-
edge-connected graph and let v be its vertex of degree at least 4. Let uv, wyv and
wav be three edges incident with v. Then at least one of graphs G —uv —w v+ uw;
and G — uv — wov + uwsq s 2-edge-connected.

But it can be viewed as a generalization of the Four color theorem [Appel
and Haken, 1977, Appel et al.,, 1977]. The Four color theorem is equivalent
to a statement that every bridgeless cubic planar graph has nowhere-zero 4-flow
(shown by Tait [1880]). Hence even the restriction of the 4-flow conjecture to cubic
graphs is a strengthening of the Four color theorem. Thomas [1999] announced
that he together with Neil Robertson, Daniel P. Sanders and Paul Seymour solved
this restricted version but the proof is still not fully published today (2021).

Theorem 1.41 (Thomas [1999], proof not yet fully published). Every bridgeless
cubic graph without the Petersen minor has nowhere-zero 4-flow.

We finish with 5-flows. The existence of a nowhere zero 5-flow is probably the
biggest open question in this area:

Conjecture 1.42 (Tutte [1954)). Every bridgeless graph has a nowhere-zero 5-
flow.

This conjecture can easily be reduced to cubic graphs and hence to snarks.
There first step towards this conjecture was made by Jaeger:

Theorem 1.43 (Jacger [1979]). Every bridgeless graph has a nowhere-zero 8-
flow.

The proof constructs a Z3-flow using the fact that every 3-connected graph has
three spanning trees such that every edge is in at most two of them (Corollary 1.8).
Seymour improved the bound to 6 by constructing a Zs x Zs-flow. To do this he
found a family of circuits whose contraction makes the graph “connected” enough
to have a 3-flow.

Theorem 1.44 (Seymour [1981]). Every bridgeless graph has a nowhere-zero
6-flow.

Note that there is no direct proof of existence of a nowhere-zero 7-flow as
all the proofs depend on constructing the final flow from several flows in smaller
groups. This is also one of the reasons why the 5-flow conjecture still resists
solving. But there are some facts we know about the hypothetical minimal coun-
terexample to the 5-flow conjecture:

1. It is a snark.

2. Tt is cyclically 6-edge-connected [[Kochol, 2004].
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3. It has girth at least 12.*

There is also a strengthening of nowhere-zero flows called group connectivity.
It was introduced by Jacger et al. [1992] and we explore more it in Chapter 2.

1.4 Double Covers

The main open question in this area is the following conjecture due to Szekeres
[1973], independently Seymour [1979] and in slightly modified but equivalent
version by Itai and Rodeh [1978]:

Conjecture 1.45 (Circuit Double Conjecture, Szekeres [1973]). FEvery bridgeless
graph has a circuit double cover.

Like the 5-flow conjecture, this and other conjectures about double covers can
easily be reduced to cubic graphs and snarks. We say that a double cover is
orientable if it is possible to assign a direction to each of its circuits such that
every edge is covered once with the same direction and once with the opposite
direction. This leads to a natural strengthening of the CDC® conjecture:

Conjecture 1.46 (Oriented CDC). Every graph has an orientable cycle double
cover.

There is a tight relationship between double covers with a few cycles and
group flows. Note that being a cycle is equivalent to having a 2-cycle double
cover.

Observation 1.47. A graph has a nowhere-zero 2-flow if and only if it is a cycle.
Proof. Obvious. n

Theorem 1.48 (Tutte [1949]). A graph has a nowhere-zero 3-flow if and only if
it has an orientable 3-cycle double cover.

Observation 1.49. A graph has an (orientable) k-cycle double cover if and only
if it has a ZF-flow o such that for every edge e the value p(e) contains exactly
one 1, one —1 and the rest are zeros, resp. two are non-zeros from the set {1}
and rest are zeros in the non-orientable case.

Proof. Obvious. O

The next observation was originally published in pieces in multiple papers. In
this form it was formulated in Chapter 3.1 of Zhang [1997]. But its proof is simple
and nicely illustrates working with double covers so we present it here anyway.

Observation 1.50. The following statements are equivalent for a graph G:

4Kochol [2010] proved 11. This was improved by Husek et al. [2016] which was presented at
Bordeaux Graph Workshop but it still remains unpublished although the proof uses the same
computer aided technique as Kochol. It is also worth noting that Kochol’s approach fails when
trying to exclude C1o as subgraph.

5We say CDC instead of cycle double cover or circuit double cover. It should be obvious
from context which one we mean (usually cycle up to Chapter 4 and circuit from there on).
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1. Graph G has a nowhere-zero 4-flow.
2. Graph G has a 3-cycle double cover.
3. Graph G has a 4-cycle double cover.
4. Graph G has an orientable 4-cycle double cover.

Proof. We use a Z3-flow instead of a 4-flow. We extend the Z3-flow ¢ into Z3-
flow ¢’ via formula (z,y) — (z,y,x + y) and use Observation 1.49 to obtain the
equivalence of (1) and (2). Both item (2) and (4) trivially imply (3). It remains
to show (3) = (2) and (2) = (4).

(3) = (2): Let C up to Cy be the cycles of the 4-CDC. Then Cy ACy, C; ACs,
C1 A Cy is also a CDC (where A is the symmetric difference).

(2) = (4): Let Cy, Cy, C5 be the cycles of the 3-CDC. Define three 2-flows
fi such that f; is non-zero along the cycle C; and zero elsewhere. Then we use
Observation 1.49 on the flow ¢:

S0:<f1+f2+f3 i—fo—fs —fitfo—f3 —f1—f2+f3>.

2 ’ 2 2 ’ 2 -

A direct consequence is that the Petersen graph does not have a 4-cycle double
cover.

Corollary 1.51. The Petersen graph has no 4-cycle double cover.

On the other hand it has an orientable 5-cycle double cover and there is no
known graph for which 5 cycles does not suffice:

Conjecture 1.52 (5-CDC). FEvery bridgeless graph has 5-cycle double cover.
Conjecture 1.53 (5-OCDC). Every graph has an orientable 5-cycle double cover.
The relationship between flows and double covers also exists for larger k:

Observation 1.54. FEvery graph with an orientable k-cycle double cover has a
nowhere-zero k-flow.

Proof. Let f; : E(G) — {£1} be the cycles of the double cover. Define flow
@ =Y% if;. Then ¢ is a nowhere zero k-flow. m

Corollary 1.55. Orientable 5-cycle double conjecture implies 5-flow conjecture.

The opposite implication is known for £ < 4 as shown above but it is still
an open problem for 5 and 6. We study a possible direction for proving this in
Chapter 3. For a non-orientable CDC we can use the same construction but the
result will be a 2k-flow.

There are also strengthenings of CDC conjecture going in other directions.
For example it is still open whether any circuit of a graph can be extended into
a circuit double cover. On the other hand it is known to be false if we replace
circuits with cycles.

Conjecture 1.56 (Strong CDC). Let G be a bridgeless cubic graph and let C' be
a circuit of G. Then there exists a circuit double cover of G containing C'.
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1.4.1 Generalized Cycle Covers

It is natural to ask why to cover each edge twice and not some other number of
times. A summary of known results is in Table 1.9 but to examine this we need
the following technical definition:

Definition 1.57 (General Cycle Cover). Let M C Z* be a non-empty set. An
(n, M)-cover of graph G is a system of at most n cycles such that each edge of G
is covered m times for some m € M.

We write (n,m)-cover instead of (n,{m})-cover. Hence double covers are
(w,2)-covers. It is easy to see that any (n,{1,2})-cover can be extended into a
double cover. More generally every cover can be modified so all the edges are
covered the same number of times:

Observation 1.58. Let C be a (n, M)-cover of G. Then there exists a (2" —
1,2" Y-cover C" of G.

Proof. Let C = (C4,...,C,), treat C; as Zs-flows and define
C'= (ZQ:@#SQ {1,2,...,71}).
€S

Obviously C’ has 2" — 1 cycles. It covers each edge 27! times because every fixed
set Y has 2/%1=1 intersections of odd size with all the subsets of any other fixed
set X given X NY # 0. O

Table 1.9: Overview of (n, m)-covers

n m =2 m=4 m=20

2 Eulerian — -

3 4-flow - -

4 4-flow Eulerian -

5 open (5-CDC) 5-postman set -

6 open open (Berge-Fulkerson) Eulerian

7 open yes 7-postman set
8 open yes open

9 open yes open

10 open yes yes [Fan, 1992]

Using 8-flow theorem (Theorem 1.43) we obtain a (3, {1,2,3})-cover and by
the previous observation a (7,4)-cover. This was first proved by Bermond, Jack-
son and Jaeger:

Theorem 1.59 (Bermond et al. [1983]). Every bridgeless graph has a (7,4)-cover.

The complement of a spanning cycle in a cubic graph is a perfect matching.
This lead from cycle covers to Berge-Fulkerson conjecture about perfect match-
ings:

Conjecture 1.60 (Berge-Fulkerson, Fulkerson [1971]). Ewvery cubic bridgeless
graphs has six perfect matchings such that every edge is in exactly two of them.
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Conjecture 1.61 (Reformulation of Berge-Fulkerson Conjecture, Jacger [1979]).
Every bridgeless graph has a (6,4)-cover.

Definition 1.62 (Postman Set). A set of edges J C E(G) is a postman set if
E(G)\J s a cycle. A k-postman set is a partition of edges of a graph into exactly
k postman sets.’

Observation 1.63. A graph has k-postman set if and only if it has (k,k — 1)-
cover.

1.4.2 Double Covers and Surfaces

There is also a connection between double covers and embeddings of graphs
into surfaces. For more details about graph embeddings see, e.g., Mohar and
Thomassen [2001].

For us a surface is a compact 2-manifold (i.e., it is locally homeomorphic to
R?) without boundary — i.e., sphere, projective plane, torus, etc. It is easy to
see that every graph can be embedded without crossing edges into some surface
— just start with a plane and add a handle (also known as ear) every time you
need to avoid crossing edges.

For our purposes we need a stronger notion of embedding which ensures that
every face is an disk and a walk around the face is a circuit in the graph. Such
embeddings are called circular. When we say just embedding we always mean a
circular one unless noted otherwise.

Definition 1.64 (2-cell Embedding). Let 3 be a 2-manifold and let G be a graph.
The embedding of G into X is a 2-cell embedding if the interior of every face is
an open disc.

Definition 1.65 (Circular Embedding). A 2-cell embedding a circular embedding
if the boundary of each face is a circuit.

Obviously given a circular embedding the collection of its facial walks is a
circuit double cover. Moreover it is an orientable CDC if and only if the surface
was orientable. Vice versa given a circuit double cover we can use the graph as a
skeleton and glue a disk along every circuit of the CDC. The caveat is that this
might not be a surface.

Consider a vertex of degree four covered in such a way that two of its edges
are covered by cycles a and b and the other two edges by ¢ and d. Then the
created “surface” at the vertex looks like two planes with a single point identified
— such objects are usually called pseudo-surfaces. But for such a thing to happen
a vertex of degree four or more is required. If the graph is cubic, the result is
always a surface.

Hence the following conjecture restricted to cubic graphs is equivalent to the
circuit double cover conjecture:

Conjecture 1.66 (Haggard [1977], Little and Ringeisen [1978]). Every 2-vertex-
connected graph has circular 2-cell embedding.

5The empty set might be repeated.
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When embedding in a sphere (or equivalently in a plane), any closed curve
on the surface which does not pass through vertices and intersects each edge in
at most one point is either disjoint with the embedded graph or corresponds to
an edge cut. The situation is more complicated for other surfaces. On all the
other surfaces there are closed curves which do not split the surface into two
parts. Such curves are called noncontractible. It is an important property of
an embedding how many edges must every noncontractible curve intersect. This
number is called representativity or face-width.

Definition 1.67 (Representativity). Let I' be an embedding of graph G in a sur-
face which is not a sphere. The representativity of this embedding is the minimal
number of edges the embedding any closed noncotractible curve must intersect
given it does not intersect vertices.

We again conclude this section with the known facts about the hypothetical

minimal counterexample G to circuit double cover conjecture (Chapter 7.2 of
Zhang [1997]):

1. G is a snark.

2. G is cyclically 4-edge-connected.

3. G contains a subdivision of the Petersen graph.
4. G has girth at least 10.

5. If G’ is created from G by either addition or removal of a single edge then
G’ does not have 4-flow.
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2. Group Connectivity

This chapter is based on work which was published as journal paper Husek et al.
[2019]. Han et al. [2020] extended our results to 3-edge-connected graphs. We
summarize their contribution in Section 2.5.

Jaeger introduced a variant of nowhere-zero flows called group connectivity:

Definition 2.1 (Jaeger et al. [1992]). A directed graph G = (V, E) is I'-connected
if for every mapping h: E — T there is a I'-flow ¢ on G that satisfies p(e) # h(e)
for every edge e € E.

As we may choose the “forbidden values” h = 0, every I'-connected digraph
has a nowhere-zero I'-flow; the converse is false, however. While the notion of
group connectivity is stronger than the existence of nowhere-zero flows, it is
also more versatile, in particular the notion lends itself more easily to proofs by
induction. This is a consequence of an alternative definition of group connectivity:
instead of looking for a flow, we may check existence of a mapping £ — I' that
has prespecified surplus at each vertex.

It is easy to see that both the existence of a nowhere-zero I'-flow and I'-
connectivity do not change when we reverse the orientation of an edge of the
digraph (we only need to change the corresponding flow value from z to —z).
Thus, we will say that an undirected graph G has a nowhere-zero I'-flow (is I'-
connected) if some (equivalently every) orientation of G has a nowhere-zero I'-flow
(is T-connected). Also, using the definition of group connectivity working with
vertex surpluses, we observe that group connectivity is monotone with respect to
edge addition — if G is I'-connected then G + e is I'-connected for any edge e.

Some results on nowhere-zero flows extend to the stronger notion of group
connectivity. A celebrated recent example of this is the solution to the Jaeger’s
conjecture by Lovasz et al. [2013], but there are many more. Thus, it is worthwhile
to understand the properties of group connectivity in more detail.

Figure 2.1: A graph which is Zs but not Zg-connected

However, some nice properties of group-valued flows are not shared by group
connectivity. In particular Jaeger et al. [1992] showed that there is a graph
(Figure 2.1) that is Zjs-connected, but not Zg-connected. On the other hand,
Theorem 1.30 indicates that a graph G admitting a nowhere zero flow in Zjs also
has a nowhere zero flow in Zsg.

An analogy of Theorem 1.29 is more subtle. Indeed, in Section 3.1 of Jaeger
et al. [1992] the authors mention: “... we do not know of any Z,-connected graph
which is not Z, X Zs-connected, or vice versa. Neither can we prove that such
graphs do not exist.” Our main result is the resolution to this natural question.
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Z4: NO Z3%: YES Z4: YES Z%: NO

Graph H; Graph H,

Figure 2.2: Graphs proving Theorem 2.2. Note that they are the same except
the blue square vertices u.

Theorem 2.2. Let Hy and Hy be the graphs shown in Figure 2.2.
1. Graph Hy is Z%—connected but not Z4-connected.
2. Graph Hy is Zy-connected but not Z3-connected.

Because our result is computer aided, we do not present the proof in a clas-
sical sense. Instead we present an overview of our approach and examples of
graphs proving Theorem 2.2 in the next section. In Section 2.2 we describe two
algorithms we used to test group connectivity, and we add some implementation
notes in Section 2.3.

The presented examples can be turned into infinite families with the same Z4
and Z2 group connectivity by repetitive application of the following observation:

Observation 2.3. Let I'y, I's be groups of size at least 4, let G be a graph which is
I'1-connected but not I's-connected, and let v be its vertex of degree 3. Then graph
G% obtained by replacing v with a triangle (with each of the original edges of v
incident to one vertex of the triangle) is also I'y-connected but is not I'y-connected.

Proof. Suppose G* is I'y-connected and consider any mapping h : E(G) — Ts.
We extend it to b’ : E(G®) — Ty (say, by zeros). As G* is I's-connected, there
is a flow ¢ on G* satisfying ¢/(e) # h/'(e) for every edge e. By contracting the
new triangle we obtain a flow on G avoiding the values of h, a contradiction. On
the other hand G is I';-connected so for any forbidden mapping on G we can
find a flow satisfying all the edges except the triangle. But the triangle has only
3 edges and |I';| > 4 so we can modify the flow (by adding an appropriate flow
supported on the triangle) to avoid all of the forbidden values. O
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Also Li [2018] suggested to us that it is possible to make presented examples
either cubic (but with a nontrivial 2-cut) or 3-edge-connected (but with a few
vertices of degree 4) using the 2-sum operation (Definition 1.13).

2.1 The Conjecture and Results

When looking for graphs certifying Theorem 2.2, we only need to consider graphs
that do have nowhere-zero Z3-flow (equivalently, by Theorem 1.29, nowhere-zero
Zs-flow). It is natural to examine cubic graphs (and their subdivisions) due to
the following theorem:

Theorem 2.4 (Jaeger et al. [1992]). Let G be an 4-edge-connected graph. Then
G is both Z3- and Z4-connected.

Contrary to the usual case, however, we are not interested in snarks (cubic
graphs that are not to be edge 3-colorable), as those do not have nowhere-zero
Z3-flow.

We note that subdividing an edge has no effect on the existence of a nowhere-
zero flow (the new edge can have the same flow value as before). It makes the
group connectivity stronger — in effect, we are forbidding one more value on an
edge. This suggests the following strategy:

1. pick an arbitrary / random 3-regular graph and

2. repeatedly subdivide an edge and check Z3- and Z,-connectivity.

0.0) w1 (0,0) (0,0)
221 (070) (0’1) M1
0

(0,0)
(1,1) e« (07(;) (0,0)
(1,0) 5
w10 0.0 N,
(1,0) (0,0)
(0,0) w3

Figure 2.3: A subdivision of the cube which is Zs-connected but not Z2-connected
with forbidden assignment for which no satisfying Z3-flow exists and names for
hypothetical flow values.

This procedure yielded the graph in Figure 2.3, which appeared in the master
thesis Mohelnfkova [2014]. This graph is Z4- but not Z32-connected. Later, with
more effective implementation (see the next section) by Husek, we found graphs
that are Z2- but not Z4-connected. The smallest Z3- but not Z,-connected graphs
we are aware of are (threefold) subdivisions of cubic graphs on 12 vertices (for an
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Figure 2.4: Cases a = (0,1) and a = (1,1) with fragments of hypothetical flows

example see Figure 2.2).! We also include a proof that graph in Figure 2.3 is not
Z3-connected which is not computer-aided:

Theorem 2.5. The subdivision of the cube in Figure 2.3 is not Z3-connected.

Proof. We will show that for the assignment of the forbidden values in Figure 2.3
there exists no satisfying Z2-flow. First observe that values a and 3 are of the
form (.,1) which implies pu3 = (.,0). So ps is always (0,0) and o = . Also
= (1,.).

Propagation of values of flow in the case « = (0,1) is shown in Figure 2.4,
on the left. As us # (0,0), we have 6 = (1,.). The value z + y is 1 because
is forbidden to be (0,0) but this forces py = (0,0) which is also forbidden. In
the case o = (1,1) (Figure 2.4, on the right), we again combine the forbidden
values to give possible form for s and 9, and also w3, wy. In particular wy = wy &
{(0,0),(1,1)}, so we may write wy = (u,u + 1). The edge ~ forbids z =y = 0
and the edge py forbids © = 1, y = 0, so y = 1 and puy = (x + 1,x). So either
w=w+x+Lu+x+1)orw = (u+zu+x)are (0,0). Hence no satisfying
flow exists. O

A proof that our example in the other direction is not Z4-connected is similarly
easy, we omit it. We have been unable to find a proof of the positive statements:
that the graphs we have found are connected with respect to the appropriate

group.
2.2 Group Connectivity Testing

We fix a digraph G = (V, E). We let n be the number of vertices and m the
number of edges of G.

'We found more examples than we present here. An incomplete list of them
is located at https://gitlab.kam.mff.cuni.cz/radek/group-connectivity-pub/blob/
master/graph_list.py.
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Notation 2.6. We say that a flow ¢: E — I satisfies a mapping of forbidden
values h: E — T if for every e € E it holds h(e) # y(e).

The most straightforward way of testing whether a graph is I'-connected, is
using the definition: We can enumerate all h: E — T" assignments of forbidden
values and for each of them (try to) find a satisfying flow. Finding a satisfying flow
by itself is a hard problem: A cubic graph has nowhere-zero Z,-flow (equivalently,
Z3-flow) if and only if it has an edge 3-coloring. Testing the edge 3-colorability
of cubic graphs was shown to be NP-complete by Holyer [1981].

An easy observation about the structure of forbidden assignments is:

Observation 2.7. Let h,h': E — T" be assignments of the forbidden values such
that h' — h = A is a flow. Then h is satisfied by a flow ¢ if and only if h' is
satisfied by ¢ + A.

Definition 2.8. We say that assignments of forbidden values h,h': E — T are
flow-equivalent, denoted h ~; ', if and only if ' — h is a flow.

Hence we can split all assignments of the forbidden values into equivalence
classes of ~; and test the existence of a satisfying flow only for one member of
each class. This improves the algorithm from finding |I'|™ flows to finding |T'|" "
flows (because every equivalence class is uniquely determined by an assignment
of forbidden values which is 0 outside of some fixed spanning tree).

A slightly smarter algorithm — used to find Z2-connected graphs which are
not Zj-connected — can be obtained by looking at Observation 2.7 the other
way around. It follows that each equivalence class of ~ is exactly the coset
{ho + ¢ : v a flow} for any hq in the class. Therefore if an equivalence class [x]
is satisfied then for every flow ¢ there is h € [z]., such that ¢ satisfies h.

~f
~f

Theorem 2.9. Fixz a digraph G and an abelian group I'. Let x: E — I be a
forbidden mapping. The following statements are equivalent:

1. Forbidden mapping x is satisfied.
2. Bveryy € [x]., is satisfied.
8. For every flow ¢, there exists y € [x]., satisfied by .

Proof. Equivalence of first two follows from Observation 2.7. For item three we
fix a flow @, satisfying x. Then flow ¢ satisfies forbidden mapping = — ¢, + .
And vice versa if ¢ satisfies y then x is satisfied by ¢ — y + x. m

So we can fix a flow — constant-zero flow being the obvious candidate — and
for each equivalence class we test whether some of its members are satisfied by
it. This increases the number of tests back to |T'|™ but now each test is just a
simple comparison instead of an NP-complete problem.

We can also trade some space for time: We keep a table of all equivalence
classes, and instead of enumerating members of all equivalence classes, we enu-
merate all assignments of forbidden values that are satisfied by the given flow.
For each of them we determine its equivalence class and mark that class as sat-
isfied. After enumerating them all we just check whether every equivalence class
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is satisfied. This decreases the number of enumerated elements to (|T'| — 1)™ but
consumes additional 277! bits of memory.

Because we were testing subdivisions of cubic graphs we would like to optimize
cases of once and twice subdivided edges. Without any additional optimization
each subdivision of an edge increases the number of edges by one and hence slows
down the described method by a factor of |I'| — 1. But a subdivision creates an
edge 2-cut.

Without loss of generality we may assume that edges of a 2-cut — denote them
e; and e, — are oriented in opposite directions. The value of any flow must be
the same on both of them. Hence swapping the forbidden values for edges e;
and ey does not change the set of satisfying flows. Moreover, we may assume
that the forbidden values for e; and es are different because it is more restrictive
than the case when they are the same. This reduces the number of cases from
IT|? to (‘g‘) (i.e., from 16 to 6 for groups of order four). Double subdivision is in
our case even simpler because we have three forbidden values and again the most
restrictive case is when they all are distinct. So such double-subdivided edge has
only one possible value (in our case, where |I'| = 4).

Now we need to plug this observations into above-described algorithm. Ob-
serve that the equivalence classes used in the algorithm do not have to be equiva-
lence classes of ~; but we can use classes of any equivalence ~ which is a congru-
ence with respect to satisfiability and which is coarser than ~;. Being congruence
with respect to satisfiability means that either all elements of an equivalence class
are satisfiable or none of them is. Being coarser than ~ ensures that [z]., C [z].
and so if class [z]. is satisfiable that for every flow ¢ there is some y € [z]. sat-
isfied by . Moreover, we can throw away equivalence classes that are satisfied if
some other class is satisfied (of course without creating cycles). E.g. if we have
a 2-cut with both forbidden values being 1, then this case is implied by the case
with value 1 and any other value.

Notation 2.10. We let [A — B] denote the set of all functions from A to B.
We use W to denote disjoint union.

We summarize our approach in Algorithm 2.5 and Theorem 2.12. We also need
to work with equivalence classes in the algorithm, so we represent the equivalence
with throw-away class as a function

C:[E—T]— X {NULL}

which assigns to each forbidden mapping an object representing its class (in the
practical implementation elements of X are just small integers), NULL representing
the throw-away class.

The function C we used is obtained from ~ by the following modifications:
For each 2-cut we remove all classes (i.e., we set the values of their elements to
NULL) that forbid the same value on both edges of the cut and merge classes which
differ only by swapping values on the edges of the cut. For double-subdivided
edges we remove all classes that do not forbid three different values on each
double-subdivided edge and than merge all classes that differ only by the order
of forbidden values on given subdivided edge. We note that the optimization for
double-subdivided edges is essentially equivalent to removing a given subdivided
edge:
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Observation 2.11. If graph G contains an edge subdivided |T'| times, it cannot
be I'-connected. If it contains an edge e subdivided |I'| — 1 times, it is I'-connected
if and only if G — e is I'-connected.

Input: Graph G, function C: [F — T'] - X W {NULL}
Output: YES if G is I'-connected, and NO otherwise

1 Pick a flow ¢q
2 Create array a indexed by elements of X
3 al*] < false

4 for Vh satisfied by ¢o such that C(h) # NULL do
a[C(h)] « true
6 end for

7 for Vo € X do
if a[z] = false then return NO
9 end for

10 return YES

Algorithm 2.5: Group connectivity testing

Theorem 2.12. Fiz an abelian group T, a digraph G, and a function C: [E —
I'l = X W {NULL} such that:

1. for all x € X there exists h € [E — T'] such that © = C(h),

2. for all h: E — T if C(h) = NULL then there exits h': E — " such that if b’
is satisfied then h is also satisfied and C(h') # NULL,

3. for all hyh': E — T if C(h) = C(K') then either both are satisfied or none

of them s, and
4. forallh: E — T and for all T-flows ¢ holds C(h) = C(h + ¢).
Then Algorithm 2.5 correctly decides whether G is I'-connected.

Proof. Obviously, Algorithm 2.5 terminates.

First we prove that if the graph is I'-connected, then the algorithm outputs
YES. By contradiction, let x € X be the element that forced the algorithm to
output NO. Let P = C~'(x) be a set of preimages of x. It is nonempty due to
Assumption 1, so we can fix some p € P. The mapping p is satisfied by some
flow ¢, because G is I'-connected. The mapping p’ = p — ¢, + ¢y is satisfied by
flow g (Observation 2.7). Also C(p’) = C(p) = x (Assumption 4), so mapping p’
was enumerated by the algorithm and set a[x] to true. Contradiction.

Now we prove that if the algorithm outputs YES, the graph G is I'-connected.
By contradiction, let p: F — ' be a mapping witnessing that G is not I'-
connected. If C(p) = NULL, Assumption 2 gives us p’ which is also unsatisfied
and C(p’) # NULL, otherwise we take p’ = p. Because C(p') # NULL, none of the
mappings in the set C~1(C(p')) is satisfied (Assumption 3). Hence a[C(p')] was
never set to true, and the algorithm must have returned NO. Contradiction. [J
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Table 2.6: Time required to test cube subdivided on 2 edges (all 9 possibilities)

Algorithm Time [s]
Simple (in Python) 48.8
Smart (in C++) 3.65

Smart with subdivision optimization  0.229
Measured on Intel i5 5257U.

2.3 Implementation Notes

Because large part of our work consisted of creating programs for testing group
connectivity, we would like to add some implementation notes. Readers interested
only in theoretical results may safely skip this section.

Our first implementation of straightforward algorithm was written by the
second author during her master thesis work. It was a C++ implementation
which was very specialized for the graphs tested (subdivisions of a cube), and a
CSP implementation in Sicstus Prolog to double-check the results. Both of these
implementations required preprocessed input which made them less than ideal to
work with, and also was not fast enough for searching through larger graphs.

Hence we have written a new implementation based on Algorithm 2.5 in
Python version 2 [van Rossum and Drake, 1995] built on Sage libraries [The
Sage Developers, 2021] which already contain a lot of tools to work with general
graphs.? Because Python is an interpreted language and as such is slower, we
chose to implement performance critical parts of the code in C++ binding them
into Python using Cython [Behnel et al., 2011].3

At the end of the previous section we have described the function C that we
are using, but we did not specify how to calculate it. The main idea is to fix a
spanning tree and transform any forbidden mapping to an equivalent one which
is zero outside this tree. To do so we keep a precalculated list of elementary flows.
We also need to take care of merged classes created by (doubly-)subdivided edges.
For doubly subdivided edges we always assign them the only interesting forbidden
values (and remove them from generation of forbidden mappings). For single
subdivisions we keep a list of six interesting assignments and assign subdivided
edges only values from this list. The effect of these optimizations is shown in
Table 2.6.

To double-check our results we also implemented the straightforward algo-
rithm in pure Python. It is called Simple algorithm in Table 2.6. It does just
check the definition — for every forbidden assignment (fixed outside of a spanning
tree) it finds a satisfying flow (from precomputed list of flows). A repository with
both implementations may be found at our department’s GitLab

https://gitlab.kam.mff.cuni.cz/radek/group-connectivity-pub.

2We used version 2 of Python because Sage was not yet ported to Python 3 at that time.

3Do not mistake with CPython — CPython is the reference implementation of Python inter-
preter, whereas Cython is an optimizing compiler of Python which compiles Python into C (or
C++) and then into the native code using a standard compiler like gec.
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Figure 2.7: A cubic 3-edge-connected graph that is Z32- but not Z,-connected (for
graph H; see Figure 2.2)

2.4 Conclusions and Open Problems

Cubic Graphs We have found graphs that show that Z32- and Z,-connectivity
are independent notions. All of the graphs that we have found to certify this do
have vertices of degree 2, and Li [2018] can make them 3-edge-connected but only
using vertices of degree 4. Therefore, it is natural to ask, whether such graphs
exist that are cubic and 3-edge-connected.” Moreover Robinson and Wormald
[1992] proved that asymptotically almost every cubic graph is Hamitonian so it
also has a nowhere-zero Z,- and Z3-flow which motivates the following question:
Is asymptotically almost every cubic graph Zs- and Z3-connected?

Avoiding Computers Another challenging task is to find a proof that does
not use computers. The main obstacle is to find efficient techniques to show
that a particular graph is I'-connected. To prove the converse is much easier:
we guess forbidden values h: E — I' and then show non-existence of a flow (see
Theorem 2.5).

Complexity Our final question is the complexity of testing group connectivity.
The algorithm we have developed is fast enough for our purposes; the required
time is exponential, however. To test for group connectivity seems harder than to
test for existence of a nowhere-zero flow, which suggests the problem is NP-hard.
In fact, we believe it is II5-complete.

Circumstantial evidence which suggests II5-completeness of the group con-
nectivity testing are the somewhat dual notions of choosability and group list-
colorings. Both of these problems are known to be IT5-complete — proved by Erdds
et al. [1980] for choosability, and by Kral and Nejedly [2004] and Kral [2005] for
group list-colorings. Of those two, group list-colorings are a closer match to the
dual of group connectivity, but the graphs used in Kral’s proofs are non-planar,
and we found no way to work around it. So for testing group connectivity we do
not know any hardness results.

4After the publication of the paper, this question was resolved as described in the next
section. The other questions remain open.
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Figure 2.8: A cubic 3-edge-connected graph that is Z4- but not Z2-connected (for
graph Hy see Figure 2.2)

2.5 Recent Development

Han et al. [2020] used our results (namely graphs H; and Hj shown in Figure 2.2)
to construct cubic 3-edge-connected graphs which are Z4- and not Z3-connected
and vice versa. For the sake of completeness we include their results here.

Theorem 2.13 (Han et al. [2020]).

o The cubic 3-edge-connected graph in Figure 2.7 is Z3- but not Z, connected.

o The cubic 3-edge-connected graph in Figure 2.8 is Z4- but not Z3 connected.

Combining this result with the result of Jacger et al. [1992], the question of
Lai et al. [2011] is solved.

Theorem 2.14 (Jacger et al. [1992]). Let I' be an abelian group. Then
o every 3-edge-connected graph is I'-connected if |I'| > 6, and

o every 4-edge-connected graph is I'-connected if |I'| > 4.

Problem 2.15 (Lai et al. [2011]). Let F(I') be the family of all 3-edge-connected
[-connected graphs. Is it true that for two abelian groups 'y and 'y if |T'y| = |y
then F(I'y) = F(I'g)?

Corollary 2.16 (Han ct al. [2020]). Let I'y and 'y be abelian groups such that
IT'y| = |Ta|. Then every 3-edge-connected T'y-connected graph is I'y-connected if
and only if (T, T2} # {2, 72},

We conclude this chapter with another question. The case of 3-edge-connected
graphs is fully solved now but it is not obvious what about 2-edge-connected
graphs. Is it true that every two abelian groups can be distinguished by some
graph? We are not sure about the answer but we are slightly inclined to the
positive one:

Conjecture 2.17. Let I'y and T'y be abelian groups. Then there exists a graph
which is I'1-connected but not I'a-connected.
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3. Graph Homomorphisms and
Cayley Graphs

This chapter is based on work which was first presented at Eurocomb 2017 [Husek
and Samal, 2017] and later extended and published as journal paper Husek and

v

Samal [2020].

Definition 3.1. Let B C M be symmetric, i.e., B = —B. We say that M-flow
@ is an (M, B)-flow if p(e) € B for alle € E.

We require B to be symmetric so that reversing an edge e and changing the
sign of y(e) preserves the property of being an (M, B)-flow. Thus, the existence
of such a flow depends only on the underlying undirected graph.

The main example is B = M \ {0}; in this case we call an (M, B)-flow a
nowhere-zero M-flow. The study of nowhere-zero flows was started by Tutte
[1954, 1949], main motivation was the fact, that a planar graph has a proper
face k-coloring if and only if it has a nowhere-zero Z;-flow. For a more thorough
introduction to the theory that came out of this we refer the reader to Diestel
[2017, Chapter 6] or Zhang [1997]. Here we just present the results and notions
crucial for our exposition.

Theorem 3.2 (Tutte [1949]). Let k > 2 be an integer and let [ be a Zy-flow on
a graph G. Then there is a Z-flow g on the same graph such that for every edge e
we have f(e) = g(e) (mod k) and |g(e)| < k. Conversely, for each Z-flow g, the
flow f:= g mod k is a Z-flow.

An M-tension T on a digraph G is again a mapping £ — M but the condition
is that the oriented sum along every cycle C' is zero, explicitly

Z T(e) — Z 7(e) =0

ecC+ ecC—

where C'* are edges of C' with one orientation along the cycle and C'~ the edges
with the opposite orientation. We define (M, B)-tension to be an M-tension
which uses only values from a symmetric set B C M.

Before stating our next observation, we need to define the notion of Cayley
graph. Given an abelian group M and its symmetric subset B C M we let
Cay(M, B) denote the graph with vertex set M and with edges {uv : u,v €
M,v —u € B}. The notion of a tension defined in the previous paragraph can
be equivalently described by its relation to vertex colorings. Consider a mapping
p: V. — M (usually called a group coloring or in this context a potential). If
we define 7(uv) as p(v) — p(u) for every edge uv (we write 7 = Jp), then 7 is a
tension. On the other hand, it is easy to show that every tension can be written
as dp for some potential p. If 7 is an (M, B)-tension, then p only uses values in
B C M, thus p is a homomorphism into Cay(M, B).

For planar graphs, flows and tensions are dual notions — every flow in the
primal graph corresponds to a tension in its dual and vice versa. Because a com-
position of homomorphisms is a homomorphism, the following statement holds:
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Observation 3.3. Let M, M’ be abelian groups and B C M, B" C M’ their
symmetric subsets. If there is a graph homomorphism from Cay(M, B) into
Cay(M', B'), then every graph with an (M, B)-tension has an (M', B")-tension.

Many fruitful questions about flows on graphs were motivated by mimicking
the properties of coloring in the dual setting Tutte [1954]. In the same spirit, we
ask for the dual version of Observation 3.3:

Conjecture 3.4 (DeVos [2007]). Let M, M’ be abelian groups and B C M, B' C
M’ their symmetric subsets. If there is a graph homomorphism from Cay(M, B)
into Cay(M', B"), then every graph with an (M, B)-flow has an (M', B')-flow.

This is still an open problem but it holds in some special cases. We start with
a few immediate observations that appear in DeVos [2007]. The Conjecture 3.4
holds

o if G is planar (because of duality and Observation 3.3) or
« if 0 € B’ (every graph has an (M’,{0})-flow) or

o if B=M\{0}and B’ = M'\{0}: Here an (M, B)-flow is just a nowhere-zero
M-flow. It is known that the existence of a nowhere-zero flow is monotone
in the size of the group [Tutte, 1954].

A generalization of the last example is based on the monotonicity of circular
flows. A circular k/d-flow is a Z-flow ¢ such that d < |¢(e)| < k — d for every
edge e. It was proved in Goddyn et al. [1998] that every graph with a circular
k/d-flow has a circular k'/d'-flow (assuming k/d < k'/d’).

Let M = Zy, B=+{d,d+1,...,k—d}, M' =Zy, B'={d,d+1,..., kK —
d'}. Note that by Theorem 3.2 we may equivalently define circular k/d-flow to
be a Zi-flow with values in {d,d + 1,...,k — d}, that is an (M, B)-flow. Thus
the result of Goddyn et al. implies that every graph with (M, B)-flow has an
(M', B")-flow if and only if k/d < K'/d'.

The Cayley graph Cay(M, B) = Kjq is frequently denoted as the circular
clique (also as circular complete graph); similarly, Cay(M’, B") = Ky o. This
graph is important in the study of circular coloring, the dual concept of circular
flows. It is known that there is a homomorphism from Kj /4 to Ky /@ if and only
if k/d < k'/d (see, for example, Zhu [2001] or its references). Thus, both sides
of the conjectured implication are in this setting equivalent to k/d < k'/d’, hence
the conjecture holds for these combinations of groups and their subsets.

We thank the anonymous referee who kindly suggested that our example using
circular (2k 4 1)/k-flows extends to any two circular flows.

3.1 New Framework

The structure of homomorphisms from Cay(M, B) to Cay(M’, B) is hard to
describe. Instead we take any mapping m: M — M’ (not necessarily a group
homomorphism) and let B’ be determined by m (so B’ is the minimal set for
which m is a graph homomorphism). This is achieved by the following technical
definition:
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Definition 3.5. Let M, M’ be abelian groups and m: M — M’ any mapping.
For x € M we define its homomorphic image

Ho(z) = {m(a+2z) —m(a):a€ M}.

We omit the index m whenever possible. Observe that in the case of tensions
H(z) is exactly the set of possible images of value 2 on some edge after composing
original tension represented by a group coloring with m:

Observation 3.6. Let p: V. — M be a group coloring and let m: M — M’ be
any mapping between abelian groups M and M'. Define p’ = mop, 7 = dp, and
7' =0p'. Then

e T is a M-tension,
o 7' is a M'-tension, and
« Yee E:7'(e) € H(r(e)).

Property 3.7 (Homomorphism property). Let G be a (directed) graph and let
m: M — M’ be an arbitrary mapping between abelian groups. We say that G
has homomorphism property (HP) for m if for every (M, B)-flow there exists
an (M',Uyecg H(x))-flow. We say that G has HP for group M if it has HP for
all mappings m with domain M, and that G has HP if it has HP for all abelian
groups.

The name of the property is due to the fact that m is a graph homomorphism
from Cay(M, Ucep ¢(€)) to Cay(M', Ueep H(p(e)))-

Conjecture 3.8 (Reformulation of Conjecture 3.4). All graphs have homomor-
phism property.

Proof of equivalence of Conjectures 3./ and 3.8. For any mapping m : M — M’,
we put B” = U,ep H(z). As m is a homomorphism of Cay(M, B) to Cay(M’', B"),
Conjecture 3.4 implies Conjecture 3.8. On the other hand, if m is any homo-
morphism of Cay(M, B) to Cay(M’, B") (note the different target graph), then
B" C B'. Consequently, every (M', B”)-flow is also an (M’, B')-flow and thus
Conjecture 3.8 implies Conjecture 3.4. O

The traditional approach to solving flow-related conjectures is to study prop-
erties of a hypothetical minimal counterexample. Usually the problem is reduced
to cubic graphs by splitting / decontracting vertices. This, however, is not possi-
ble with Conjecture 3.4 because decontracting a vertex may create an edge with
a new value found nowhere else, modifying B. To overcome this we formulated
the following property which is a strengthening of the homomorphism property:

Property 3.9 (Strong homomorphism property). Let G be a (directed) graph
and m: M — M’ an arbitrary mapping between abelian groups. We say that G
has strong homomorphism property (SHP) for m if for every M-flow ¢ there
exists an M'-flow ¢ such that ¢'(e) € H(p(e)) for all edges e. We say that G
has SHP for group M if it has SHP for all mappings m with domain M, and that
G has SHP if it has SHP for all abelian groups.
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Note that SHP allows the flow to be zero on some edges but such edges are
not interesting because #H(0) is always {0}. The SHP allows us to study only
cubic graphs — we can make any graph (sub)cubic by decontracting its vertices of
high degree and if SHP holds for such decontracted graphs then it holds for the
original graph too. To state this in a formal way, we need the following technical
definition:

Definition 3.10. We say that a digraph H is a cubification of digraph G if H
can be obtained from G using following operations:

1. decontraction of vertex of degree at least 4 (such that both new vertices have
degree at least 3),

suppression of a vertex of degree 2,
deletion of a bridge,

deletion of a loop, and

deletion of an isolated vertex.

With this definition we want to show that every non-cubic graph can be
reduced to a smaller cubic one. To get this we need to use a slightly non-standard
definition of the size of the graph which considers graphs with larger degrees
bigger. Suitable definition for us is

d .= Z 3desv,
veV
Observation 3.11 (Reducibility of SHP to cubic graphs). Let m: M — M’
an arbitrary mapping between abelian groups and let G be a digraph. If some
cubification of G has SHP for m, then also G has SHP for m. Moreover for
every flow ¢ : E — M there exists a non-strictly smaller (possibly empty) cubic
graph G' = (V' E') and a nowhere-zero flow ¢' : E' — M such that if SHP does
not hold for ¢ on G then SHP also does not hold for ¢' on G'.

Proof. To prove the first part, we only need to show that inverse of each operation
used in Definition 3.10 does not break SHP:

1. Suppose G = G1/e and G; has SHP for m. Let ¢ be an M-flow on G.
There is a unique extension of ¢ to G, we use ¢ for this extension as well.
(Note that the value of p(e) may be 0.) As G; has SHP for M, there is
an M'-flow ¢’ on G; such that ¢'(e) € H,,(¢(e)). The restriction of ¢’
to G = G /e is the desired M'-flow on G.

2. Subdivision of an edge is obvious when the new vertex of degree 2 has
both in-degree and out-degree 1. In the other case SHP still holds because
H(—z) = —H(z).

3. Addition of a bridge does not break SHP because flow on a bridge is always
0 and H(0) = {0}.

4. Addition of a loop is also simple because H(z) is always non-empty and we
can assign any value on a loop without affecting the rest of the flow.
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5. Addition of an isolated vertex does not change the flow at all.

The moreover part: Note that ® = 3, oy, 398? for every cubification is strictly
smaller than ® of the original graph. To obtain G" we set G' = G, ¢’ = ¢, and
apply the following operations as long as possible:

1. Remove an edge ¢’ € E’ such that ¢/(¢’) = 0.

2. Apply some cubification operation on G'.

Because each of the operations decreases ®(G’), the process terminates. If the
resulting ¢’ was not nowhere-zero, we still could remove an edge with 0 flow, and
if G’ was not cubic, we could get a non-trivial cubification. m

The SHP is a natural strengthening of HP — we just fix a particular (M, B)-
flow ¢ and try to find an (M’, B')-flow ¢’ with an extra requirement ¢'(e) €
H(p(e)). Observation 3.6 shows that a variation of SHP for tensions holds in
general, so also all planar graphs have SHP due to duality.

With computer aid we found out that not all graphs have a SHP. The smallest
graphs without SHP that we found are K5 and K33 with a particular Zs-flow
and the universal mapping; see Figure 3.1 and Definition 3.14 below. Due to the
universal mapping concept, and given the problematic Zs-flow, it is actually easy
to see by hand that K33 does not have SHP.

Figure 3.1: A graph with a Zs-flow for which SHP does not hold

Although SHP does not hold for K5 and K3 3 in general it still holds for groups
Zs and Z, because SHP always holds for groups of size at most 4 (Theorem 3.17).
We also tested that SHP holds for Petersen graph and Zs (we did not try larger
snarks due to computational complexity). This motivates our next conjecture:

Conjecture 3.12 (SHP for minimal groups). For every graph G the strong ho-
momorphism property holds for group Zi. where k is minimal such that G admits
a nowhere-zero Zj-flow.

It is easy to observe that SHP holds for m which are (induced by) a group
homomorphism but a more general statement is true:

Observation 3.13. Let G be a graph and let m: M — M' be some mapping of
abelian groups. Let h: M' — M" be a group homomorphism. If SHP (resp. HP)
holds for G and m then it also holds for G and h o m.

Proof. Let ¢' be an M'-flow guaranteed by SHP. For a group homomorphism £ it
holds Hp(xz) = {h(x)}. Then ¢” = hoy' is also an M"-flow and its values satisfy

() € Ha[Hm(o(e))] = {h(m(a + ¢(e)) —m(a)) :a € M} =
= {h(m(a + p(e))) = h(m(a)) - a € M} = Hpom(p(e)). =

35



3.2 Universal Objects

Observation 3.13 leads us to the definition of a universal mapping such that if
HP or SHP holds for this mapping, it also holds for every other mapping.

Definition 3.14 (Universal mapping). Let M be an abelian group. We define its
universal group Gy = ZM and its universal mapping My : M — G-

T — (g

where g, is a vector with 1 on position x and 0 elsewhere.

The group ZM\MO (with 0 mapped to 0 instead of gy) would be sufficient but
we choose the definition with Z™ to simplify the proofs. Note that with this
definition G, is just a free group generated by elements of M.

Observation 3.15. The universal mapping is universal for both HP and SHP,
i. e., if for a given graph (and flow) HP (resp. SHP) holds for the universal map-
ping My then it holds for M.

Proof. Let m: M — M’ be any mapping. We can also interpret m as a ho-
momorphism mey : Gy — M’ — mapping m defines values of generators e, and
hence it can be uniquely extended into mapping on the whole group which is a
homomorphism (here we are using the fact that kg, = 0 = k = 0 for = # 0).
Moreover m = Mgy © My so Observation 3.13 finishes the proof. O

There also exists a universal object on the left-hand side — a universal flow F
(which is just the flow into a free group generated by edges outside of some fixed
spanning tree) — but Gz has infinitely many generators so we have not found any
reasonable way to work with it. Also note that although the universal group is
infinite, (S)HP holds for the universal group Z* if and only if it holds for Z} for
any k > A(G).

3.3 Partial Results

In this section we prove SHP for some special cases of the mapping or the group.

Theorem 3.16 (Mappings with one “hole”). Strong homomorphism property
holds for mappings m: Zy — Z; defined by m(x) = ax mod | where a € Z. (Here
we interpret elements of Zy as integers 0,1,2,...,k —1.)

Proof. Note that mapping m is a composition of mappings my: Z, — 7Z defined
by mi(x) = z and ma: Z — Z; defined by ms(x) = ax mod [, and that ms is a
group homomorphism. Hence we only need to show that SHP holds for m,, the
rest follows from Observation 3.13.

So we need to show that for every Z;-flow ¢ there exists a Z-flow ¢’ such that
¢'(e) € Hu, (p(e)) = {p(e),p(e) — k}. This, however, is a well-known result of
Tutte [1949]. O

Theorem 3.17. Strong homomorphism property holds for groups Z, Z3, 73, and
ZLy.
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Proof. Due to Observation 3.11 we know that minimal counter-example is a cubic
graph G and nowhere-zero flow . We denote the generators of the right-hand
side free group a, b, ¢, ...

o Zs: The only graph cubic with nowhere-zero Zy-flow is the empty graph,
for which the claim holds.

o Zs: Let the mapping m be 0 — a, 1 — b, and 2 — ¢. So H(1) =
{b—a,c—b,a—c}. A cubic graph has a nowhere-zero Zs-flow if and only
if it is bipartite. (To see this, notice that by changing the orientation of
the edges we may assume all flow-values are equal to 1, thus the vertices
are either sources or sinks and no two sinks (neither two sources) can be
connected by an arc.) So we make all edges directed from one partition
to the other and split them into 3 perfect matchings. Observe that either
¢ =1 or ¢ = 2 in which case we flip the orientation of edges to get the
¢ = 1. We assign one of the following flow values to each matching: b — a,
c—b,a—c.

o 72: Let the mapping m be 00 — a, 01 — b, 10 — ¢, and 11 — d. Then
{£(a—0),£(c—-d)},

(1 )={ (a—c),£(b—d)},
={x(a—d),£(b-0)}.

Let Cy,Cy,C3: E— {0,£1} be integer flows on G satisfying the following

relations.
Ci(e) =0 < p(e) =01,
Cy(e) =0 < p(e) = 10,
C3(e) =0« p(e) = 11.

That is, the support of ] is the collection of circuits formed by edges e
with p(e) € {10, 11}; the signs are chosen arbitrary but consistently around
each of the circuits. (Similarly for Cy, C3.) We define v: E — Z* (recall
that a = (1,0,0,0) € Z*, and b, ¢, d are defined similarly):

d.

C1+ Cy+ C Ci— Cy—C —C1+Cy,—C —C— Cy+ C-
1+ Cao+ 3a+1 2 3b—|— 1+ Cy 3_|_ 1 2+ C3

Y= 2 2 2 ¢ 2

It is easy to check that 1 is a Z*-flow and ¥ (e) € H(p(e)).

o Z4: We observe that every vertex (with all incident edges in the same
direction) has either values 2,1,1 or 2,3,3. Hence edges with value 2 are
a perfect matching. When we remove them we obtain disjoint union of
circuits and we modify orientation of remaining edges so they are directed
along circuits. With this orientation values around every vertex are 1,2, 3
so both edges with value 1 and edges with value 3 are a perfect matching.

Let mbe O+ a, 1+—b, 2+ ¢, and 3+ d. Then
H()={b—a,c—b,d—c,a—d},
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H(2) ={*£(c—a),£(d-b)},
HB)={d—a,a—bb—c,c—d}.

Let C1,C5,C3: E— {0,£1} be a 3-CDC of G defined:

eeC) < ple) #1,
ee€Cy s ple) # 2,
ee€ Cy < ple) #3.

Observe that we can choose orientation of Cy such that no edge has value
—1 in Cy. And we define ¢: E — Z* (recall that a = (1,0,0,0) € Z*, and
b, ¢, d are defined similarly):

o= —Cl+§72—03a+ C,— 0;2— C3b+ cl+c;2+ C3C+ —01—2(72+ ng'

It is easy to check that v is a Z*-flow and ¥ (e) € H(p(e)). O

3.4 Connection to CDC

As we show below, flows obtained from HP or SHP can be easily transformed into
an oriented cycle double cover. This is one of the major open questions in the
study of cycle spaces in graphs. Moreover if G has SHP for M and a nowhere-
zero M-flow then the obtained CDC is orientable and has only | M| cycles. This
increases importance of Conjecture 3.8 and of determining for which graphs and
groups does SHP hold.

Theorem 3.18 (Universal group and CDC). Let M be any abelian group. If
a graph G has a flow in Gy using only values Uyenn oy Hmy, () then it has an
orientable cycle double cover using | M| cycles.

Proof. Denote H = U,ean (o) H(7). Observe that all elements of H are of form
Jo — gp for some a,b € M and those a, b are unique. Fix an H-flow ¢. We define
directed cycles (as mappings F — {—1,0,1}) C.(e) := (¢(e)), and claim that
C = {Cy} e is an orientable cycle double cover. From definition C' covers each
edge twice, once in each direction, and every C, is a flow with values {—1,0, 1}
because it is a composition of a flow and group homomorphism so it is a cycle. [

Corollary 3.19. If a graph has HP with respect to Zy, and nowhere-zero Zy-flow,
then it has an orientable cycle double cover with at most k cycles.

Seymour [1981] proved that every graph without a bridge admits a nowhere-
zero Zg-flow which combined with the previous corollary for Zg gives us the
following corollary.

Corollary 3.20. Conjecture 3./ (and equivalently Conjecture 3.8) implies that
every bridgeless graph has an orientable cycle double cover with at most 6 cycles.
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4. Counting Double Covers

Parts of this and the following two chapters were presented at EuroComb 2021 as
Hugek and Sémal [2021]. Several recent results and conjectures study counting
versions of classical existence statements. Esperet et al. [2011] proved Lovasz—
Plummer conjecture:

Theorem 4.1 (Esperet et al. [2011]). Every bridgeless cubic graph has exponen-
tially many perfect matchings.

A similar result for colorings of planar graphs was proven by Thomassen
[2007Db]:

Theorem 4.2 (Thomassen [2007b]). Every planar graph has exponentially many
(list) 5-vertex-colorings.

Thomassen [2007a] also conjectured existence of exponentially many 3-vertex-
colorings of triangle-free planar graphs. He gave a subexponential bound that was
later improved by Asadi et al. [2013]. However, the conjecture stays open. By
duality, these results and conjecture can be equivalently stated for the number of
nowhere-zero Zs-flows (or Zs-flows) of planar (4-edge-connected) graphs. Dvorak
et al. [2017] extended this to non-planar graphs:

Theorem 4.3 (Dvordk et al. [2017]). Every 3-edge-connected graph has exponen-
tially many Zs-flows and exponentially many Ze X Zo-flows.

We ask the same question for cycle double covers of cubic graphs. We show
that counting cycle double covers usually allows “cheating” by splitting a cycle
consisting of more circuits into many cycles, and for this reason we count circuit
double covers instead. We give an exponential bound for planar graphs (Theo-
rem 6.14) and almost exponential bound for graphs on any other fixed surface
(Corollary 4.14).

The structure of this and the following two chapters is the following: We first
discuss why we chose circuit double covers (or CDC for short) over cycle double
covers. Then we show a construction which turns a CDC given by an embedding
into a surface into many CDCs. This gives the almost exponential bound but
we observe that this technique cannot be applied to all graph sequences — in
particular it cannot be applied to Flower snarks.

In the next chapter we formulate a general framework to calculate graphs
parameters using linear algebra. Using this framework and a computer we show
in Chapter 6 that Flower snarks have exponentially many CDCs and we also
prove that planar graphs have exponentially many CDCs. The Chapter 6 also
contains a description of the implementation of the framework we used as its
correctness is essential for the presented results.

4.1 Circuit vs. Cycle

The existential questions usually ask for a cycle double cover. The purpose of
this section is to overview the differences between cycle and circuit double covers
(Definition 1.4) and explain why we choose to count circuit double covers. Before
that we overview the options:
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circuit double covers,

cycle double covers as (multi)sets of cycles (Definition 1.1),
cycle double covers as colorings of circuits or

. k-cycle double covers for either definition of cycle double cover.

.

An advantage of defining a cycle double cover to be a coloring of its circuits
would probably be simpler calculations as it is easier to count colorings than
partitions. But as we noted already in Chapter 1, this definition allows creation
of new cycle double covers by just permuting colors. This might be acceptable for
a fixed number of colors but leads to the infinite number of cycle double covers
when the number of colors is not bounded.

Hence we would be forced to fix the number of colors ¢. Then the counting is
quite straightforward — such cycle double covers can be modeled by Z$ flows with
exactly two ones in every used value and those can be counted by, e.g., vertex
models (Section 5.5). On the other hand if we tried to apply the framework from
Chapter 5 the number of boundaries would be exponential (which is better than
for circuit double covers as shown in Observations 6.2 and 6.3) but the base of
the exponential is (g) which is too large for practical purposes.

Hence “cycle double covers as coloring of circuits” is not a viable option and
we stick with our original definition of cycle double cover. Counting general cycle
double covers also seems as a very hard problem. Note that the usual trick —
treating a cycle double cover as special flows over Z& — does not work here for
two reasons: Firstly it leads to the abandoned definition of cycle double covers
as colorings of circuits and secondly without an upper bound on k£ we would
need to work with ZY. General cycle double covers also cannot be counted by
vertex models (Section 5.5) because Observation 4.4 shows that their number can
be superexponential even for cubic planar graphs. And a straightforward linear
representation (Definition 5.13) of it would not be finite and it would be build on
the top of the linear representation for circuit double covers (Section 6.1).

Also cycle double covers still kind of overcount. This can also be considered
a feature because it counts “simplier” (composed from shorter circuits) circuit
double covers more times so it gives us some extra information. Another option
is counting k-cycle double covers for some fixed k. This is obviously simpler
problem than general cycle double covers. The problem is setting the right k.
As shown below on the example of planar graphs (Observation 4.4) if the graph
has a (k — 1)-cycle double cover then the number of its k-cycle double covers
is exponentially larger than the number of its (k — 1)-cycle double covers. So
choosing k = 5 would heavily favor edge 3-colorable graphs.

Counting circuit double covers does not suffer from any overcounting due to
coloring or grouping things in a different ways. It also does not seem any harder
than the previous two options. Hence we choose to count circuit double covers.

Observation 4.4. The circuit double cover given by an embedding of a graph
into the plane can be made into 2°") many 5-cycle double covers and 29("3108m3)
cycle double covers just by grouping circuits into cycles in different ways where
ng is number of vertices of degree at least 3.

Proof. Any graph with a vertex of degree 1 does not have any CDC and subdi-
viding an edge (i.e., addition of vertex of degree 2) does not change number of
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Figure 4.1: CDC around a vertex of degree 3

AL A

Figure 4.2: Two possible CDCs of a triangle gadget

CDC so we may assume that the graph has minimum degree at least 3. Hence
the number of faces is Q(n).

Faces of bridgeless planar graph can be 4-colored (due to famous Four color
theorem Appel and Haken [1977], Appel et al. [1977]). Some color contains at
least 1/4 of the faces which is ©Q(n). For 5-CDC we split this color class into
two cycles and for each circuit (except some fixed one to be able to distinguish
the cycles) we have a binary choice, hence there is 2 such 5-CDCs. For a
general CDC we split this color class into any number cycles which leads to the
Bell number! By, where k = Q(n) is the size of the color class. As a simple lower
bound we can take half of the color class to create cycles and divide the rest of
the color class among them in an arbitrary fashion leading to Q(n)%"™ = 2%(nlen)
CDCs. O

4.2 Representation of Circuit Double Covers

Circuit double covers are usually represented as (multi)sets of circuits. Although
this is a natural representation, it has several downsides. The most important
is that there is no simple way to do local modifications in this representation.
For an alternative representation we use the fact that for cubic graphs any CDC
around any vertex looks the same (Figure 4.1). Because all the vertices look the
same, the only thing that can change is how are the walks connected to each
other at the edges.

There are two ways to join the walks at each edge. To be able to distinguish
these two ways we assume that the graph is drawn into a plane, and then the

'The Bell number By, is the number of possible partitions of a set of size k. The name was
introduced by Becker and Riordan [1948]. It is known that By = 20(klogh)
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Figure 4.3: A drawing of Ky

two ways correspond to crossing or not crossing the walks at the edge. This is
shown in Figure 4.3. We require that all the vertices are distinct points, edges do
not pass through the vertices and do not touch but of course they can cross each
other. This drawing serves us as a way to fix the rotation system (the order of
edges around each vertex). (Alternatively we can view each such a configuration
as a ribbon graph — see, e.g., Ellis-Monaghan and Moffatt [2013] section 1.1.4.)
Every CDC of a cubic graph can be represented this way which leads to the
following simple but important observation:

Observation 4.5. A cubic graph with n vertices has at most 2°*/? circuit double
covers.

Proof. A cubic graphs has 3n/2 edges, there are two ways how to join the walks
at every edge and every CDC can be described this way. n

4.3 The Flower Construction

First we present a construction which starts with a graph embedded into some
surface and creates almost exponentially many circuit double covers by doing local
changes to the CDC given by the embedding. Despite its name, this construction
is not related to Flower snarks in any way. The basic idea is to choose a face f
and modify the CDC on f and its neighbours (let n; denote the number of its
neighbour faces) so we get 2%"s) CDC.

This is shown in Figure 4.4 — every small circle there denotes a choice whether
to cross the walks or not, leading to exponentially many CDCs (most of the choices
lead to 3 circuits but some lead to one or two self-touching walks and we deal with
them below). Note that when we redo the CDC on the flower, we cover the outer
edges only once as they are once covered from the outside and we do not want to
modify that part of the CDC. We model this by taking the flower as a standalone
planar graph embedded in such a way that the rest of the original graph would
be in the outer face and counting all CDCs which fix the walk corresponding to
the outer face. We call such objects outer-fired CDCs (but we will sometimes
omit “outer-fixed” as for the flowers we consider only the outer-fixed CDCs).
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Definition 4.6 (Flower). Let G be an embedding of a graph into some surface.
We say that a face f of size k together with its neighbour faces are a k-flower
with center f if the following is satisfied:

1. k>3,

2. f shares exactly one edge with each of its neighbour faces,

3. consecutive neighbour faces also share exactly one edge, and

4. mon-consecutive neighbour faces do not share any edge.

To ensure that the result is indeed a CDC with 3 circuits we cannot do arbi-
trary choices everywhere but the case analyzes in the Figure 4.5 shows that the
last 3 choices are enough to ensure a correct CDC. We number the walks on the
right side 1, 2, 3. All the choices outside of the Figure 4.5 are already made, so
the walks appear on the left side in some order. The upper case in the Figure 4.5
shows what happens if the walk 1 is on top on the left — it will go down so in the
middle we must not cross. At the left we still have arbitrary choice but the right
choice is forced — there is exactly one correct solution (denoted by full circle in
the figure). The bottom case is similar but with walk 1 being on the lower edge.

So given 3 consecutive choice-points we can always make the walks into a
CDC. We also still have the original CDC which is important for the flowers
of size 3 because we will need to have at least 2 CDCs on every flower. The
exact number of outer-fixed CDCs of a flower is determined in Theorem 6.4 but
it requires additional definitions so for now we state a lower bound good enough
for the construction:

Observation 4.7. The flower of size k has at least 2873 + 1 outer-fived circuit
double covers.

Proof. The “417 is the original CDC given by the embedding. Other CDCs are
consisting of 3 circuits following the idea in the Figure 4.4 which has k binary
choice-points. The case analysis in the Figure 4.5 and its description above show
that up to 3 choice-points are required to ensure that result is a CDC and hence
they cannot be chosen arbitrarily which leads to “—3” in the exponent. O

Before choosing the flowers we need to ensure that every face defines a flower.
It is easy to see that if a k-face is not the center of a flower then either the graph

Figure 4.4: The basic idea of the flower construction. Circles denote the possible
choices.
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can be reduced to smaller graph or there must be a closed curve cutting only a
few edges:

o If £k =1, then the boundary of f is a loop which in a cubic graph implies
existence of a bridge and as such it is not interesting for us. If & = 2
then f is bounded by two parallel edges which leads to a 2-cut (except
the trivial case of three parallel edges on two vertices) and we can apply
Observation 4.8 before proceeding further.

o If f shares two or more edges with some face p then there is a closed curve
cutting only two of the edges shared by them.

o We also find a similar curve if two consecutive neighbor faces of f share
more than one edge.

o If two nonconsecutive neighbor faces of f — denote them p; and p, — share
an edge then there is a closed curve passing through faces f, p; and py and
cutting only the three edges that the faces share.

In the planar case this means a small cut in the graph — either cut of size 2 or
non-trivial cut of size 3. On general surface such a curve does not need to be a
cut but it might prove small representativity (Definition 1.67) of the embedding
instead. We do not know how to work around the small representativity but we
can deal with the small cuts. We denote v(G) the number of circuit double covers
of the graph G.

Observation 4.8 (2-cut). Let G be a cubic graph with a cut of size 2 and denote
G1 and G5 graphs obtained by contracting one side of the cut and suppressing the
new vertex of degree 2. Then v(G) = 2v(G1)v(Ga).

Proof. There is only one possibility how any CDC looks on a 2-cut. Denote the
walks on GGy ending in the cut-edges wq; and wio and the walks on Gy wq; and
wag. There are two ways to join them together: either wq; with we; and wqo with
Wag O wy; With woy and wis with we;. But for these way to really be distict,
we need to ensure that we can distinguish both wy; from wis and ws; from wsys.
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But we for sure can do that because the cut edges are incident to vertices of
degree 3. n

Observation 4.9 (3-cut). Let G be a graph with cut of size 3 and denote G1 and
Gy graphs obtained by contracting one side of the cut. Then v(G) = v(G1)v(Gs).

Proof. There is only one possibility how any CDC looks on a 3-cut and it also
uniquely determines whether walks on each of the cut edges cross or not. Hence
we choose some CDC on (GG; and some CDC on G5 and together they are a CDC
on G. m

4.4 Lower Bounds

Now we use the flower construction to obtain almost exponential lower bounds
for graphs on surfaces. To choose a suitable set of flowers we need their centers
to be at distance 3 or more. This is well modeled by the vertex coloring of the
square of the dual graph. For general surfaces we approximate y(G?) < A% + 1
but for the plane there is much better bound:

Theorem 4.10 (Molloy and Salavatipour [2005]). The chromatic number of the
square of a planar graph G with maximum degree A is x(G?) < %AW + 78.

Theorem 4.11. Every bridgeless cubic planar graph with n vertices has 2%™
circuit double covers.

Proof. We proceed by induction by n. If the graph is not cyclically 4-edge-
connected we apply Observation 4.8 or 4.9.

If it is, we distinguish two cases depending on A, the maximum size of a face:
If A > /n, we choose the largest face to be the center of a flower and this flower
itself gives us 2°(v® CDCs. Or A < y/n and by Theorem 4.10 applied to the dual
we can choose flowers in such a way that there is at least n/O(y/n) = Q(y/n) of
them. Every flower has at least two CDCs so in total we have 2%V?) CDCs. O

For general surfaces we have to also consider that Euler characteristic y in-
fluences the number of faces (note that x is negative except for plane, projective
plane, torus and Klein bottle) but otherwise the proof is similar:

Theorem 4.12. Every bridgeless cubic graph with embedding into a surface of
Euler characteristic x with representativity at least 4 has 2% V20 circuit double
covers.

Proof. The number of the faces is f = %(n + 2x) due to Euler’s formula. If the
graph is not cyclically 4-edge-connected we apply Observation 4.8 or 4.9. A closed
curve on the surface which crosses the graph only in the cut edges is a separating
curve (otherwise there is a face which is not a disk) so we obtain embeddings of
the smaller graphs and we can proceed. For the number of the faces fi, fo of the
smaller graphs it holds f; + fo = f + 2 in the case of a 2-cut resp. f + 3 for a
3-cut. So we can proceed by induction.

Now lets assume G is 4-edge-connected. We proceed by induction by the
number of faces.
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Because we ensured that there are no small cuts and excluded the embeddings
with small representativity, every face is a center of a flower. Again we distinguish
two cases depending on the maximum size of a face A: If A > /n + 2x, we choose
the largest face to be a center of a flower and we are done. Otherwise we color
the square of the dual with O((/n + 2x)?) colors so the largest color class has
size Q(/n + 2x) and we choose it as centers of the flowers. O

There also exists an analogue of Theorem 4.10 for every fixed surface so for a
fixed surface we can improve the exponent:

Theorem 4.13 (Amini et al. [2013]). Let o be a fized surface. Then there exists
c € R such that the chromatic number of the square of a graph G with embedding
into o with maximum degree A is x(G?) < cA.

Corollary 4.14. Let o be a fized surface. FEvery bridgeless cubic graph with
embedding into the surface o and with representativity at least 4 has 2°V™ circuit
double covers.

This theorem has two potential weaknesses: It might happen that the Euler
characteristic of the embeddings will decrease too fast leading to a constant num-
ber of faces. We are currently not aware of any graph sequence for which this
happens for all the possible embeddings.

The second weakness is that all the embeddings might have small representa-
tivity. Mohar and Vodopivec [2006] proved that this is the case for Flower snarks
(Definition 1.11):

Theorem 4.15 (Mohar and Vodopivec [20006]). All embeddings of a Flower
snark Jy for k > 5 have representativity at most 2.

It is therefore natural to ask how many CDCs do Flower snarks have. We
answer this question in the following sections. Also the theorems give better
bounds if the graph either has a face of a linear size or has the sizes of the faces
bounded by a constant. This leads to a question whether we do not loose too
much by just changing the strategy in the middle and whether there is some
better way.

We answer this question negatively at least for the planar case. The coun-
terexample is an antiflower. We construct an antiflower of size k the following
way:

o Take a flower of size k,

« add another layer of faces (we call them green faces) around the flower so
every non-central face (the purple faces) of the flower touches k new faces,

» contract the outer face into a single vertex, and

o expand this vertex into a path so the graph is cubic and each of the green
faces touches at most 4 other green faces.

Figure 4.6 shows an antiflower of size 4, the outer face in the figure is the central
face of the flower used in the construction. Generally an antiflower of size k has
k purple faces and k% — k green faces so each purple face is incident with k green
faces.
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Figure 4.6: Antiflower of size four

Observation 4.16. Using the flower construction, no matter how we choose
centers of the flowers, we obtain at most 2°0Y™) CDCs for the antiflower with n
vertices (the size of the antiflower is ©(y/n)).

Proof. Note that the antiflowers are 3-edge-connected so the presented embedding
into the plane is the only possible (modulo changing which face is the outer one,
proved by Whitney [1932]). We analyse the possible choices of flowers. If we
choose outer face as the center of the flower then there is no other flower disjoint
with it and it has size y/n. If we choose a purple face then the outer face is part
of the flower so we can choose at most one purple face and the flower has size /n
again.

Only the green faces remain. But every flower with center in the green face
has size at most 6 as it neighbours with at most 4 other green faces and at most
2 purple faces. And when we select a green face, we cannot select another green
face which neighbours with the same purple face. So we can select at most /n
green faces at once. O

We did not prove any lower bound specially for antiflowers but they are planar
graphs so the general exponential bound proved below (Theorem 6.14) applies.
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5. Representations

We want to study a way to effectively calculate number of CDCs of graphs be-
longing to a graph sequence. The original motivation is examination of the flower
snarks for which Theorem 4.12 does not apply but this study also leads to other
interesting results like exponential lower-bound on number of CDCs of planar
graphs. In this chapter we prepare the general framework for this.

The presented framework is more detailed than it is necessary to formulate the
mentioned results. We do this to get a notion of the best possible representation
of some graph parameter (Theorem 5.18). This representation is unique up to
isomorphism (Observation 5.23). We can also verify that a given representation
is the best one if we allow free edges (Corollary 5.28).

We formulate our definitions in the framework of universal algebras. The basic
idea is to construct graphs by joining gadgets, and to extend the definition of a
graph parameter so it can be effectively computed along this construction.

5.1 Gadgets and Gadget Algebra

It is important to note that all vertices and edges have identity — i.e., given a
graph with two vertices and three parallel edges, we can tell which edge is which.

A gadget is a graph with some half-edges — a half-edge is an edge which is
incident to only one vertex in the gadget and its other end is “floating” so it can
be connected to other half-edge. This notion is similar to “graphs with outgoing
edges” of Szegedy [2007], k-fragments of Schrijver [2015], networks of Kochol
[2006] and probably many others.!

We define the size of the gadget to be the number of half-edges it has and
denote it |g| for a gadget g. We also allow so called free edges — a free edge is an
edge whose both ends are half-edges (such an edge contributes 2 to the size of
the gadget). The half-edges of the gadget are always labeled by numbers 1,. .. s
(each half-edge has a different number). We say k-gadget instead of gadget of
size k.

Definition 5.1 (Gadget). A k-gadget is a graph with k half-edges which are
labeled with numbers 1 to k (each used once). Size of the gadget is the number
of its half-edges. Two gadgets are isomorphic (denoted =) if there exists an
isomorphism of the underlying graphs which maps each half-edge to a half-edge
with the same label.

At this point we could define the class of all gadgets, of all k-gadgets etc. But
we often need to restrict ourselves to a subclass of graphs like cubic graphs. Hence
we use G* for any class of gadgets which is closed on all elementary joins (defined
below) and define G* to be all the k-gadgets in class G*. Note that graphs G are
exactly G%, the gadgets of size zero. We create gadgets from other gadgets by the
following three types of elementary operations defined for all k, k" € N, we call
them elementary joins:

Tt seems — similarly to Ackerman’s function — that every author defines their own version
of it, very similar yet not the same, and we feel obliged to uphold this tradition.
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1. Disjoint union whE . Gk x GF — GFTF which result is a gadget whose ver-
tices, edges and half-edges are disjoint unions of those of the input gadgets,
only the labels of the half-edges of the second gadget are shifted by the size
of the first one. The size of the result is the sum of the sizes of the operands.

2. Join of two half-edges, denoted jzkj : GF — G2 for all k£ > 2 joining half-
edges ¢ and j which replaces the two half-edges by an edge joining their
endpoints. This decreases the size by two and shifts the labels so there are
no gaps.

3. Permutation of half-edge labels, denoted 7*[.] : G¥ — G*. For example
73[2,3,1](g) means replacing label 1 with 2, label 2 with 3 and label 3 with
1 and requires g to be a gadget of size three.

We usually omit the k£ and &’ as they can be inferred from context when needed.

The usual way to describe G* is to choose a set of gadgets and take the smallest
G* which contains them all. If we do not specify G* we work with, then the claims
hold for any choice of G*.

The base gadgets we usually use are a k-vertex Vi, (|Vi| = k, a vertex with k
half-edges) and a free edge F (|F| = 2). For technical reasons we allow an empty
gadget and also Jj2(F) which is a vertexless loop. For example we can write a
triangle as

T12T24T16(Vo & Vo W V)

or equivalently

TJ12TJ13(Vo & J13(Va 0 Vs)).

These gadgets are isomorphic but they are not identical. We consider gadgets
identical only when they are created by exactly the same sequence of elementary
joins from the same base gadgets.

The elementary joins as defined above are defined only on gadgets of some
size. This would lead to a partial algebra. To avoid this we extend the gadget
algebra by a special object None and extend the elementary joins to all gadgets but
returning None on the new elements of their domains. To simplify the notation,
we denote G’ = G* W {None}. More precisely:

Definition 5.2 (Extension of elementary joins). We extend any elementary join
T Tliep GF — G" to a mapping J : [Licpn G — G such that J(x) = None for
all z € [Lie (G"\ G).

This yields the same results as using the partial algebras with the strong
homomorphisms as described in Gritzer [2008]. We also use Gritzer [2008] as
our main reference for algebraic notions and theorems.

Definition 5.3 (Gadget Algebra). The gadget algebra G is an algebra whose
objects are G' = G* & {None} and operations are the constant None and all the
elementary joins J : G — G'.

To simplify the notation, we define a join (denoted J : [1;epy GF — G" where n
is the number of input gadgets, k; their sizes and r size of the resulting gadget) to
be a function created by composing elementary joins such that each input gadget
appears in the result exactly once (e.g., J : G° — G1° defined by g — gw>5 g and
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J': G3x G* — G3 defined by (g1, 92) — g1 are not joins). Note that we explicitly
allow the empty gadget so we can reduce any join (even unary one) to a binary
join. Also conversely we can replace any sequence of joins by a single join. One
class of joins of special interest are gluings

TE G xGh g
which join the half-edges with the same labels creating a graph.

Observation 5.4. Let J be a join. Then for alli € [n] there exist joins J' and
J" such that

~

j(gla e Giy e 7gn) — jl(yiaj”(gla o 9i—-1,Gi4 1y - - - 7gn))

Let J1, 0> be joins then there exists join J such that

\71(917%(927 cee 7gn)) = j(gl7927 cee 7gn)'

Moreover if we allow free edges then for any binary join J with range G°&{None}
and any gadget go there exists a gadget gb such that for all gadgets gy :

T (91, 92) = Ty(91, 95)-

Proof. The first two parts are obvious. The moreover part: If J joins half-edges
of g, together, we just join them. If 7 joins a half-edge of g; with a half-edge of
g2, we permute half-edges of gy accordingly. Finally if 7 joins a half-edge of ¢,
with another half-edge of g1, we add a free edge into gs. m

With the definitions of gadgets and joins, we can move to graph parameters.
The graph parameter is a function on graphs which gives the same values for
isomorphic graphs:

Definition 5.5. A function P : G — R such that G; = Gy = P(G1) = P(Gs) is

called a graph parameter. The set R is the range of this parameter.

The range of a graph parameter is usually (real) numbers but we do not require
it. Note that if needed — like in the case of the parameter which calculates the core
of the graph? — we can make the theoretical parameter return an isomorphism
class (element of G /= in this case) instead of a graph and let the implementation
return any member of the class as its representative.

5.2 Decomposable Representations

We want to enrich the descriptions of graph parameters so they capture how the
parameters are computed along the gadget decomposition. We will model this
as algebras: We first define the gadget algebra where operations are joins and
then describe the parameters using homomorphisms from the gadget algebra. The
relation of a decomposable representation to its parameter is shown in Figure 5.1.

2The core of a graph G is the smallest graph C such that there exists a homomorphism from
G into C. The core is determined uniquely up to isomorphism. For more details see, e.g., Hell
and Nesettil [1992].

51



G hp P
R U {None}

Figure 5.1: Commutative diagram of a decomposable representation

Definition 5.6 (Decomposable Representation). The decomposable representa-
tion P consists of

 the representation algebra P of the same type as the gadget algebra G, we
denote Jp the operation corresponding to the join J and Nonep the opera-
tion corresponding to None,

e an algebra homomorphism hp : G — P, and
e a mapping fp: P — RU{None}

such that None is a poison value,® i.e., any operation which has None as any
argument returns None and fp(x) = None for all z € G’ \ G°.

We say that P is the decomposable representation of the graph parameter with
range R defined by g — fp(hp(g)) and we use P to denote this graph parameter.

Obviously any parameter can be made into a decomposable representation
by setting P = G, hp to identity and fp = P. We call this decomposable
representation the naive representation for given graph parameter P.

On the other hand some representations are better than others — the intuition
is that the homomorphism of algebras hp is a way to forget the details about
the gadgets not important for given graph parameter and the more it forgets the
better representation it gives. To determine which representation is better we
introduce a notion of homomorphisms of the representations:

Definition 5.7 (Homomorphism). Let P and P’ be decomposable representations
of the same graph parameter. A mapping h : P — P’ is a homomorphism from
P to P’ if the following holds:

1. h is a homomorphism P — P, and

2. fp(x) = fp(h(x)) for every x € P.

Observe that the mapping hp can be viewed as a homomorphism from the
naive representation. Also the intuition that h : P — P’ witnesses that P’ is the
(non-strictly) better representation is not entirely correct. The homomorphism
ensures that h[P] is better than P but if & is not onto, P’ contains other objects
which might make it more complicated than P. The theoretical solution obviously
is to take P’ as small as possible but it might not be simple to do in practice.

Like any other homomorphism of algebras, every homomorphism of decompos-
able representations h defines a congruence relation ~j, on objects of its domain

3The homomorphism hp ensures that None is a poison value in the image hp[G].
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via formula x ~j, y < h(z) = h(y). Vice versa, given a congruence ~ on a
decomposable algebra of representation P which respects fp, we can construct a
quotient representation P/~ and a homomorphism h : P — P/~.

Definition 5.8 (Congruence). Let P be a decomposable representation. We say
that a congruence ~ on P is a congruence on P if for all x,y € P it holds

z~y= fp(z) = fp(y).

Observation 5.9. Let P be a decomposable representation, ~ a congruence on
it and g1 and go two gadgets of different size. If g1 ~ go then an equivalence ~'
created from ~ by joining [¢1]~ and [None|. is also a congruence.

Proof. 1t holds that fp([g1]~) = None (at least one of g; and g, is not a graph) so
by joining [¢1]~. and [None]. the condition on fp is preserved. The other condition
is

j(ajla coey Ty [gl]w7y17 s 7yl) = j(xh vy T,y [NOHG]N, Yiy - 7yl)’
The right hand side is always None. Observe that, due to Definition 5.2,

J(...,[g1]~,...) = None for all the joins and all the choices of other parameters
because always either g; or g have the wrong size for the given join. So the
second condition is also satisfied. O]

Definition 5.10 (Quotient Representation). Let P be a decomposable represen-
tation and ~ a congruence on it. The quotient representation is defined in the
following way:

1. The algebra is the quotient algebra P/~.
2. The gadget function is hp;.(g) = [hp(g)]~.

8. The final function is fp;([z]~) = fp(z).

The function h : P — P/~ defined h(x) = [z]. is a homomorphism of
decomposable representations. We show that the congruences of a decomposable
representation are a complete sublattice* of the congruences of its algebra:

Observation 5.11. Let ~; fori € I be a nonempty system of congruence rela-
tions on decomposable representation P. Then both a common coarsening \/;cr ~;
and a common refinement N\;cr ~; exist and they are congruences on P.

Proof. Both \;c; ~; and A\;c; ~; exist as congruences on [P because all congruences
on an algebra are a complete lattice. It remains to show that they are also
congruences on P. It is trivial for A;c; ~; because it is a refinement of each of
the ~;. For ~ = \/;c; ~; we use the fact that x ~ y if and only if there exists a
sequence of objects og, ..., 0, and a sequence of indices i1,...,i; € I such that

T =00 4y 01 iyttt 4y, O = VY.

Hence if x ~ y but fp(z) # fp(y) then fp(0;) # fp(0i11) for some i as well. [

1A lattice L is complete if \/ X and A X exist for every set X C L. For the details see, e.g.,
Grétzer [2008].
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Restricting ourselves to the quotient representations, the natural question is
whether there exists the best possible representation. The answer is positive and
it is a direct consequence of Observation 5.11.

Observation 5.12 (The Best Representation). For every graph parameter P
there exists a unique mazimal congruence ~ on its naive representation N'. We
call N'/~ the best decomposable representation of P.

Proof. Consider the set of all congruencies on N and apply Observation 5.11. [

5.3 Linear Representations

So the best decomposable representation exists but it is rarely useful in practice.
The main reason is that it does not have any additional structure which would
enable us to do computations in it efficiently and it usually is still infinite. To
remedy this, we will require representations to have some additional structure
and require that the homomorphisms preserve it.

The structure we choose is a vector space and linear functions. We choose
vector spaces because they are very easy to work with and yet they are expressive
enough with a lot of tools to use during the analysis. We usually work over real
numbers but the theory works for any other field of characteristic zero.

So we define a linear representation, a naive linear representation, etc., and
finish by showing that there exists the best linear representation. The main
difference is that there usually exists a linear representation such that the sub-
space generated by gadgets of size k has finite dimension for all k. We call such
representations finite.

Definition 5.13 (Linear Representation). A decomposable representation P with
range R together with sets Bp and {e, : b € Bp} is a linear representation over
a field F' if

. F has characteristic zero,’

. R is a vector space over F,

elements of P form a vector space over F,

hp(None) is the zero vector,

all the functions Jp are linear in all their arguments,

fp is also a linear function, and

the set {ey : b € Bp} is a basis of P indexed by Bp so that we can define
support supp(v) C Bp. We call elements of the set

Bp = [ J{supp(hp(g)) : g € G*}

2O~

NS v Lo

the k-boundaries and we call the elements of O = FB* (as a subspace
of P) k-multiplicity vectors. We choose the basis e, such that it satisfies
supp(hp(g1)) Nsupp(hp(g2)) = O for all gadgets g1, go of different sizes. If
such basis does not exist, we call the representation improper, otherwise it
is proper.’

5This is not strictly required for this definition but all our theorems assume this.
5We show in Observation 5.15 that we can restrict ourselves to proper representations.
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We say that the representation is finite if all the sets B* are finite. We omit
the subscript P whenever possible.

We define homomorphisms and congruences of linear representations the same
way as for the decomposable representations (Definitions 5.7 and 5.8) but more-
over we require that they respect the structure of the vector space (formally, we
extend the parameter algebra with the vector space operations).

We want to show that we can ignore improper representations — i.e., that
there is always a better representation which is proper. It is a generalization of
Observation 5.9. But to do that we need to observe that congruences on linear
representations form a complete lattice.

Observation 5.14. Let P be a linear representation. Then the set C of all
congruences on P is a complete lattice — i.e., for any C' C C there exists both a
congruence which is common refinement and a congruence which is a common
coarsening of the congruences in C'.

Proof. We apply the proof of the Observation 5.11. (We cannot apply the obser-
vation directly because our algebra is extended by operation + on its elements
and by multiplication by a scalar value.) O

Observation 5.15. Let P be an improper linear representation. Then there exists
a congruence ~ on P such that P' =P/~ is a proper linear representation.

Proof. For each k € N consider I, = (hp(g) : g € G*) and define

N/: U (Ilﬂlj), N:<N/>
i#jEN
Note that if N = {0}, the representation is proper. We define ~ via formula
x~y< x—y € N. We need to prove that ~ is a congruence. If it is, the
representation P’ is proper from the definition of ~. Obviously ~ is a congruence
in the sense of vector spaces because N is a linear subspace of P. It remains to
show that it respects fp and all the (images of) joins Jp.

Consider any z € N'. By definition z € I; N I; (where ¢ # j). At least one
of i, j is not zero, hence fp(z) = 0 (fp can be non zero only for graphs due to
Definition 5.6). Now consider v = Jp(g1,-- -, Gk, 2, Gks2, - - - , gir) for any join J
and gadgets ¢g;. Again at least one of ¢ and j is the wrong size of the gadget for
(k 4+ 1)-th argument of the join J, so v = 0 due to Definition 5.2. Because N is
the span of N’, the same holds for all elements of N. Hence ~ respects fp and
all Jp. O

Hence from now on we consider only proper linear representations unless ex-
plicitly noted otherwise. The definition of k-boundaries as non-zero indices of the
vector space may seem unnatural at first with the better definition being (the
span of) the image of G*¥. We choose the former definition because in general we
are not able to calculate (hp[G¥]). If (hp[G*]) € (e, : b € B*), we can replace
(ey : b € B*) with (hp|G*]) obtaining a better representation. Note that given a
homomorphism m : P — P’ the formula m[O%] C O, does not hold in general

but only m[{fr(g) : g € G¥)] C O%, does.

Definition 5.16 (Naive Linear Representation). The naive linear representation
Sp of a graph parameter P : G — R is defined:
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I. F=R, R=R,
2. hs,(g) = ey for all g € G* (to simplify the notation we will treat g as e,),

3. Sp is a space generated by hs,[G*] CRY" (note that this is a strict subset
of RY" as we allow only finitely many non-zero coordinates),

4. Js, is the linear extension of J for all joins J (using the simplification
mentioned in Item 2), and

5. s, is the linear extension of P.

Observation 5.17. Let P be any linear representation. Then hp can be uniquely
extended into a homomorphism from Sp into P.

Proof. Obvious. n

We call this extension also hp. Note that hp (as a homomorphism from Sp)
might not be onto unless we constructed P as a quotient of Sp.

Theorem 5.18 (The Best Linear Representation). For every graph parameter
P there exists a unique mazrimal congruence ~ on its naive linear representation
S. We call S/~ the best linear representation of P, we denote it Lp, and it is a
proper representation.

Proof. We consider all congruences on & and we apply Observation 5.14 to get
a common coarsening ~. Due to Observation 5.15, §/~ is a proper linear repre-
sentation. O

Note that we did not specify the basis of the best representation. This is
because any choice will work equally well.

Observation 5.19. Let P be a proper representation which is also a quotient of
its naive linear representation S. Then |BY| = dim hp|O%] for every choice of
the fixed basis in P.

Proof. The naive representation has a basis consisting of images of gadgets (so
Ok O hp|O%]) and the whole P is a direct product of {hp[O%]}1 (so O% C hp|O%]).
Hence O% = hp|O%] and |BE| = dim O = dim hp[O%]. O

There also exists a homomorphism from the best decomposable representation
into the best linear representation. To prove this we need the following well known
fact about algebras:

Fact 5.20. Let h : Ay — Ay be a homomorphism of algebras which is also a
bijection. Then h is an isomorphism.

Observation 5.21. There exists a homomorphism (in the decomposable repre-
sentation sense) from the best decomposable representation B into the best linear
representation L.
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Proof. By definition there exists an onto homomorphism j : h.[G*] — B. We
show that j is injective. For contradiction assume that there exist gadgets g1, ¢o
such that he(g1) # he(ge) but hs(gr) = hg(ge). We can take B and turn it
into a linear representation B’ the same way we turned the naive decomposable
representation into the naive linear representation. It holds hp (g1) = hp(g2)
which is a contradiction with £ being the best linear representation.

So j is an bijective homomorphism and by Fact 5.20 it is a isomorphism.
Hence there exists a homomorphism h : B — h.[G*] C L defined h = j~'. O

In practice it is not enough that the representation is finite but we are very
interested how fast |B¥| grows. We show that the best linear representation is
also the one with | B¥| growing as slow as possible.

Observation 5.22. The best linear representation has the smallest number of
k-boundaries among all linear representations of the given parameter.

Proof. By contradiction. Assume that some other representation P has less k-
boundaries. The function hp defines congruence ~p on the naive linear represen-
tation §. The congruence ~ used to construct the best representation is coarser
than all other congruences on S, specially ~p. Hence the best linear representa-
tion must have at most as many k-boundaries as P. Contradiction. O

The important property of the best representation is that there exists a ho-
momorphism into it from any other quotient of the naive representation. So we
can take a quotient representation and either prove that it is best or improve it
and get closer to the best one. We can never do a “wrong” move which would
leave us with non-optimal representation and no way to improve it. To prove
that a given representation is best, it is enough to show that the size of each B*
is as small as possible.

Observation 5.23. Let P be a linear representation and let L be the best linear
representation of the same parameter. If |BE| = |B%| < oo for all k then P is
isomorphic to L.

Proof. Because the |Bj| are as small as possible, hp as a homomorphism from
the naive representation is onto. By definition of £ there is a homomorphism
m : hp[S] — L from image of the naive representation (i.e., the whole P in this
case) into £ which is also onto. Homomorphism m must be injective because
P and L have the same number of k-boundaries — i.e., the corresponding vector
spaces have the same finite dimension. Hence m is a bijective homomorphism,
and by Fact 5.20 it is an isomorphism. O

A way to show this equality is to construct for every k£ a matrix A* indexed
by k-gadgets defined

Ay g = P(Tyl91.92))
and show that is has rank | B¥|.

Observation 5.24. Let P be a linear representation and let S be some set of
k-gadgets. Define matriz A by A% = P(TF(g1,92)) where g1,g, € S. Then

91,92
rank(A¥) < |BE,| for every linear representation P’ of the same graph parameter.
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Proof. The matrix A* can also be written as A* = MIGM,; where G is the
matrix of the bilinear map fp((JF)p(.,.)) and My is a matrix whose columns
are multiplicity vectors (i.e., hp(.)) of the k-gadgets in S treated as elements
of FB". Because the rank of the result of matrix multiplication is at most the
minimum of the ranks of the involved matrices, this gives a lower bound on the
rank of the matrix Mj (and also G) for any representation of this parameter.
Hence it bounds the number of its rows from below and each row corresponds to
a k-boundary. O

We want to observe that if two gadgets can be distinguished by a parameter
then they are distinguished by gluing. This will allow us to examine only gluing
and not all possible joins involving gadgets of the given size. This is unfortunately
true only if we allow free edges. Note that by Observation 5.4 any sequence of
joins can be reduced to a single join.

Observation 5.25. Let P be a linear representation allowing free edges and let
g1, g2 be k-gadgets. If there exists any join J and gadgets f1,..., f, such that

P(j<glv f17 ER) f’rl)) # P(j(927fla s 7fn))
then there exists a k-gadget f such that P(Ty(g1, f)) # P(Ty(g2, f))-
Proof. Obvious. Just join all the other gadgets first by Observation 5.4. O

This immediately gives us that any such linear representation can be improved
by decreasing the number of k-boundaries to the rank of matrix G from the proof
of Observation 5.24.

Observation 5.26. Let P be a linear representation allowing free edges and
let n € N. Then there exists a linear representation P’ which has the same k-
boundaries as P for all k # n and has rank(A™) of n-boundaries where A™ is a
matriz with entries AY; = P(Jy(ei,ej)) and {e; : i € I} is any basis of Ofp.

Proof. Let I' C I be maximal such that the corresponding columns (or equiva-
lently rows because A™ is symmetric) of A" are independent. (So |I’| = rank(A").)
Let D =1\1I"and for d € D let ¢! € R be such that

A*,d = Z C?!‘h,m
iel’

Define vectors y? such that y¢ = ¢ for i € I, y¢ = —1 and y% = 0 for all other
d € D. Obviously y? € ker(A™). Hence we can transform any multiplicity vector
ve O to

v=v+ Y vyt

deD

Then it holds (J,)p(v,w) = (J,)p(v',w) for all w € O™ and (v')q = 0 for all
d € D. So we can just drop the coordinates D which gives us the representation
P O

Hence the rank of matrix A* is an upper bound on the number of k-boundaries
of the best representation. For an example of a representation with a full-rank
matrix A* which is not the best representation see the representation of k-edge
colorings described in Section 5.6. On the other hand we show that our bounds
meet for the best representation. To do this we need to observe that the best
representation has a basis consisting of images of gadgets.
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Observation 5.27. Let P be a linear representation which is a quotient of the
corresponding naive linear representation S. Then there exist k-gadgets {g; }; such
that {hp(g;)}, is a basis of O%.

Proof. The naive representation has basis consisting of images of gadgets, hence
so does any its quotient. O

Corollary 5.28. Let L be the best linear representation which is also finite and
allows free edges. Let {g;}, be set of k-gadgets such that {hs(g:)}, is a basis of
Of. Then |BE| = rank(A*) where A* is o matriz defined A} ; = L(T) (gi, 9;))-

2,

In the examples we present below, it is usually the case that the gadgets are
mapped to non-negative vectors. We show that this is not a coincidence but a
natural property of a linear representation of a non-negative graph parameter.
First we need to generalize the notion of non-negative vectors to account for
different rotations:

Definition 5.29 (Cone). A cone is a subset of a linear space over R which is
closed under linear combinations with non-negative coefficients. A cone is proper
if it does not contain any line (i.e., a set of form {av: a € R} for a fized non-
zero vector v). A cone generated by set X is the set of all non-negative linear
combinations of the elements of X.

Observation 5.30. Let P be a linear representation over R such that the values
of graphs {P(G) : VG € G} generate a proper cone V. Consider cone C' gener-
ated by the images of gadgets {hp(g):Vg € G*}. If {ax:VYa € R} C C, then
fp(Ip(z,hp(g))) =0 for all gadgets g and all binary joins J.

Proof. For contradiction let us assume that fp(Jp(x,hp(g))) # 0 for some join
J, some gadget g and some z such that {ax:Va € R} C C. Fix § € R such
that

fp(TIp (B, hp(g))) € V.

Such [ exists because V is a proper cone. We can write Sz as a non-negative
linear combination of images of gadgets and then use linearity:

pr = Zoéihp(gi)
fr(TIp(Bx, hp(g))) = fp(jp(z a;hp(g:), hp(9)))
= Z i fp(Tp(hp(g:), hp(g)))

Note that if the result of the join J(g;, g) is not a graph, we have

fp(Ip(hp(g:), hr(g))) = 0.

So we have

Zaip(J(gi,g)) %

but all o; > 0 and P(J(g;,9)) € V by definition. Contradiction. O

Using this observation and applying a suitable linear transformation we get:
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Corollary 5.31. Let P be a non-negative real-valued graph parameter. Then is
has a best representation over R in which all gadgets are mapped to non-negative
vectors.

An interesting question is the characterization of the graphs parameters which
do have a finite linear representation. We leave it as an open problem for further
research.

Problem 5.32. Characterize graph parameters which have a finite linear repre-
sentation over Q, R or C. What if we restrict growth of |B¥|?

5.4 Graph Sequences

We conclude this section with definition of graph sequences created by repeatedly
joining with the same gadget which will help us analyze asymptotic behavior of
the linear representations.

Definition 5.33 (Graph Sequence). A graph sequence (G;);>, is defined by its
initial index z, initial gadget ginit, step gadget gsep, step join Jsep and final join
Jin by the following formulas:

9z = Ginit, gi+1 = u7step(gstep7 gi); G; = jﬁn(gi)~

Note that sizes of the initial gadget and the result of the step join must be the
same and we call this value size of the sequence, denoted s. For example cyclic
ladders (also know as prizm graphs) are a graph sequence of size 2 with

Jstep = 7T“—7 37 47 2](\73,4(]}3 ) V3))) x7step(ga7 gb) - t73,4t73,5(ga W gb))
Z = 27 Ginit = x.7step<gstep7 gstep)7 jﬁn = j1,2 ' \.72,3-

We can also obtain Mobius ladder by changing the final join to Ja, = J12 - Ji1.3
For illustration see Figure 5.2.

The following observation shows that asymptotic behavior of a linear repre-
sentation of a graph sequence can be determined by analyzing a single matrix.
Moreover this matrix has finite size if the representation is finite.

Observation 5.34. Let P be a linear representation over F with range F' and
let (Gi)i>» be a graph sequence of size s. Then value P(G;) can be expressed as
mi A" M, where Miniy = hp(ging) € FP° is the multiplicity vector of the base
gadget, A = (Tsep)p(hp(Gstep), -) € FB B is the matriz describing addition of
the step gadget and mg, = fp - (Jan)p € FB is the vector describing the final
join.

Proof. Obvious. m

We can also obtain an explicit formula for P(G;) by using Jordan normal form
(see, e.g., Horn and Johnson [2012]). Note that we have to work over complex
numbers as real matrices can have complex eigenvalues.
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Jinit s7step (gstep7 )

jﬁn

Figure 5.2: Cyclic ladders

Observation 5.35. Let u,v € C" be vectors and J € C"™™ be a matriz such
that diagonal entries are A € C, entries right above the diagonal are ones and all
other entries are zeros (i.e., the matriz is a single Jordan block). Then

=i 1=0

n n—j k '
ut TP ="y <i>vj+i)\k_’ Vk > n.
7j=1

Proof. We will prove that (J*v); = >0/ (k)vj+z‘)\k_i for k > n. We proceed by

the induction on j from n to 1 and k from 1 to co. The base case is 7 = n for
any k:

0 k )
(J*v),, = Z (Z,)vnﬂ-)\k_’ = v, \F
i=0
which holds. Induction step from j + 1 to j for k > n — j:
(J*0); = (J(T* )y = AJI* 1)y + (T 1)

k-1 I (k-1 .
—)‘;< ; >Uj+i)\k_1_z+ Z ( ; )Uj+i+1)\k_1_z

=0
(k-1 "I (k-1
= ( . )U]_i_Z)\k_Z + Z < )U]+Z+1)\ -1
i=0 \ ! i=0
k n_j_l k - 1 k) 1 n_]_l k - 1 1
=0



n—j
— Uj)\k —I— Z <I;> Uj+i)\k_i
i=1
n—j k '
=> <i>“j+i/\kﬂ O

i=0

Corollary 5.36. Let u,v € C" be vectors and M € C™*" be a matriz. Then
l

ul MFy = Z A

i=1

P(k) VkE>n

where \i, Ay, ..., A\ are all the distinct eigenvalues of M and P; is a polynomial
of degree at most a; — g; where a; is the algebraic multiplicity of \; and g; its
geometric multiplicity.

Proof. We choose P and .J such that M = PJP~! and J is a matrix in the Jordan
normal form. Then we apply Observation 5.35 to each block of u” P, J and P~1w.
For the [-th block corresponding to \; we obtain a formula )\fQi,l(k) where ), ; is
a polynomial of degree at most the size of the block minus one. The size of the
block cannot be larger than a; — g; + 1 (Section 3.1 of Horn and Johnson [2012]).

So P = %, Qi -

5.5 Linear Representations and Edge Coloring
Models

There is a connection between finite linear representations and edge coloring
models. We first shortly review edge coloring models using mostly terminology of
Szegedy [2007]. Then we prove that we can derive a finite linear representation
from every edge coloring model but not vice versa. In praticular, we show that
circuit double covers cannot be counted by neither a real valued nor a complex
valued edge coloring model.

Szegedy [2007] proved the characterization of the edge coloring models with
values in R. Later Draisma et al. [2012] and Schrijver [2015] proved a charac-
terization of complex valued edge coloring models but we will not explore this
further. Lets start with definition of the real valued edge coloring model (the
complex valued one differs only by replacing R with C):

Definition 5.37 (Edge Coloring Model). An R-valued edge coloring model is a
graph parametert : G — R given by a functiont : N* — R (where d is the number
of colors) and formula

G = > 11 oy

P:E(G)—[d] veV(G)

where v, € N is a vector such that (vy); is the number of edges of color i incident
to vertez v in coloring 1 (note that loops are counted twice).

We say that a graph parameter f : G — R is multiplicative if f(G; W Gg) =
f(G1)f(Gy) for all graphs Gy, Gy € G and f(E) = 1 where E is the empty graph.
The next property we need is edge reflection positivity and it is easiest to define
in terms of quantum graphs:
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Definition 5.38 (Quantum Graph and Gadget). A quantum graph is a formal
linear combination of graphs. A quantum gadget is a formal linear combination
of gadgets of the same size.

Note that gadget joins and any linear representation can be linearly extended
to quantum graphs. We remind that jgk : GF x GF — G (called gluing, defined
for all k) is a binary join which joins the half-edges with the same labels. A
quantum graph @ is called edge reflection symmetric if there exists a quantum
gadget H such that () = jg|H‘(H, H). We say that a graph parameter f: G — R
is edge reflection positive if f(Q)) > 0 for all edge reflection symmetric quantum
graphs (). The characterization of the real valued edge coloring models is:

Theorem 5.39 (Szegedy [2007]). A function f: G — R can be realized by a real
valued edge coloring model if and only if f is multiplicative and edge reflection
positive graph parameter.

As noted above, every real or complex valued edge coloring model gives us a
finite linear representation:

Theorem 5.40. Let t : N — F be an F-valued edge coloring model (F €
{R,C}). Then there exists a finite linear representation P over F defined (again
we define all the functions on the basis only):"

1. range is F',
BY = [d]¥ (colorings of the half-edges with d colors),

he(9) = Sieplol Lo pss [uev(g) Hvy),

(Jij)p(Ly) = 0 if b; # b; and 1y otherwise where b' is b without the i-th
and the j-th component,

5. Wp(1y, 1) = 1, where . means concatenation,
0. w[olp(1s) = Lo,
7. fp(m) =m,
such that t(G) = P(G) for all graphs G. It holds that |B*| = d*.

Proof. Obviously t = P. Also all the required functions are linear. It remains
to show that P is a decomposable representation, i.e., that for all joins J :
[Licin Gk — G" and for all gadgets of correct sizes gi,go, ..., g, the equation
ho (T (91,92, - -+ 9n)) = Tp(hp(g1), hp(g2), - - -, hp(gn)) holds.

It is enough to prove it for elementary joins. For [J; . and a k-gadget g we
need to show hp(J15(9)) = (JFy)p(hp(g)). The proof of it is not complicated
but it is somewhat technical. We need to distinguish to which gadget we apply
vy (from the definition of an edge coloring model) so we denote vy, , the value of

"We denote ¢ > b the non-proper edge-coloring 9 extending b which is interpreted as coloring
of the half-edges.
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vy in gadget g. We start by expanding the left-hand side (the final step is from
J12(9) to g):

he(Tia@) = > Ly, I topsae)

beldF =2 ¥>bueV(TF,(9))

= 2 Ly > Il tuy)

be[d]k—2 c€ld] p>(c,c).bveV(g)

Now we expand the right-hand side (in the last step we split out the colors of the
first two half-edges). Expression b’ denotes b without the first two coordinates.

(Ji2)p(he(g)) = > (hp(g))sly

be Bk
b1=b2

= Z Ly, II tlvsy)
eldk  ¢Y>bveV(g)
b1 b2

= 2 2L > I tuy)

be[d]F—2 ce[d]  ¥>(c,c).bveV(g)

We obtained the same formula so the equality holds. The proof is similar and
even more trivial for W and 7[o] so we omit it. O

The representation from Theorem 5.40 is a slight generalization of the rep-
resentation of edge colorings shown below (Section 5.6.2). Also whether this
representation is optimal or not depends on the properties of ¢. Usually it is not
— e.g., for the edge colorings we get exactly the representation described in the
example section below which is not optimal because boundaries which differ only
by renaming colors always have the same coefficients.

But there are finite linear representations which cannot be modeled by real
valued edge coloring models. For example counting colorings (both edge and
vertex ones) if we treat them not as colorings but as partitions (i.e., the colors
do not have identity):

Observation 5.41. The number of k-partitions of vertices (resp. edges) which
are a coloring cannot be calculated by a real valued edge coloring model for any
kE>1.

Proof. A graph with single vertex (resp. edge) has only one such coloring but
disjoint union of two copies of this graph has 2 coloring — either the vertices (resp.
edges) have the same color or not. Hence this parameter is not multiplicative and
by Theorem 5.39 it cannot be calculated by a real valued edge coloring model. [

Also circuit double covers cannot be counted by a real valued edge coloring
model:

Observation 5.42. The number of circuit double covers is not edge reflection
positive.

Proof. We construct a quantum graph for which the number of CDCs is negative.
Consider gadget g, of size 6 created from Petersen graph by removing two inner
vertices not connected by an edge and gadget go consisting of two disjoint cubic
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Figure 5.3: Petersen graph split into two 6-gadgets

vertices such that J,(g1, g2) = Jy(g2, g1) is Petersen graph (see Figure 5.3). Define
quantum gadget H = 3g, — ¢g;. The number of CDCs of J,(H, H) is less that —2
(computed by the program described in Section 6.3) so the number of CDCs is
not edge reflection positive. O

Corollary 5.43. Circuit double covers cannot be counted by a real valued edge
coloring model.

In general complex valued models are stronger than real valued ones. For
example a real valued graph parameter (—1)#(@)I cannot be represented by a real
valued model but can be by a complex valued one as noted by Schrijver [2015].
So it is natural to ask whether we cannot use a complex model instead. The
answer is negative:

Theorem 5.44. Clircuit double covers cannot be counted by a complered valued
edge coloring model.

Proof. Theorem 5.40 shows that a linear representation derived from an edge
coloring model has d* boundaries. But we show below (Observation 6.3) that
any linear representation of the number of circuit double covers has 2(*logk)
boundaries. ]

It is also worth noting that, despite the presented examples, an edge coloring
model (and hence the derived linear representation) does not need to have a
combinatorial interpretation. Szegedy [2007] showed that the value of the edge
coloring model is invariant under action of an orthogonal group on a suitable
polynomial ring. He also provided an example that the usual edge coloring model
of the number of perfect matchings:

1 fa=1
t(a,b):{ =5

0 otherwise
can be transformed into
t'(a,b) = 27@/2(q — p)

and this transformed model still calculates the number of perfect matchings.
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5.6 Examples of Linear Representations

In this section we list a few examples of linear representations for common graph
problems. We defer the linear representation of the number of CDCs to the
next chapter (Chapter 6) as it is slightly more complicated and we also want to
cover it in more detail. Note that we designed the framework to count objects.
So although it might also be used for optimisation problems it usually leads to
infinite representations.

For minimization problems it might be better to build analogous theory but
with addition instead of multiplication and minimum instead of addition. In
such a framework each coordinate would describe the best object with a given
boundary. On the other hand it will no longer be a linear space so an extra care
is needed. Because we are interested in counting, we do not pursue this direction
any further.

5.6.1 Counting Vertices and Edges

The simplest example is probably counting the vertices of a graph. The most
straightforward way is to define® O = Q for all k, let hp map a gadget to the
number of its vertices, let Wp be addition and fp and all other Jp be identity.
This is obviously a decomposable representation but not a linear one — we require
linearity in all arguments Jp(a1x2, asxs) = ajasJp(xe,x2) which does not hold
for addition. To fix this we change OF to Q x Q and redefine

« hp(g) = (IV(9)l, 1),

o Wp((n,u1), (o, u2)) = (n1ug + nour, ugus), and

 fp((n,u)) =n.

The addition of the second coordinate which is always 1 may seem artificial at
first but it is quite natural if you treat each coordinate as the number of partial
objects of some type. In this case the objects we are interested in are (partial)
vertices which might be modeled by partial functions {#} — V(g). So there are
naturally two types of these objects on gadgets:

+ Objects which selected a vertex in a given gadget (partial functions {0} —
V (g) defined at () — and there is always |V (g)| of them.

» And objects which have not selected a vertex so it can be selected in other
gadget (partial functions {0} — V(g) which are not defined at @) — and
there is always exactly one object of this type.

The linear representation counting edges is exactly the same except hp(g) :=
(1E(g9)| — lgl/2,1) (i-e., normal edges count for one but half-edges only for 1/2).
These representations are optimal as can be seen using Observation 5.24 and two
gadgets with different number of vertices (resp. edges) for each k.

8Note that formally we treat each OF as independent copy of Q so they are disjoint from
each other in all points except 0.
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5.6.2 Colorings as Mappings

There are two natural ways to treat d-colorings (both edge and vertex ones):
Either as functions into a set of colors [d] or as partitions with at most d parts. For
existential questions, both of these representations behave the same and mappings
are usually a bit easier to work with. For counting, they differ — colorings as
mappings which differ only by renaming colors are the same coloring when treated
as partitions. We first look at colorings as mappings.

We define the representation counting edge d-colorings in the following way
(we denote 1, the vector with 1 at position x and zeros elsewhere; we define the
join functions on the basis of the linear space only):

o R:=Q, B*:=[d]F where [d]* is the set of all k-tuples of the numbers 1 to
d denoting all the possible d-colorings of k half-edges,

e (hp(g)). for ¢ € B is the number of edge d-colorings of g with colors ¢ on
the half-edges,

o (Ji;)p(1.) = 1y if ¢; = ¢; and 0 otherwise where ¢ is ¢ without the i-th
and the j-th component,

e Wp(l,,1.) = 1.~ where . means concatenation,
o 7o]p(le) = 1), and
o fp((n)) =n (note that |B°| = 1).

Note that this is exactly the same representation we would get by taking the
natural vertex model for the number of d-colorings and converting it into a linear
representation by Theorem 5.40. Also this representation is not the optimal one
because every gadget has the same coefficients for the boundaries which differ
only by permuting the colors (e.g., (1,2,1) and (2, 1,2)). Using this observation
we can keep only one boundary from each such group. This reduces the number
of boundaries by the factor of almost d!.

The linear representation for vertex d-colorings is the same except for the
following;:

» we color every half-edge with the color of its only incident vertex,

o (hp(g))e for ¢ € B9l = [d]l9! is the number of vertex d-colorings of g with
colors ¢ on the half-edges, and

e (Jij)p(1.) = 1o if ¢; # ¢; and 0 otherwise where ¢’ is ¢ without the i-th
and the j-th component.

Note that there exists a vertex model for vertex coloring due to Freedman et al.
[2004] which proves the characterization of the parameters that can be counted
by weighted homomorphisms (every vertex d-coloring is a homomorphism into
K;) and this characterization is the same as for the real-valued vertex models
(which was proved by Szegedy [2007]).
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5.6.3 Group Flows

Note that a general (M, B)-flow (Definition 3.1) can be represented just like an
edge coloring with |B]| colors. The only difference is the multiplicity vectors
assigned to the base gadgets.

5.6.4 Colorings as Partitions

Colorings as partitions are more complicated. Even the edge colorings cannot be
represented by a real valued vertex model as shown in Observation 5.41. We will
again use integers to denote the colors on the half-edges. Because the colors do
not have identity now, we will consider descriptions which differ only by renam-
ing colors to be the same — i.e., the boundary of size three (1,2,1) is the same
as boundary (3,1,3). To remove ambiguity, we will always choose lexicographi-
cally minimal representation of the given boundary (e.g., (1,2, 1) in the previous
example).

When joining gadgets together we have to try all the possible identifications
between colors of each gadget. There is up to d! such identifications but it might
be less if one of the gadgets does not use all d colors. Given gadgets g; and gs
each of them with a coloring using [; resp. ls colors, the possible identifications
are in one-to-one correspondence with matchings M of complete bipartite graph
([l1], [l2], E) such that graph ([l1], [l2], M) has at most d components (i.e., edges
denote identification of two colors and there is at most d colors in the end). This
is the hard part — if all the colorings use d colors then” ¢ (g) = d!cf(g) but if
there is an unused color the relation is not that simple.

We denote I4(1, 1) the set of all the identifications for colorings with /; and
ly colors where the resulting coloring has at most d colors. For i € I,(I,1') and
colorings ¢, ¢ we denote i(c, ') the coloring obtained by identifying colors of ¢
and ¢ according to ¢ and followed by concatenation, and |i| the number of colors
existing after the identification.

Note that knowing the colors on half-edges might not be enough — if some
color is not used on the half-edges, we need to know whether it is used inside the
gadget or not. So k-boundaries for vertex d-colorings will be

(c1,¢9, . e |1}

where (cq,...,c;) describes the colors on half-edges and among such colorings
it is the lexicographically minimal one under renaming colors and [ is the total
number of colors used either on the half-edges or inside the gadget. Obviously the
number of k-boundaries is at most d**'. We define the rest of the representation
in the following way (all the linear functions are defined on the basis of the space):

« R=Q, B* are defined above,

o (hp(9)(ernen ity for (c1,...,cx |1} € B9 is the number of edge d-colorings
of g with colors ¢y, ..., ¢, on the half-edges using [ colors in total,

o (JTij)p(Lciny) = Ly if ¢; = ¢; and 0 otherwise where ¢’ is ¢ without i-th
and j-th component,

9We denote the number of the edge colorings as mappings c?,(¢g) and the number of the edge
coloring as partitions cg(g) for a gadget g and d colors.
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o Wp(Leiy, Liery) = Zier,aa) Litee) i}

o 7lo]p(Lc|y) = 1(o/(e)|1y Where o'(.) denotes permuting according to o fol-
lowed by choosing lexicographically minimal equivalent representation, and

e fr(lgy) = 1.

To count the vertex colorings we can use the same trick as for the colorings-
as-mappings.
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6. Counting Double Covers 11

In this chapter we continue the effort started in Chapter 4 and we show both
an exponential lower bound for Flower snarks (Theorem 6.8) and an exponential
lower bound for planar graphs (Theorem 6.14). We remind that the number of
CDCs is denoted v.

6.1 The Linear Representation

With the general framework in place, we can get back to the circuit double
covers. We will model the number of CDCs as a finite linear representation over
the field R. We describe the model for cubic graphs and it might be possible to
extend it to general graphs but we do not explore it further as cubic graphs are
our main interest.

Because we describe CDCs by crossings on edges (see Section 4.2), it is natural
to extend this definition to gadgets. The CDC on a gadget is a (multi)set of
circuits and walks which covers every edge of the gadget twice (including the
half-edges). Both ends of each walk must be half-edges and no edge or vertex can
appear twice in one walk. The crossings on regular edges are already determined
but the crossings on half-edges will be determined when the half-edge is joined
with another half-edge creating a regular edge.

How do the gadget joins act on the CDCs? The disjoint union of the under-
lying gadgets is just a union of the CDCs and it always succeeds. Permuting
half-edges does nothing, the only interesting operation is joining two half-edges
together. When we are joining two half-edges, there are two walks on each of
them and we must determine in which of the two possible ways can we join them.

Here comes the difference between cubic and general graphs: In cubic graphs
constructed from Vs without free edges no two walks (or circuits) in a CDC can
span the same set of edges so there are always two ways to do the join. But if
we allow free edges or vertices of degree distinct from three, two walks in CDC
might span exactly the same set of the edges. Then there is only one way to do
the join because walks in a CDC do not have an identity on their own. As we
are interested in cubic graphs, we will assume that no two walks in a CDC of a
graph are identical.

What determines whether we can join two walks? We can always join a walk
to itself, creating a circuit. If the walks are different, we only need them to not
share an edge (otherwise we would create a self-touching walk which could not
be completed into a circuit). Note that circuits do not participate in the joins in
any way.

So to be able to join the two half-edges we need to remember for every walk
which half-edges are its end points and which other walks it shares an edge
with. We will record this in the following way: The walks will be numbered
consecutively, starting at 1. For each half-edge we record the numbers of the two
walks incident with it, e.g., the only possible configuration on boundary of size
3 can be written ((1,2),(1,3),(2,3)|}. Then for every two walks that share an
edge and it is not yet known from the description of the half-edges, we record a
tuple containing the numbers of these two walks, e.g., if walks 5 and 6 are incident
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only inside the gadget, we would write (| (6,5)}. If we were to allow CDCs which
might include the same walk two times (i.e., non-cubic graphs) we also need to
add which walks are the same otherwise we would overcount.

The same boundary can obviously written in many ways — the operations that
preserve the same structure are renaming the walks, swapping the order of the
numbers in each tuple, and permuting the tuples describing incidences inside the
gadget. To get rid of this non-uniqueness we just take the equivalence classes
under all this operations. In the implementation we represent each class by its
lexicographically minimal element. In theoretical results, to simplify the notation,
we use any element of the class to represent the whole class. So we might write

((17 2)7 (1’ 3)’ (273) | } = ((17 2)? (273)7 (37 1) | }

instead of
[((1,2),(1,3),(2,3) [} = [((1,2),(2,3), (3,1) [ }]

as the boundaries are always the whole equivalence classes so there is no danger
of confusion. Note that gadgets of size 0 — i.e., graphs — have only one boundary.

Multiplicity vector of a gadget (the value h,(g) for gadget g) describes how
many CDCs with each boundary there are. The multiplicity vectors we get for
gadgets are always non-negative in all coordinates. It should be obvious that such
multiplicity vectors fully describe the gadgets in the terms of CDCs. The linearity
follows from the formal definitions of the elementary joins below (Definition 6.1).
We omit a formal proof that joins and h, commute, it would be trivial but even
more technical than similar proof of Theorem 5.40.

As we observed above (Corollary 5.28), we want to allow free edges. We
noted above that free edges break our assumption that two walks never span
exactly the same set of edges. On the other hand we want to avoid extending our
representation just because of them. Hence we just try to add them, modifying
what the number of CDCs means for some edge cases if needed.

A free edge has two walks spanning the same half-edge. Hence there is only
one option when joining to free edge but our representation would count two. To
compensate for this we define a free edge to have the multiplicity vector (1/2).
It is easy to see that this works out well in all the cases except when a graph
contains a vertex-less loop (note that a loop with a vertex can never have a CDC
in a cubic graph). In this case the number of CDCs is divided by two for each
vertex-less loop. We still call this parameter the number of circuit double covers
even though it differs from v as defined in Chapter 4 because they differ only for
graphs with vertex-less loops and we care only about simple (cubic) graphs.

We denote dc the boundary of a CDC ¢ and we denote v(g) the number of
components of g which consist of free edges only. By applying a permutation o on
an n-tuple t we mean a tuple obtained by permuting the elements of ¢ according to
permutation o. For tuples s and ¢, the expression s;t denotes the concatenation
of them such that the numbers (recursively) contained in ¢ are shifted so they do
not collide with numbers in s. The expression t{w — v]| denotes the replacement
of all occurrences of w in ¢ by v. Finally &(u — v) is an indicator function
whether blu — v] is a correct boundary or not.

Definition 6.1. We define a linear representation v of the number of CDCs in
the following way: The boundaries are the equivalence classes described above.
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The operations are (the notation is described above):
hu(Q) = (1/2)7(!]) Z 180
ca CDC ofg
fulm) =mqy

kK’ —
W (m,m') = Z Z 1(a;a/Ij;j’}m(alj}m/(a’\j’}
(alj}eB* (a'|j'}eBY

ol (m) = > L@yl

(a]jteBk
&(u = w) = Lpju—sw) if bu —> w| is a correct boundary of a CDC
0 otherwise
(Z’fz)u(m) = Z (&p(ur — w1, ug — wa) + &(ur — wa, uy — w1))my,
be Bk

b=(((u1,u2),(w1,w2)).a|j}

Note that due to the way h,, is defined, the described linear parameter correctly
counts the number of CDCs even if given CDC can be described by multiple
boundaries (and we did not prove that there is a unique choice of the function
0). In this case 0 chooses an arbitrary boundary from those which describe the
given CDC but a single CDC is still mapped to only one boundary so we do not
overcount.

It is natural to ask whether this representation is the optimal one and how
many boundaries of size k exist. We show that the described representation has
20(+) houndaries of size k. We also show that any linear representation must have
at least 29(k1gk) houndaries so our representation is not that far from the optimal
one. We do not expect this lower bound to be even asymptotically tight because
the chosen gadgets are not the best possible. Below we show better bounds for
small values of k. They prove that the described representation is not the best
one but also they show that the optimal number of boundaries seems to be closer
to the representation than the lower bound. But of course they are only a few
datapoints so they might be the exceptional ones.

Observation 6.2. The described linear representation has 200:) boundaries of
size k.

Proof. We show that the dominant part of the boundary description is whether
the walks share an edge inside the gadget (the second part of the boundary
description): Every two circuits might meet and there is (g) of pairs of them. Up
to k meets might be already forced by the part describing half-edges but it is still
(g) — O(k) = k*/2 — O(k) = ©(k?) binary choices.

The number of possible half-edge descriptions (the first part of the boundary

k
description) is at most (g) < k2R = 92klogk — 90(F*) Byt still at least 1. Together
this gives 20(*) . 206*) — 20(**) from above and 2%*+*) . 1 from below. O

Observation 6.3. Any linear representation counting the number of circuit dou-
ble covers must have at least 22%1°8%) boundaries of size k.

Proof. We show that the matrix! A* = v(7,(g1,92)) has rank at least 2%(*logk)

91,92
which, combined with Observation 5.24, gives the lower bound.

'We remind that Jy is the gluing which joins the half-edges with the same labels.
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Consider a matrix 051792 defined the same way as A* but the columns and

rows are not spanning all the k-gadgets but only a chosen subset of them S*.
Obviously C* is a submatrix of A* and rank(C*) < rank(A*). The hard part is
to choose the right S* as we must be able to precisely calculate the number of
CDCs of each graph created by joining elements of S*.

We choose S* to be the set of all so called diamond matchings. A diamond
gadget is a 2-gadget created by cutting an edge of K;. A diamond matching
of size k is created by a disjoint union of k/2 diamond gadgets (so k must be
even) and then permuting their half-edges. Now we show that there is 2%(*logk)
of diamond matchings of size k and that the corresponding matrix C* has full
rank.

We prove the first part by induction. There is one diamond matching of size 2.
Now for even k > 4 we have k — 1 possibilities where is the other half-edge of the
diamond gadget who has the last half-edge. Now if we remove this gadget we have
a diamond matching of size k —2. This leads to formula (k—1)(k—3)(k—5)...1
which is 20(klogk),

To show that C* has full rank, it is enough to show det(C*) # 0. The key
observation that v(7,(g1,g2)) = 22*7¢ where ¢ is the number of connected com-
ponents of J,(g1, g2). This is because we have two ways how to cover a diamond
gadget and we have two ways how to join two diamond gadgets together but
when we close the cycle we have only one possibility. The number of components
is maximized when g; = go — then there are k/2 components, each of them a
necklace of length two. Whenever g; # go the number of components is strictly
smaller.

So the matrix C* has some values 2* on diagonal and all other values are also
powers of two but strictly larger. Considering the definition of the determinant
the sum contains element 2% for the diagonal (where [ is the size of the matrix)
and all other elements of the sum are multiples of 271, Hence det(C*) = 22!
mod 22+ so det(C*) # 0. O

On the other hand for small k£ the asymptotic behaviour is not important and
the values itself are more interesting. We summarize our findings in Table 6.1.
For k up to eight it contains the following:

o+ The number of k-boundaries of our representation (|B¥|). This determines
the speed of our implementation.

o The rank of the matrix jgk which is an upper bound for the number of k-
boundaries of the best representation |B%| (due to Observation 5.26). This
gives an upper bound on the speed of the hypothetical optimal implemen-
tation.

¢ The rank of matrix L* which is the matrix constructed by Observation 5.24
of the highest rank we found and gives lower bound for |B%|. This gives a
lower bound on the speed of any implementation of a linear representation
counting CDCs.

e The number of diamond matchings of the given size — i.e., the lower bound
proved by Observation 6.3. Note that diamond matchings are defined only
for even k. This shows the best lower bound for |BE| we currently know
without using computer.
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Table 6.1: Number of CDC boundaries of given size

k 01 2 3 4 5 6 7 8
B 1 0 1 1 33 744 69,920 13,710,912 7
rank(7F) 1 0 1 1 21 202 7 ? ?
rank(L*) - - - — 21 161 ? ? ?
ST 1 - 1 - 3 - 15 B 105

For trivial reasons our representation is optimal for £k < 3. The question
marks in the table stand for what we do not know because the computation took
too long to finish. The set of gadgets used to construct matrix L* are cyclic ladder
gadgets of size 2 up to 7 with all the permutations of all the half-edges except
one. This gives 36 gadgets and matrix B of rank 21. For details see experiment
cdc_4 boundaries.py. For L® we used cyclic ladders with one half-edge joined
to a cubic vertex, again of sizes 2 up to 7. Increasing size of the ladders further
did not help. For details see experiment cdc_5_ boundaries.py.

As a toy example to get used to working with this framework we will determine
the exact number of outer-fixed CDCs of a flower (Definition 4.6, do not confuse
with Flower snarks). We show that the lower-bound in Observation 4.7 is quite
tight. Note that this example slightly deviates from the description shown above
because we are covering two edges of the boundary only once not twice. On the
other hand it demonstrates that it is easy to modify the framework and it is also
one of a few examples small enough to be done by hand (although we used a
computer to find the formula first, see experiment flowers.py).

Theorem 6.4. The number of outer-fixed circuit double covers Fy, of flower of
size k 1is - i
Fy = w + 1
3

Proof. The flower gadget is a gadget obtained from flower by cutting it along a
ray coming out of its central face (see an example in Figure 6.3). Flower gadget
of size k is obtained by joining k step gadgets (Figure 6.2) in the obvious manner.
We choose the flower gadget of size 2 as the initial gadget.

The only boundaries with non-zero coefficients for any flower gadget of size
at least 2 are:

L (1), (1,2), (2,3),3) |},
2. ((1),(2:3), (1,2),(3)] (1,3)} and
3. ((1),(2.:3), (2,3), (1)] (1,2), (1,3)}.

Those boundaries were determined by a computer but they can be also found
by hand by starting with the base gadget, repeatedly joining the step gadget and
stopping when the set of the boundaries stabilizes. The multiplicity vector of the
step gadget is:

Boundary Coefficient
((1),(1,2),(2,3),(3) [ (1,3)} 1
((1),(2,3),(1,2),(3) [ (1,3)} 1
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2 3 2 3

Figure 6.2: The step Figure 6.3: The flower gadget of size 3
gadget of a flower

Combining all the boundaries of a flower gadget and the support of the mul-
tiplicity vector of the step gadget, we obtain the step matrix and the following
formula for the number of CDCs of a k-flower:

k-2 1

100
F,=(1,0,1)[ 0 1 2 1
010 1

We transform the matrix into its Jordan normal form

2.0 0 \"?/ 4/3
Fo=(1/2,1,-1)[ 0 1 0 1
00 —1 -1/3
and obtain the formula (using Corollary 5.36):
2k—1 -1 k
F, = —;() + 1. O

Another simple exercise is to show that replacing a cubic vertex with a triangle

doubles the number of CDCs.

Observation 6.5. Replacing a 3-vertex with a triangle doubles number of circuit
double covers.

Proof. There is only one boundary of size 3, vertex of degree 3 has multiplicity
vector (1) and triangle has multiplicity vector (2). (See Figures 4.1 and 4.2.) O

Although a very simple observation, it gives us an infinite class of graphs with
exactly 2721 CDCs.

Corollary 6.6. An n-vertex graph created from three parallel edges by repeatedly
expanding vertices to triangles has exactly 2™~ circuit double covers.

Using our implementation of the described linear representation we calculated
the number of circuit double covers of the three smallest snarks.

Lemma 6.7. Petersen graph has 52 circuit double covers, first Blanusa snark
6966 and second Blanusa snark 6389.

Proof. Calculated by a computer using the framework described above. See the
small-snarks.py experiment. [l
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Table 6.4: The eigenvector for the eigenvalue 16 of the v(J)

Boundary Coefficient
((1,2),(1,2),(3,4), (3,4), (5,6), (5,6) | a} 1
((1,2),(1,2),(3,4),(3,5), (5,6), (4,6) | a} 4
((172)7(1’2)7(374)7<576>’(576)7(374)|a} 1
((1,2),(1,3),(3,4),(2,4), (5,6), (5,6) | a} 4
((1,2),(1,3),(3,4),(2,5),(5,6),(4,6) | a} 8
((1,2),(1,3),(3,4), (4,5), (5,6), (2,6) | a} 8
((1,2),(1,3),(3,4), (5,6), (5,6), (2,4) | a} 4
((1,2),(1,3),(4,5),(2,4), (3,6), (5,6) | a} 8
((1,2),(1,3),(4,5),(2,6), (3,6), (4,5) | a} 4
((1,2),(1,3),(4,5), (4,5),(3,6),(2,6) | a} 4
((1,2),(1,3),(4,5), (4,6), (3,6),(2,5) | a} 8
((1,2),(3,4), (3,4), (1,2), (5,6), (5,6) | a} 1
((1,2),(3,4), (3,4), (1,5), (5,6), (2,6) | a} 4
((1,2),(3,4), (3,4), (5,6), (5,6), (1,2) | a} 1
((1,2),(3,4),(3,5),(1,2),(4,6),(5,6) | a} 4
((1,2),(3,4),(3,5),(1,5), (4,6), (2,6) | a} 8
((1,2),(3,4),(3,5), (1,6), (4,6), (2,5) | a} 8
((1,2),(3,4),(3,5), (5,6), (4,6), (1,2) | a} 4
((172)7(374)7(576)7<172>7(374)7(576)|a} 1
((1,2),(3,4),(5,6),(1,5),(3,4),(2,6) |a} 4
((1,2),(3,4), (5,6), (5,6), (3,4), (1,2) | a} 1
Where a = ((i,7) : 4,7 € [6],7 < j) are all the possible

touches so every walk touches all the other walks.

We also calclulated the asymptotic number of CDCs of Flower snarks. The
calculations suggest that the right constant should be around 1/720. We can
prove (utilizing a computer comuptation) that ¢ > 1/(720 + 107'%°) but we omit
the proof.

Theorem 6.8. Flower snark’ Ji has c16*+0O(15%) circuit double covers for some
constant ¢ > 0.

Proof. We look at Flower snarks as a graph sequence. Hence we can write the
numbers of CDCs they have as

V(Jk) = mﬁnAk_Qminit

for suitable vectors m;,;; and mg, and a matrix A. The matrix A is too large
(10148 x 10148) to obtain its Jordan normal form. Instead we calculated that
its largest eigenvalue is 16, found its eigenvector, verified that 16 has algebraic
multiplicity one and all other eigenvalues have absolute value strictly smaller than
15 (for details see below and also experiment flower-snarks.py).

Using this knowledge we can see that the Jordan normal form of A will have
a block of size one corresponding to the eigenvalue 16 and all the other blocks

2To be precise, only J; with odd k > 3 are snarks (some definitions exclude even J3 as
it contains a triangle), Ji with even k are edge 3-colorable graphs. Anyway we calculate the
number of CDCs for both odd and even k.
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correspond to eigenvalues with absolute value less than 15. Applying the Corol-
lary 5.36 we obtain the bound because x*poly(k) € O(15%) for all |z| < 15.

Description of the experiment: We calculated the vectors mg, and mj,;; and
the matrix A. We guessed the largest eigenvalue using the ratios of v(Jy11)/v(Jx)
which seem to converge to 16 quickly. We verified that 16 is an eigenvalue by
checking that nullity (i.e., size minus rank) of the matrix B = A — 16 FE (where
E is the identity matrix) is not zero. The nullity — which is also the geometric
multiplicity of the given eigenvalue — of B is one.

To find the eigenvector we considered the ratios r; = (A%t )i/ (A Mgt ); and
selected the set I of all the coordinates ¢ for which this ratio was at least 15 (and
in particular it existed). We took s = min;e;(A®mypn;); and calculated the vector

(Asn’;init)i ifie [7
0 otherwise.

The resulting vector u is obtained by rounding each coordinate of u’ to the nearest
integer and it shown in Table 6.4. We verified that it is an eigenvector and we
also checked that there exists a coordinate which is non-zero in both uw and mg,.

Then we calculated matrix C' — a deflation of A using the vector u. The
deflation changes the eigenvalue corresponding to the used eigenvector to zero
but keeps all the other eigenvalues (but it might change their eigenvectors). The
deflation algorithm used is due to Wielandt [1944] and it calculates

1
C=A—-—uA,,
Up
where A, . is the p-th row of A and p is such an integer that u, # 0. We bound
the 1-norm

IX1, = max ) | X.|
s

of the matrix C by ||C??||; < 15%. Hence the spectral radius p(C) (the largest
absolute value of its eigenvalues) is less then 15 because p(C)* < ||C¥|| for every
matrix norm ||.|| (for details see, e.g., Section 5.6 of Horn and Johnson [2012]).
This proves that the algebraic multiplicity of the eigenvalue 16 of A is one and
that all the other eigenvalues of A are in the absolute value less then 15. O]

We also calculated exact formulas for the number of CDCs of cyclic ladders
(also called prisms) and crossed cyclic ladders:

Theorem 6.9. Cyclic ladder of length k has Ly, circuit double covers and crossed
cyclic ladder has LS, circuit double covers (for k > 3) where:

AR 92k — (2R — 15k + 3(—1)k(k—1) — 9
B 6

ARl 9. 28 — (—2)F — 15k — 3(—1)*k

B 6

Ly,

Ly,

Proof. Calculated by a computer using the framework described above. See the
ladders.py experiment. [l

The results we obtained so far motivate our following conjecture:
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Conjecture 6.10. Every bridgeless cubic graphs with n vertices has at least
27271 circuit double covers.

Note that Corollary 6.6 shows that this conjecture cannot be any stronger
as there is an infinite family of graphs for which this conjecture is tight. On
the other hand a stronger wersion might hold for triangle-free or more cyclically
connected graphs. In our search of all {Cj3, Cy}-free cubic biconnected graphs on
20 or less vertices, the one closest to the bound is Petersen graph with ratio 3.25.
Two more tested graphs had the ratio v(G)/2V(@I/2=1 Jess than 10, all other
had higher ratios. For details see Figure 6.5. The blue points represent tested
graphs and the purple line is the lower bound of Conjecture 6.10. The data were
obtained by experiment test exp cdc.sh.

10° F ‘ ‘ T 7
) - | o Tested graphs |
§ | |— Conjecture 6.10 ' i
&0 104 8 ' ] E
= g d 1
éﬁ I § . ]
o 108 g [ 1
3 i |
) - ° A
ERUSS ]
a B ° 1
o i |
=
= 10t E
C | | | | | | .|
10 12 14 16 18 20

The number of vertices

Figure 6.5: The number of CDCs of {C3, Cy}-free cubic biconnected graphs

6.2 Reducing Cycles

In this section we combine the framework with linear programming to obtain a
better bound on the number of CDCs of planar graphs. First we describe the
method in general and then we apply it to the number of CDCs of planar graphs.
It is also straightforward to use this method for other linear representations.

6.2.1 General Method

We want to show that graphs in some class C have many CDCs and we know
that there is a small set of gadgets S such that every graph in C either has some
gadget of S as an induced subgraph or it is trivial in some sense. We denote the
class of the trivial cases B C C. The usual reasons for a graph to be considered
trivial are a small number of vertices and existence of small cuts.

We can for every gadget s € S choose a set of gadgets with fewer vertices
R, and try to prove that the number of CDCs of a graph G containing s can be
bounded from below by the number of CDCs of G with s replaced by elements of
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R and that these graphs also belong to C. This allows us to proceed by induction
on the number of vertices.

A bit more formally (for an application see the proof of Theorem 6.14): Sup-
pose we are proving a lower bound of a form ¢~ where ¢ > 1, d € R. Then
we want to show the inequality

v(Ty(9,8)) = min "0y (7, (g, 7))

reERs

where n(g) is the number of vertices® of a gadget g. Suppose this is true for all
Jy(g,s) € C, all the graphs J,(g,r) also belong to C and we have other means
to prove the bound for graphs in B. Then we can prove the desired lower bound
=4 for every G € C by induction on the number of vertices using this formula
as the induction step for the non-trivial graphs.

Proving this formula for each s is where the linear programming comes into
play. We saw a special case of this approach before in Observation 6.5. But in
that case there was only one boundary and one substitution gadget, so no linear
program was needed. The idea of the program is to fix the value of the right-hand
side and search for as small left-hand side as possible. Because we cannot search
all gadgets, we search all possible multiplicity vectors instead.

Theorem 6.11. Let ¢ > 1, s, R and n(.) be defined as above and to simplify the
notation* put J = J,. If the objective value of the linear program P (described
below) is at least one then the following holds for all gadgets g:

v(J(g,5)) = min """ (T (g, 7))

TERS

where n(g) is the number of vertices of gadget g and the linear program P is:

min 7, (m, h,(s))

meRB!®!
€ Ry 1< 90, (m by (r)
0<m

Proof. We remind that all the images of joins J, are linear in each of their
arguments and that h,(g) for a fixed gadget g is a constant vector. We show the
more general inequality for every multiplicity vector m:

T(m, hy(s)) > min "0 T, (m, h,(r)).

rERs

Fix any a > 0 and consider the linear program:

min J,(m, h,(s))

meRBl!
Vr € Ry a < O, (m, by (1))
0<m

3Do not confuse with |g| which denotes the size of the gadget, i.e., the number of its half-
edges.

4This theorem holds with an unchanged proof for any other binary join but Jy is the only
join we need due to Observation 5.4.
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Note that for the optimal solution of this linear program the condition
Vre Ry :a < 70 T (m, hy(r))

is tight (i.e., its right-hand side is «) for at least one r. (Otherwise m = 0 but
then also J,(m,.) = 0.) If its objective value is at least «, then the desired
inequality holds. But the choice of a@ does not matter because we can scale m
accordingly. Hence we choose @ = 1 obtaining the linear program P. O]

Note that if the objective value of the linear program is less than one but still
more than zero then exponential bound for a smaller ¢ might hold. This theorem
also holds for any other linear representation which maps gadgets to non-negative
vectors.

The downside of a linear program is that it is usually solved by a numerical
method which is not suitable for a theoretical proof. We circumvent this by
solving the dual problem. Note that any solution of the dual gives us a lower
bound but of course suboptimal solutions will give weaker bounds. So for a given
solution of the dual we only need to certify that it is indeed a solution which is
easy and we do not need to prove optimality.

6.2.2 Application to Planar Graphs

We are interested in bridgeless cubic planar graphs. We know that every such
graph contains a cycle of size at most five because its dual is also a planar graph
and so it contains a vertex of degree at most five (due to Euler’s formula). More-
over, for ¢ < V2 and d < 2 we may reduce the cuts of size two and three due to
Observations 4.8 and 4.9. So we take all bridgeless planar cubic graphs as the class
C and we define B to be all graphs in C which are not cyclically 4-edge-connected.

We need to be able to replace 4-cycles and 5-cycles. The important observation
is that if the graph is 3-edge-connected then all the 4-cycles and 5-cycles are
faces. What can we replace them with? We need the replacements to be smaller.
Ignoring the labeling of the half-edges we have the following options: one tree
and one free edge for the 4-cycle and one possible tree and a combination of a
cubic vertex and a free edge for the 5-cycle.

We tested all of them and the trees were never required to get the best results.
Hence we will replace the 4-cycles with the two possible non-crossing choices of
two free edges and the 5-cycles with a cubic vertex and free edge (again drawn in
a non-crossing way) in all the 5 possible rotations. The following theorems show
the results of this replacements:

Theorem 6.12. Let G be a cyclically 4-edge-connected cubic graph with a 4-
cycle. Let Gy and Gy be the two possible graphs obtained from G by deleting
two opposite edges of the 4-cycle and suppressing vertices of degree 2. Then
v(G) > 4min {v(Gy),v(G2)}.

Proof. Because the graph is cyclically 4-edge-connected and we are deleting non-

adjacent edges, the resulting graph is still 2-edge-connected due to Observa-

tion 1.3. We apply Theorem 6.11 with ¢ = v/2, 4-cycle as s and the two non-

crossing choices of two free edges R,. We obtain the following linear program:
33

max Z o;m;
=1
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L3
1<V2 Zaimi
i—1

, 33
1<V2 Z bym;
i=1

where m; are the variables and o0;, a; and b; are constants computed by experiment
reduce-cycle.py (although they might be computed by hand in this case). Each
variable corresponds to a boundary and |B*| = 33 hence there is 33 variables.
Each inequality corresponds to an elements of R;. Plugging in the values, taking
dual and removing conditions obviously implied by other conditions, we get:

1 n 1
m — —
ax 41’0 4331
2 Z Zo
2 Z T

The objective value of this linear program is 1. This satisfies the conditions of
the theorem so we obtain:

v(G) =v(J(g,5)) 2 min V2'u(J(g.1)) = dmin {v(G1), ¥(G2)} =

Theorem 6.13. Let G be a cyclically 4-edge-connected cubic graph with a 5-cycle
and no 4-cycle. Let G1,Gs,...,G5 be the 5 possible graphs obtained from G by
replacing the 5-cycle by a cubic vertex and an edge in non-crossing way (assuming
the 5-cycle is a face). Then v(G) > 5/2min; v(G;). If we replace the 5-cycle by
a cubic vertexr and an edge in all possible ways (i.e., breaking planarity) we get
v(G) > 3.75 min,; v(G;).

Proof. We can simulate this replacement by removal of the two edges adjacent
with the 5-cycle and the two vertices which should be connected by an edge in
the result, contracting 5-cycle into a vertex and adding an edge to join the two
vertices of degree two. These two vertices are distinct otherwise there would be
a 4-cycle in the graph. So the deleted edges were not adjacent and the resulting
graph is 2-edge-connected due to Observation 1.3.

The rest of the proof is analogous to the proof of the previous theorem and
the computer aided part is also a part of experiment reduce-cycle.py. The

non-crossing case with ¢ = /5/2:

max 0.4zg + 0.4z; 4+ 0.4x9 + 0.4x3 + 0.424
Vi:l>ux;

12> a0+ 24

1> 21+ 24

1> 2+ 23

12> 29+ 23

12> x9+ 2
The solutions is x; = 0.5 and the objective value is 1. The crossing case with
¢ = +/3.75 and all the 10 possible replacement gadgets (5 non-crossing plus 5

crossing) leads to a larger linear program so we omit it. But again the objective
value is one, so we can apply the Theorem 6.11. O
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In both theorems the modified graphs have four vertices less than the original
ones so the best we can prove is that the number of CDCs increases by the factor
2.5 (due to 5-cycles) with addition of four vertices. So we obtain:

Theorem 6.14. Every bridgeless cubic planar graph has at least (5/2)"/41/2
circuit double covers.

Proof. By induction on n, the number of vertices of the graph G. The base cases
are three parallel edges and K4 because these are the only planar cubic graphs
without a non-trivial cut. The three parallel edges graph has only one CDC which
exactly matches the bound. The K, has two CDCs and the bound requires only
approximately 1.58.

Suppose n > 6. If G has non-trivial cut of size two, we apply Observation 4.8
and we obtain

V(G) > 20(Gh)v(Ga) > 2(5/2)IVEII/A=1/2 (5 /9)IV(Ga)l/4-1/2
= 2(5/2)71/4—1/2\/% > (5/2)n/4—1/2

which we needed. Similarly for a non-trivial 3-cut we use Observation 4.9:

v(G) > v(Gy)v(Gy) > (5/2)IV(Gl)\/4—1/2(5/2)|V(Gz)\/4—1/2
— (5/2)(n+2)/471 — (5/2)11/471/2.
So G is cyclically 4-edge-connected. It is 3-edge-connected so each facial walk
in its planar embedding is a circuit. Due to Euler’s formula, the planar dual of G
must have a vertex of degree at most five. Hence G has a face of size at most five.

We already excluded 3-faces because the cut around a triangle is a non-trivial cut
of size three. If G has a 4-face, we apply Theorem 6.12:

Y 4.2 /e ol
,/(G) 24(5/2)(71 4)/4-1/2 _ ?( /2) /4—1/2 > (5/2> /a-1/2.

Otherwise G has a 5-face and we apply Theorem 6.13:
V(G) > (5/2)(5/2)nH/A=12 — (5/2)/41/2, —

To compare this with Conjecture 6.10, (5/2)™* = 2°" for ¢ approximately 0.33
so this is still a weaker bound than Conjecture 6.10 asks for. We conclude this
section with a summary of what we know about hypothetical counterexample to
Conjecture 6.10:

Corollary 6.15. A minimal counterexample (the one with the smallest number
of vertices) to Conjecture 6.10:

1. does not have 2-edge-cut,
does not have non-trivial 3-edge-cut,
does not contain triangle,

does not contain 4-cycle, and

CroA o

has at least 22 vertices.
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The first three points are due to Observations 4.8 and 4.9, the fourth one due
to Theorem 6.12 and the last one was verified by a computation on all 3-edge-
connected cubic graphs up to 20 vertices (see test_exp_cdc.sh experiment).
Note that we cannot exclude 5-cycles as the bound provided by the second part
of Theorem 6.13 is too weak.

6.3 Implementation

In this section we discuss the implementation of the proposed framework. We
used this implementation to obtain all the computer aided results in this chapter.
Readers interested only in the theoretical results may skip this section. We start
by some general notes then we describe the core of the implementation and we
conclude this section with some notes on implemented representations and graph
sequences. For more details consult the implementation which is available at our
department GitLab:

https://gitlab.kam.mff.cuni.cz/radek/cdc-counting.

6.3.1 General Notes

The main difference of the implementation from the theoretical approach is that
the multiplicity vectors are represented sparsely as lists of named tuples and only
indices with non-zero value are present. Also the joins are not explicit matrices
but Python functions.

The advantages of this approach are mainly that the program consumes much
less memory as usual multiplicity vectors contain many zeros and the matrices
of the join functions even more. Another advantage is that this representation
does not need to enumerate all the boundaries of given size which might not be
easy for some representations and it is impossible for linear representations which
are not finite. Note that to be able to do the computations we do not need the
representation to be finite but only that the support of every multiplicity vector
we get is finite which is much weaker condition. This representation also allows
implementation of some representations which are not linear.

The implementation is written in Python 3 [van Rossum and Drake, 2009] —
it was tested with CPython 3.8° — and uses Sage [The Sage Developers, 2021]
whenever standard functionality like graphs or matrices are needed. We chose
Python mainly because it is a high level language with no direct access to pointers
which by itself prevents a lot of annoying bugs related to memory management
when compared with C [Kernighan and Ritchie, 1988] or C++ [Stroustrup, 2013].
Another reasons for choosing Python are built-in long integers and Sage which
contains (among other) graph and linear algebra algorithms.

6.3.2 Base Data Types

File base.py contains the base data types on which the rest of the library is
built on. The high-level structure is following: Every graph parameter (or more
precisely its decomposable representation) is modeled by an object of a class

Shttps://github.com/python/cpython/tree/3.8
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deriving from GraphParameterBase. Gadgets are modeled as objects of classes
deriving from Gadget. The most important methods for the users are listed below;
p is an object of class GraphParameterBase corresponding to representation P
and g is an object of class Gadget corresponding to gadget g.

Gadget.join which joins gadgets (described below).
« g.eval _gadget(p) which corresponds to hp(g).
e p.finalize which corresponds to fp.

e g.eval(p) which is a shortcut for p.finalize(g.eval _gadget(p)) (i.e.,
P(g) — it calculates the value of the parameter for gadget g given g is a

graph).

A short descriptions of the defined types follows (for a more detailed exposition
consult the source code):

BoundaryValue is a named tuple (boundary, value, origins) representing
a (non-zero) coefficient of a multiplicity vector. Member boundary contains the
boundary in the sense of linear representations (see Definition 5.13, i.e., (the
representation of) some element of Bp) and value is its coefficient. Member
origins allows tracking how the value was created during gadget joins. It can
be used to enumerate the objects which we are counting.

Gadget is an abstract class representing a gadget. It has three subclasses:
BaseGadget representing base gadgets (currently only a cubic vertex and a free
edge) and JoinGadget for gadgets created by joining other gadgets — these are
enough to calculate the value of the parameters on any graph. The last subclass —
FakeGadget — is used when a creation of specific multiplicity vector is needed (al-
though it might not correspond to any gadget) — most notably when constructing
matrix A from Observation 5.34.

The cubic vertex and the free-edge are defined as constants CUBIC_VERTEX and
FREE_EDGE. The most important method of Gadget is a static method

join(gadgets, joins, outs)

for joining gadgets together. Its parameters are a list of gadgets to join, descrip-
tion which half-edges should be joined together and a list of the half-edges of the
resulting gadget to allow permuting them easily. The parameter joins is a list
where each its element is a tuple of half-edges which will be joined together.
The half-edges are described as tuples (gadget_index, edge_index) where
both indices start at one. Each half-edge must appear exactly once in parameter
list. For example a triangle can be created the following way (see also Figure 6.6):

Gadget.join([ CUBIC_VERTEX ]*3,
[ (1, 2), (2, 1)), (2, 2), 3, D), 3, 2), (1, 1)) 1],
[ (1, 3), (2, 3), @3, 3) 1D
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Figure 6.6: An example of Gadget.join. Black part are the original gadgets.
Green parts are the new connections.

FakeGadget 1is a subclass of Gadget. It does not represent any real gadget
but instead is used to inject given multiplicity vector into the computation. Its
constructor takes two parameters, the size of the gadget it should represent and
the desired multiplicity vector (as list of BoundaryValue).

GraphParameterBase is the abstract base class for all the graph parameter
representations. All objects of this class and its subclasses are required to be
immutable and hashable. Its main method of the interest is

eval_join(self, multiplicity_vectors, joins, outs, offsets)

which evaluates the parameter on the join of given multiplicity_vectors. It is
called by the implementation of JoinGadget.eval gadget. Its implementation
is sketched in Algorithm 6.7. It starts with a Cartesian product of the non-
zero coordinates of all input multiplicity vectors, applying join boundaries to
each tuple (note that it returns list of the BoundaryValues). Then it applies
all the required edge joins and continues with the canonization of the generated
boundaries. At the end it collects all the values with the same boundary together.

Every subclass of GraphParameterBase must have an instance attribute CU-
BIC_VERTEX and optionally also FREE_EDGE with the multiplicity vectors of these
base gadgets and it must implement the following methods (the self parameter
is omitted):

e join boundaries(tuple_of boundaries, lengths): Join given tuple of
boundaries into one boundary. The parameter lengths gives the sizes of
the boundaries as a speed optimization.

+ join edges(boundary, edgel, edge2): Join given half-edges in the given
boundary.

e project_and canonize(selector, boundary): Transform given bound-
ary into the canonical form keeping only half-edges present in selector in
the given order.

o finalize(multiplicity_vector): Calculate the value fp of the given mul-
tiplicity vector.
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Input: self, list of multiplicity vectors of the subgadgets M, list of the
half-edges to join J, list of output half-edges O
Output: Multiplicity vector of the described join gadget

10+ []

2 for p € cartesian_product (M) do
3 [ <~ [+ self.join_boundaries(p)
4 end for

5 for (e, e3) € J do

6 '+ 1]

7 for bel do

8 I'! <~ I' + self.join edges(b, ey, €3)
9 end for

10 L1l

11 end for

12 pc < self.project_and_canonize
13 [ < [BoundaryValue(pc(O, b.boundary), b.value) :b €]

14 B < {b.boundary : b € [}
15 return [ BoundaryValue(®, Yyci v . voundary—s V' -value) 1 b € B]

Algorithm 6.7: Method GraphParameterBase.eval_join

SimpleParameterBase As a convenience we implement class SimpleParame-
terBase which can be used to implement linear parameters which can be de-
scribed by coloring edges. It requires only implementation of method

is_compatible(boundary, edgel, edge2)

and the attribute CUBIC_VERTEX. This method should return True if given half-
edges can be joined together. For example parameter EdgeThreeColoring might
be implemented by setting CUBIC_VERTEX to all six 3-coloring of edges around it
and defining:

def is_compatible(self, b, el, e2): return blel] == bl[e2].

GraphSequenceBase is the abstract base class of all the graph sequences de-
scribed in Definition 5.33. It is not exported from the module but instead it is
utilized through the class decorators ParametrizedGraphSequence and Graph-
Sequence. The following properties must be defined for each sequence either as
class properties or instance properties. They are listed with the corresponding
parts of Definition 5.33.

e sequence_start — z, the index offset of the sequence.
o base_gadget — ginit, the initial gadget.
» step_gadget — gstep, the step gadget.
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e step_join and step_out — Jsep, the description of the step join. The next
gadget in the sequence is obtained by

Gadget.join([ g, step_gadget ], step_join, step_out)
where g is the previous gadget of the sequence.

o final join — Jgy, the final join as the second parameter to Gadget. join.
Note that there is not final out because the result should be a graph.

The important methods of GraphSequenceBase are:
o gadget (k) which returns k-th gadget.
o graph(k) which returns k-th graph Gy.

e stabilize(parameter) which explicitly calculates vectors u,v and a ma-
trix M such that P(Gy) = uM* *v for the parameter P represented by
parameter. It can also obtain a formula for this value using function
matrix_to_formula described below. It is called stabilize because it
does not enumerate all boundaries of the given size but it instead computes
the step gadgets until their support stabilizes.

6.3.3 Parameters

We have implemented the following graph parameters: VertexCount, EdgeColo-
ring, GroupFlow, VertexColoring, UnderlyingGraph, CycleDoubleCover and
CircuitDoubleCover. Parameter CircuitDoubleCover implements the linear
representation described in Section 6.1. UnderlyingGraph constructs given graph
as an object of Sage’s Graph class. This is useful because Gadget is internally a
tree of joins with base gadgets as leaves.

EdgeColoring is implemented using SimpleParameterBase by defining the

value of a cubic vertex and method is_compatible to be b[el] == b[e2]. The
representation of VertexCount is defined similarly by b[el] != b[e2] and the
representation of GroupFlow by b[el] == -b[e2]. CycleDoubleCover is treated

as a special case of group flows over Z& for suitable k.

6.3.4 Graph Sequences

The implemented graph sequences are:

o Necklace — A necklace gadget is obtained by cutting an edge of K, and a
necklace of size k is obtained by joining k necklace gadgets into a cycle.

e CyclicLadder also called a prism. This sequence is parametrized by a
boolean value determining whether the result is crossed or not. A non-
crossed cyclic ladder of size k is obtained by taking two C} and joining
their corresponding vertices by edges. See Figure 5.2. A crossed cyclic
ladder is obtained from non-crossed one by cutting the last edges of both
cycles and joining the two cycles together.
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e GeneralizedPetersen The generalized Petersen graph with parameters s, k
is constructed the following way: Take C}, append a vertex to every vertex
of this cycle. We call the new vertices outer. Now join i-th outer vertex with
(7 + s)-th outer vertex (calculating modulo k). This gives a cubic graph.

The sequence is parametrized by s. So the usual Petersen graph can be
obtained by GeneralizedPetersen(2).graph(5). The graphs with s =1
are non-crossed cyclic ladders.

» Two implementations of Flower snarks (Definition 1.11) — FlowerSnark
and FlowerSnarkAlt. FlowerSnark implements the construction from the
definition which crosses the outer edges only once in the base gadget.
FlowerSnarkAlt was implemented to double check our results and it con-
struct Flower snarks by crossing edges at every gadget. The constructions
create isomorphic graphs for odd k& but different ones for even k.

» Flower implements gadgets from the flower construction (Definition 4.6).
It uses FakeGadget to cover the outer edges only once. Hence it works only
with the CircuitDoubleCover parameter and it depends on its implemen-
tation.

6.3.5 Miscellaneous & Utils

Below we note a few of miscellaneous and utility functions which are either gen-
erally useful or implement some interesting algorithms.

« graph_to_gadget converts a Sage Graph into a gadget so parameters can be
evaluated on it. It takes an optional parameter describing how the graph
should be decomposed into gadgets. If none is given it tries to guess some
which does not create too large cuts in the process. Although we try to be
a bit smart we do not give any guarantees about the quality of the guessed
decomposition. An interesting option would be to use, e.g., path-width
decomposition to construct the decomposition.

» edge model_join implements gluing J, — the join which joins the half-edges
with the same labels.

o parameter matrix given a parameter P and a list of k-gadgets ¢g1,..., gn,
it calculates an n x n matrix A such that A;; = P(J,(gi,g;)). Note that
the rank of A gives a lower bound on the number of k-boundaries of any
representation of the same parameter as shown in Observation 5.24.

e enumerate_diamond matchings enumerates all diamond matchings of given
size. The diamond matchings are used in the proof of Observation 6.3
although the proof does not use computer.

e matrix to formula(u, M, v) implements Corollary 5.36 using Sage’s sym-
bolic calculation facilities.
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7. Voltage Graphs

This chapter is a report on a work-in-progress which was started during Robert
Samal’s stay at Simon Fraser University (SFU), Canada in 2019/20. It is a join
work with Matt DeVos and Bojan Mohar from SFU. Although it is a kind of
generalization of Berman et al. [2017], it was discovered independently. Berman
et al. [2017] rephrased the snark construction of Loupekine into the language of
voltage graphs and then used the list of known small snarks to construct a few
new infinite families of snarks with interesting properties.

Their general approach was to select a suitable snark, turn it into a voltage
graph over Z; and then to prove some properties about graphs sequence obtained
by increasing k. Our approach is similar but instead of starting with small snarks,
we start with voltage graphs. We conducted extensive search on small template
graphs and small groups, tested their derived graphs and if the derived graph was
interesting, examined the whole sequence.

For now we only processed some of the voltage graphs over Z; and we created
the graph sequences by increasing k. We use the framework built in the previous
chapters to examine whether a sequence contains infinitely many snarks. The
computational complexity of this approach strongly depends on sum of the abso-
lute values of the assignment (interpreted as integers). Hence there still remains
a lot of sequences we did not test yet. On the other hand a big advantage of our
method is that when the computation finishes we know exactly which graphs in
the sequence are snarks and which are not, there are no open cases left. In the
future we also want to test graphs obtained from a non-cyclic or even non-abelian
groups.

In the next section we describe the basics of voltage graphs, then we describe
the used construction of a graph sequence from a single voltage graph and, very
briefly, the implementation of the computer programs we used. We conclude this
chapter with an interesting graph sequence we found.

7.1 Definitions and Properties

Voltage graphs are an elegant way for describing large graphs using smaller ones.
We start with a formal definition. Note that even though we allow the group to
be non-abelian, we use additive notation because we will mostly work with groups
Zy,. Also similarly to group flows we need an oriented graph but the orientation
does not matter because when we flip an orientation of an edge we can just take
inverse of its label and obtain the same derived graph.

Definition 7.1 (Voltage Graph). Let I' be a group. A directed graph G = (V, E)
(we allow loops and parallel edges) together with a function ¢ : E — T is a voltage
graph. We call G the template and ¢ the assignment. We define I'(¢) =T.

If the group is Z;, we can also label edges with integers and interpret them
modulo k. This representation gives us ability to change k£ and hence obtain a
graph sequence. The derived graph is a graph on vertices V(G) x I' where edges
are determined by labels on edges of G. Because voltage graphs might contain
parallel edges and loops, we need to be a little careful with the notation. We use
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ue and v, to denote the head and tail of an edge e (to match the usual notation
w € E).

Definition 7.2 (Derived Graph). Let (G, ¢) be a woltage graph. Its derived
graph, denoted D(G, ), is an undirected graph with vertex set V(G) x I'(y) and
edges

{{(te,), (e, v + @(€))} e € B(G),7 € T(p)} -

A derived graph might contain loops or parallel edges but we do not care about
such cases. Hence we assume that a derived graph is simple and loopless. As we
already noted, the orientation of the voltage graph does not matter. Moreover,
derived graphs are also invariant under more complex operations on the voltage
graphs. For abelian groups this operation is best imagined as (a series of) adding
a fixed value p to all edges in some edge cut which just shifts one side of the cut
in the derived graph by p.

Observation 7.3. Let (G, ) be a voltage graph and let p : V(G) — I'(p) be any
function. Define ¢'(e) = p(u.) + ¢(e) — p(ve). Then D(G,p) = D(G,¢').

Proof. We prove that mapping m defined by m((u,v)) = (u,y — p(u)) is an
isomorphism from D(G, ¢) to D(G, ¢'). Edges of D(G, ¢) are

{{(te,7), (ve, 7 + 0(€))} e € B(G),v € T(p) }

m maps them to

{{(te,y = plue)), (ve, 7 + (e) = p(ve))} s € € E(G), v € T(p)}

and by shifting v from right by p(u.) we get

{{(te;7), (ve, 7y + pluie) + @e) = p(ve))} < e € E(G), v+ p(ue) € T(p)}
which are exactly the edges of D(G, ¢'). O

A straightforward application of this is to fix a spanning tree in the template
graph and assume that all its edges are labeled zero (the identity in I'). This will
greatly speed up the search through all the possible assignments.

Corollary 7.4. Let G be a template and T its spanning tree. If D is a derived
graph of (G, @) for some ¢ then there exists ¢’ : E(G) — T'(¢) such that D =
D(G,¢') and ¢ is zero on all edges of T

7.2 The Program

We give a high-level overview of the program used to find the interesting snarks.
We omit the implementation details as the code is not published yet. We will
make it publicly available when we consider it mature enough and publish some
results. It will be available at our gitlab

https://gitlab.kam.mff.cuni.cz/radek/voltage-graphs.

92


https://gitlab.kam.mff.cuni.cz/radek/voltage-graphs

We are mainly interested in the cubic graphs. Hence although the core of our
program can work with general simple graphs, certain parts — most notably some
filters (described below) — work only with cubic graphs. As noted above, the core
of our program is an enumeration of all possible voltage graphs and their derived
graphs given a fixed template graph and a group.

The implementation of the enumeration is recursive: It assigns a value to the
given edge e and recursively calls itself on the next edge without a value. After
returning from the recursion, it assigns another value to e, recurses again and
so on until all the possible values of e are enumerated. The complete high-level
description is in Algorithm 7.1.

Input: Template graph 7', group I', mapping s : E(T) — 2%,
invariants and filters
Output: Derived graphs

1 expand_edge (0)

2 function expand edge(e) begin

3 if e > |E(T)| then

4 if G has loops or parallel edges then return

5 for f € filters do

6 if not f.eval (G) then return

7 end for

8 print G

9 return

10 end if

11 for v € s(e) do

12 Construct edges in the derived graph G corresponding to e labeled
with v overwriting the ones previously created.

13 for ¢+ € invariants do

14 if nott.eval (G) then continue

15 end for

16 expand_edge (e + 1)

17 end for

18 Remove the edges we constructed.

19 end function

Algorithm 7.1: The enumeration of the derived graphs

This approach has two main weaknesses: It generates a lot of graphs which
are not interesting for some trivial reason (they might not be connected, contain
loops or parallel edge, etc.) and it generates many graphs which are isomorphic.
We provide a few ways to overcome these problems. They differ in expressive
power, computational cost and the phase of the graph generation in which they
are applied.

The simplest tool is the restriction of edges in the template to only some
members of the group I'. We call this restriction value sets. Corollary 7.4 shows
that we can set edges of a spanning tree to zero and not lose any derived graph
but dramatically decrease the number of generated graphs (i.e., the number of
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Figure 7.2: Two loops connected by an edge

repetitions). Value sets are applied during the enumeration of the edge and as
such provides a great speed up by pruning the whole subtrees of the tree of the
recursion. But value sets are applied to every edge separately and it might be
beneficial to restrict the values of an edge depending on other edges.

For example consider the graph shown in Figure 7.2. We fix the value zero
on the non-loop edge. But we also want to prevent generating the graphs which
differ only by swapping the values on the loops. We call the tool to help here
invariants. Invariants are equations about values assigned to the edges which
must be true. Currently we support two types of invariants.

First one asserts that the sum of some edges must be zero or non-zero (we allow
specifying that edge should be reversed before summing). The second one that
the representation of the value on one edge is either strictly or non-strictly smaller
than the representation of the value on the other edge. The group elements are
represented by integers from 0 to |I'| — 1. The implementation does not promise
anything about the mapping from the group elements to integers except that the
identity element of the group is represented by the integer zero. However, the
cyclic groups are mapped in the natural way by identity.

Hence to fix our example we add the invariant [y <, [, where [; and [ are the
values of the two loops and <, is the implementation defined order on the group
elements. The invariant is tested immediately after all its edges are assigned
values. The last tool is filters.

Filters

Filters are applied after the whole graph is generated and they are given both
the assignment and the derived graph. They are also able to store a state during
processing of one template. There are currently the following filters:

e Sort: Sort neighbours of every vertex and check if we have already seen
this graph. It removes obviously isomorphic graphs and it is very fast.

e Connected: Check whether the graph is connected. Note that bridges are
not an issue as usually, depending on the assignment, the derived graph is
either 3-connected or not connected at all.

e Traces: Use Traces' [McKay and Piperno, 2014] to transform the graphs
into a canonical form under (a subset of) their automorphism group and
remove duplicities. It takes parameter orbits which limits the considered
(potential) automorphisms. It weakens the filter but might significantly
speed up its evaluation. Sometimes it might be beneficial to use this filter
several times with larger and larger orbits as a speed optimization.

LOf nauty and Traces, https://pallini.di.uniromal.it/.
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o CyclicConnectivity: Remove graphs with girth (the length of the short-
est circuit), local girth or cyclic connectivity (Definition 1.2) lower than
given thresholds. The girth and local girth calculation uses breadth first
search run from each vertex until a circuit is found. We color vertices by the
edges of the starting vertex to avoid reporting lollipops (a path connected
to a circuit) as circuits which would mess up local girth calculation.

Local girth is max,cy mings, |C|, i.e., for every vertex v we consider the
shortest circuit passing through v and we take the maximal length of those
over all vertices. A large difference between girth and local girth hints that
the graph is far from being highly symmetric.

We use the quadratic algorithm (O(n?log® n) to be precise) of Dvordk et al.
[2004] to calculate cyclic connectivity. The paper states that this algorithm
works for graphs on at least 243 vertices. The inspection of the algorithm
shows that it is enough to find k& disjoint trees such that each of them is
adjacent to at least k + 1 edges where k is the cyclic connectivity we want
to test (hence O(logn) by Dvordk et al. [2004]) and 243 vertices assures
this. We instead try to always apply the quadratic algorithm and if we fail
to find the disjoint trees (which we select greedily), we stop and use their
O(n?logn) algorithm instead. Both algorithms and hence also this filter
work only on cubic graphs.

e CanonicalAssignment: This filter attempts to remove isomorphic graphs
from output but unlike Sort and Traces it does not work with the derived
graph but with the assignment. The high-level idea is that we want to use
automorphisms A of the template graph to remove assignments leading to
isomorphic derived graphs. This filter is obviously weaker than Traces but
it might be faster (and hence it can used to do partial filtering before using
Traces).

We already use the normalization of the assignment due to Corollary 7.4.
We denote N(.) the function which does this normalization assuming we
have some fixed spanning-tree.” Permuting the edge labels of an assignment
a by o € A leads to an isomorphic voltage graph and thus to an isomorphic
derived graph. However, o(a) is most likely non-normalized yielding no
improvement. But the assignment N (o (a)) might be generated so removing
it might help.

We define C, = {N(o(a)) : 0 € A}. Let P be the set of assignments which
we passed for further processing and let « be a newly generated assignment.
We keep the set S = U,ep Co. We discard x if x € S, otherwise we pass
x for further processing and we add z into P. To reduce the memory
consumption, we map all possible normalized assignments to integers and
store S as a bit set.

We would like to think about C|, as an equivalence class but note that
this might not be the case, i.e., there might exist an assignment a and
permutations 0,7 € A such that N(7(N(c(a)))) ¢ C,. If C, are not

2This is a bit of simplification. The actual implementation also normalizes values on loops
(if we replace x with —x on a loop, the derived graph stays the same) and some fixed non-tree
edge.
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equivalence classes, the filter is weaker than it might be but it is still correct
— it removes only isomorphic graphs. Also if C, are not equivalence classes,
it might help to add C, to S even if we discarded x. But we currently do
not do this as our intuition is that the gain is not worth the extra time
consumed.

7.3 A New Family of Snarks

As noted before, we used the described program on small templates with all
possible assignments in several selected small cyclic groups. When we found an
interesting snark (mainly cyclically 5-connected) we transformed its voltage graph
into a graph sequence by converting the assignment from Z; by interpreting it as
integers in range (—k/2, k/2] and then increasing k. The choice of (—k/2,k/2] is
arbitrary from the theoretical point of view. Other choices might lead to different
sequences which may or may not contain snarks. We use this range because it
minimizes the size of the sequence and thus the running time of our algorithm —
the size of the sequence is 23, |a;| where a is the assignment vector. Then we
tested whether elements of this sequence are at least cyclically 4- or 5-connected
and which elements are snarks — i.e., not 4-edge-colorable. This is easy to check
by hand because all we need to check is one element of the sequence:

Observation 7.5. Let G, be the derived graph of some fized voltage graph over
Zy,. Let m = max; |a;| where a; are the assigned values as integers. If the girth
of Gy, is k and mk < n then the girth of G; is k for all j > n. Similarly if the
cyclic connectivity of G,, is k and mk < n then the cyclic connectivity of G is k
for all j > n.

Proof. Obvious. Both the shortest cycle and the smallest nontrivial cut might
either go around the whole cycle of gadgets (see Figure 7.3) or not. If mk < n,
then k edges are too few for the cycle to go around. We prove the claim for the
cyclic connectivity by contradiction.

For contradiction let j > n be the smallest integer such that G; has cyclic
connectivity k' < k. Let C' C E(G};) be a non-trivial cut of the size £’ in G;. Then
by pigeonhole principle there exists i such that if we remove the i-th step gadget®
(obtaining a graph isomorphic to G,_1) we do not remove any edge belonging to
C'. Hence C is a non-trivial cut in G;_;. Contradiction. O

To check whether a graph is a snark, we count its 3-edge-colorings using
the representation described in Section 5.6.2 — its boundaries are all possible 3-
colorings of the half-edges. We start calculating the multiplicity vectors m; of the
gadgets in the sequence g; and continue doing so until we find two multiplicity
vectors with the same support. This will happen as there are only 3° possible
supports (where s = 23", |a;|). Note that the support is all we care about as this
representation always maps non-negative vectors to non-negative vectors. Hence
if supp(m;) = supp(m;) for i < j then supp(m;4;) = supp(Mi4(mod (j—iy)) for all
[>0.

3We consider edges joining i-th gadget with (i + 1)-th up to (i +m)-th gadgets to belong to
the i-th gadget.
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Figure 7.3: An example of a cycle “going around” in a graph Gg

We started testing the small sequences first as the running time is exponential
in the size of the sequence. Hence a lot of sequences we found were covered by
results of Berman et al. [2017]. The first one which is obviously not covered
by them (because it has three non-loop edges with non-zero labels) is shown in
Figure 7.4. We summarize its properties in the following observation. We do not
include a bound on the number of CDCs because the graph sequence was too
large to be processed by our hardware.

Figure 7.4: Voltage graphs without 4-cycles. The unlabeled edges have labels 0.

Theorem 7.6. Let G; be the derived graph of the voltage graph in Figure 7.4 over
Z; for i > 3. Then the girth of G; is min{i,5} and G; is cyclically 5-connected
with exceptions of 1 = 8 which is cyclically 4-connected, i = 3 or 6 which are
cyclically 3-connected and © = 2 which is cyclically 2-connected. Moreover G; is
not 3-edge-colorable (and hence it is a snark) if and only if i mod 4 # 0.

Proof. The girth and the cyclical connectivity were calculated for Gz up to G
which is enough by Observation 7.5. For 3-edge-colorability we calculated the
supports of the multiplicity vectors and discovered that supp G; = supp G3 and
among (f,...,Gg only G4 has 3-edge-coloring. For technical details see experi-
ment nice-voltage.py. 0
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Conclusion

We conclude this thesis with a summary of the open questions. Our main ques-
tion from Chapter 2 was already positively resolved by Han et al. [2020]. This
completed the last piece about group connectivity for 3-connected graphs. On
the other hand the same question for 2-connected graphs is still open:

Conjecture 2.17. Let I'y and T’y be abelian groups. Then there exists a graph
which is I'1-connected but not I's-connected.

In Chapter 3 we increased the importance of the original conjecture of Matt
DeVos (Conjecture 3.4) by observing that it implies existence of cycle double
covers with a small number of cycles. We also conjecture that our strengthening
holds for every graph and the smallest group in which it has nowhere-zero flow:

Conjecture 3.12. For every graph G the strong homomorphism property holds
for group Zy. where k is minimal such that G admits a nowhere-zero Zj-flow.

The main open question about finite linear representations in general is char-
acterization of the parameters for which they exist:

Problem 5.32. Characterize graph parameters which have a finite linear repre-
sentation over Q, R or C. What if we restrict growth of |B*|?

In the Chapter 6 we present a conjecture which is a natural strengthening of
the Cycle Double Cover conjecture to counting:

Conjecture 6.10. Fvery bridgeless cubic graphs with n vertices has at least
272 — 1 circuit double covers.

We also show that if our version holds, it is tight for infinitely many graphs.
On the other hand we do not know any graph for which the bound is tight and
the graph does not contain a triangle. So there might be a room for improvement
if we restrict ourselves to triangle-free graphs (or {Cj, Cy}-free or if we require
higher cyclic connectivity).
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