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Abstract: Large language models (LLMs) have become ubiquitous in natural language 

processing, but how exactly they process their input and arrive at good downstream task 

performance is still poorly understood. While much work has been done using probing to 

examine LLM internals, or behavioral studies, to determine LLMs’ linguistic capabilities, 

these techniques are too weak to allow us to draw conclusions how LLMs process language. 

In this paper, I use both probing and causal intervention methods to investigate the 

question of subject-verb agreement with respect to the subject’s plurality. I find that while 

probing reveals that subject plurality information is distributed throughout a sentence, 

causal interventions suggest that only information stored in linguistically relevant tokens is 

used. Probing interventions suggest that some but not all probes capture information in a 

way that reflects LLMs’ usage thereof. 

 

Keywords: Interpretability, Probing, Natural Language Processing, Computational 

Linguistics 


