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Preface
This habilitation provides a selection of research results on acid-base equilibria in poly-
electrolyte systems, obtained by the author and his collaborators between the years
2010 and 2021. We start by introducing the simulations methods, including the grand-
reaction method that is an important result of our own research. To illustrates the
evolution of our understanding of the topic, we start the presentation of results by
conceptually simplest case of an ideal weak acid in solution. Building on the concepts
introduced for the ideal case, we add complexity by considering highly non-ideal solu-
tions of weak polyacids and weak polyampholytes. Finally, we discuss the most complex
case of acid-base equilibria in two-phase systems containing polyelectrolytes, exchang-
ing small ions with the supernatant solution (reservoir). In addition to the features of
acid-base equilibria in polyelectrolyte solutions, the two-phase systems are affected by
the Donnan partitioning of small ions, in particular the H+ ions.

The results presented here could have been obtained with a significant contribution
from other collaborators, whose role in this work should be acknowledged. In the first
place, there are master and PhD students, who have done the research work as a part
of their master or PhD research projects: Roman Staňo, Raju Lunkad, Jonas Lands-
gesell, Tobias Richter, Anastasiia Murmiliuk, Anastasiia Fanova. Postdocs and senior
colleagues whose contributions are included: Oleg Rud, Lucie Nová, Pascal Hebbeker,
Filip Uhĺık, Miroslav Štěpánek, Karel Procházka and Zuzana Limpouchová. Other
colleagues from the Sot Matter group deserve an acknowledgment too, especially Pavel
Matěj́ıček, Mariusz Uchman and their students. The results of their work are not di-
rectly included in this text, however, they are included indirectly through numerous
discussions, which influenced my view of the research topic. The PhD students Fi-
nally, I would like to acknowledge the contribution of my international collaborators
and mentors at various stages of my research career: Christian Holm, Oleg Borisov and
Frans Leermakers.
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1. Introduction
Acid-base equilibria are ubiquitous in Chemistry, both in everyday routine work and
in research. They are taught in secondary-school courses of Chemistry and then again
later, in undergraduate courses of General Chemistry, Analytical Chemistry and Phys-
ical Chemistry. The basic concepts of acid, base, pH and the degree of ionisation are
well established and familiar to every chemist. Nevertheless, a lot of confusion appears
when these concepts are applied to complex systems on the nanoscale, such as solu-
tions of polyelectrolytes, ampholytes, self-organized polymer nanostructures, polymers
at interfaces or two-phase systems containing macromolecules.

When treating acid-base equilibria on the undergraduate level, ideal-gas approxima-
tion is often used as the starting point, leading to the Henderson-Hasselbalch equation
as the main results. The activity coefficients are often introduced as small correction
factors on the order of unity, which need to be considered only at high ionic strength. In
the case of polyacids, polybases or polyampholytes, containing many ionisable groups
within one molecule, activity coefficients can attain any values between 10−3 and 10+3,
dramatically affecting the acid-base properties of such systems. Similarly, electroneu-
trality is often introduced as a fundamental constraint in simplified treatments. How-
ever, it is not strictly obeyed at the nanoscale, resulting in local concentration gradients
of many species, including H+ ions, often incorrectly termed the ”local pH”.[2, 3] In this
work, we present a compilation of simulations and experimental studies of acid-base
equilibria in various macromolecular systems, in which the commonly employed sim-
plifications are not applicable. Thereby, we provide a theoretical basis for interpreting
experimental observations of acid-base equilibria in such systems.

The acid-base properties of molecules with many titratable groups are very different
from low-molecular weak acids or bases with a small number of titratable groups. For
acids with few titratable groups (e.g., oxalic acid or phosphoric acid), different pKA
values can be assigned to each ionisation state because the titration curve contains
several distinct inflection points. However, a macromolecule with n identical ionisable
groups has 2n distinct ionisation states. This number of distinct states becomes too
large, greater than the number of points on an experimentally determined titration
curve, already at a rather small n ≳ 10, . Therefore, titration curves of synthetic
polymers, such as poly(acrylic) acid, vary smoothly across a broad range of pH, thus
making it practically impossible to assign a specific pKA to each state. Consequently,
a different approach is needed to describe their acid-base properties.

The acid-base properties of charged macromolecules are predominantly affected by
electrostatic interactions between ionised groups.[9, 10, 11, 12, 13, 14] The general no-
tion is that repulsion between like-charged groups suppresses ionisation, while attrac-
tion between oppositely charged groups enhances ionisation. The net result depends
on the pKA of each individual group and on the distribution of ionisable groups in
space. This electrostatic effect on the ionisation should be distinguished from the ef-
fect of replacing local substituents upon incorporation of the ionisable monomer in the
polymer. The latter affect the pKA by changing the electron density in the chemical
bonds close to the titratable group. Often, these changes are described in terms of
the effective acidity constant, pKeff , that is generally different from the bare pKA of
the parent monomer. The main drawback of using pKeff is that it is not a constant
but an effective parameter that depends on all other parameters. For example, pKeff
of poly(acrylic acid), which is often viewed as a typical weak polyelectrolyte, varies
between the bare pKA = 4.25, and pKeff ≈ 8.0, depending on the pH, salt concentra-
tion, or molar mass of the polymer.[13, 15] Also in protein research, deviations from
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the ideal ionisation response of individual titratable groups are commonly expressed
in terms of their effective pKA. Nevertheless, it has been generally recognized that
such a description, using a single number as an effective parameter, is not sufficient
to describe the complex acid-base equilibria in proteins. On the semi-empirical level,
this problem has been solved by employing the Hill equation, and introducing the Hill
coefficient as an adjustable parameter that improves the agreement between the the-
ory and experiment. Furthermore, it has been recognized that the bare pKA values of
amino acids in proteins are different from those of free amino acids in solution.[16, 17]
Thus, in spite of the obvious drawbacks, the effective acidity constants are widely used
in contemporary scientific literature.

The aim of this work is to provide an alternative view of the same problem. Instead
of predicting effective constants, that are actually not constant at all, we use computer
simulations to predict how the total charge on polyelectrolytes, ampholytes or short
peptides depends on the pH. By inspecting the ionisation degrees of individual acid or
base groups, predicted from the simulations, we can obtain a mechanistic understanding
of the factors affecting their ionisation response as a function of pH.

Changes in pH can be used to control enzyme activity or protein aggregation[18, 19],
to trigger the release of anti-cancer drugs[20] or to control protein sequestration in poly-
electrolyte brushes, gels and complexes[21, 22, 23], as shown by the rapid development
of pH-responsive materials, and their applications.[24] The macromolecular systems,
used in these applications, are often too complicated to be fully understood. Conse-
quently, these systems are often optimized based on a trial-and-error strategy, because
their fundamental understanding is very limited. By using simple model systems, it is
possible to bridge the gap between the excessively complex systems used in real ap-
plications, and oversimplified models used in many theories. Computer simulations,
presented in this work, provide the the missing piece in the puzzle – the fundamen-
tal understanding of the relevant mechanisms affecting acid-base equilibria in complex
macromolecular systems.
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2. Methods for molecular
simulations of acid-base equilibria
Description of methods in this chapter largely follows the original text of Ref.[4] (Sec-
tions 2.2, 2.2 and 2.3) and Ref.[5] (Section 2.4). The description of methods is included
mainly for completeness, in order to provide a consistent methodological context for
the reader. Nevertheless, the Grand-reaction method, introduced in Section 2.4, is an
original result of our work, and an important milestone in method development that
enabled simulations of a broad class of reactive systems. A reader interested mainly in
the results may skip this section.

2.1 Overview of approaches

We focus on two main simulation approaches (thermodynamic ensembles) that have
been used for simulating weak polyelectrolytes in our work: The Reaction Ensemble
Monte-Carlo method (RxMC) and the constant-pH method (cpH). The former has
been further extended by explicit coupling to a reservoir, termed the Grand-Reaction
method (G-RxMC). These methods are available in the simulation package ESPResSo
[25] that has been used also for most simulations presented in this work.

Several other methods have been formulated for simulating ionisation reactions[26,
27, 28, 29, 30]. These include for example the lambda dynamics[31], the reactive force
field[32], and various variations of RxMC or cpH methods with enhanced sampling
schemes and modified acceptance probabilities[33, 34]. However, we will not discuss
them in detail here because they are not directly related to our results. For detailed
information, we refer the reader to the original articles or specialized reviews[35, 36,
34, 37, 38, 39].

Both RxMC and cpH methods combine sampling of the conformational space at a
fixed chemical composition (configuration moves) with sampling the reaction coordinate
at a fixed system conformation (reaction moves). By construction, both these methods
are Monte Carlo methods, implementing stochastic processes to represent the reactions.
They have been used in combination with sampling of the configuration space by means
of Langevin dynamics. Because the algorithms for sampling polymer conformations are
widely established techniques, we will not discuss them here. However, the reaction
moves are rather specific, and they constitute the essential feature of simulations of
acid-base equilibria presented here. These are Monte-Carlo moves in which a chemical
change is proposed, defined by the chemical reaction under study. The proposed change
is accepted with a specific acceptance probability, in analogy with the usual Metropolis
scheme described in simulation textbooks[40]. In the following paragraphs, we describe
how the reactions are proposed and accepted.

2.2 Constant-pH ensemble (cpH)

Introduced by Reed and Reed[41], the constant-pH ensemble assumes a system in a
solution at a fixed chemical potential of H+ ions, which is defined by the pH value.
The constant-pH method assumes a dissociation reaction of a weak acid or a weak base

HA −−⇀↽−− A− + H+ (2.1)
B −−⇀↽−− BH+ + H+ (2.2)
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Figure 2.1: Schematic representation of the constant-pH ensemble and the reaction
ensemble setup. Reproduced from Ref.[4] with permission from The Royal Society of
Chemistry.

In further text, we will discuss only the acid dissociation because the base reaction is
analogous.

In a constant-pH simulation, the dissociation reaction is proposed with a probability
proportional to the amount of associated species HA, while the association reaction
is proposed proportional to the amount of dissociated species, A−. In the forward
direction of the reaction in (2.1), the identity of a randomly selected HA particle is
changed to A−, and an additional H+ ion is inserted at a random position in the
system. In the reverse direction, a randomly selected A− is changed to HA and one
H+ ion is deleted from the system. The acceptance probability follows as [41],

P cpH
on = min

[︃
1, exp

(︃
−β∆Uon + ξ(pH − pKA) ln(10)

)︃]︃
, (2.3)

where β = 1/kBT , ∆Uon = Un − Uo is the interaction energy change between the old
state (o) and the new state (n), and ξ = ±1 is the extent of reaction that corresponds
to one reaction step in the forward or reverse direction, respectively.

Methods based on the same key idea as the cpH ensemble have been introduced by
various authors under different names and with slight variations of the reaction move
and acceptance probabilities. For example, a formulation with a symmetric proposal
probability can be found in Ref.[42]. Panagiotopoulos used an analogous method,
derived from the grandcanonical ensemble[43]. Uyaver and Seidel[44, 45, 46], as well as
Stoll and coworkers[47, 48, 49, 50] referred to the same method as the grandcanonical
or semi-grandcanonical ensemble. The constant-pH method and its close relatives are
particularly popular in biomolecular simulations for calculating protonation states of
amino acid residues in proteins, and numerous improvements have been introduced in
this context[38].
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2.3 Reaction-ensemble Monte Carlo (RxMC)

The reaction ensemble Monte-Carlo (RxMC) method has been independently intro-
duced by two groups, by considering all-atom simulations of gas-phase reactions[51, 52].
Unlike the cpH method, the RxMC method can be used to model an arbitrary chemical
reaction, schematically written as

νAA + νBB + . . . −−⇀↽−− νXX + νYY + . . . (2.4)

Where {A,B,X,Y} denote arbitrary reactants or products, and ν denotes their stoi-
chiometric coefficients. In the current context, we will apply the RxMC formalism to
the special case of acid-base reactions in solutions.

In the RxMC method, the chemical reaction is performed by insertion, deletion, or
modification of chemical identity of the relevant species. Specifically, in the forward
direction of the reaction (2.1), the identity of a randomly selected HA is changed to
A−, and an additional H+ ion is inserted at a random position in the system. In the
reverse direction, a randomly selected A− is changed to HA and one H+ ion is deleted
from the system. The forward and reverse direction of the reaction are both proposed
with the same probability. The original articles[51, 52] derived the following acceptance
probability for such a reaction move:

P gas
on = min

{︄
1,
(︁
V ν̄Γ

)︁ξ∏︂
i

[︃ (N0
i )!

(N0
i + νiξ)!

]︃
exp

(︁
−β∆Uon

)︁}︄
, (2.5)

where N0
i is the number of species i before the attempted transition. The equilibrium

constant, Γ, is related to the concentration-based equilibrium constant Kc (3.11),

Γ =
∏︂
i

(︂Ni

V

)︂νi

= KcN
ν̄
A, (2.6)

where Ni is the average number of species i in the simulation box and NA is the
Avogadro constant. The acceptance probability can be rewritten in terms of Kc:

P ξon = min
{︄

1,
(︂
Kc (V NA)ν̄

)︂ξ∏︂
i

[︄
(N0

i )!
(N0

i + νiξ)!

]︄
exp (−β∆Uon)

}︄
. (2.7)

or in terms of the dimensionless reaction constant K

PRxMC
on = min

{︄
1,
(︂
K
(︁
c⊖V NA

)︁ν̄)︂ξ∏︂
i

[︄
(N0

i )!
(N0

i + νiξ)!

]︄
exp (−β∆Uon)

}︄
(2.8)

where
kBT lnK =

∑︂
i

νiµ
⊖
i and K = Kc(c⊖)ν̄ (2.9)

It follows from the above that the inputs of an RxMC simulation comprise the equi-
librium reaction constant and the initial composition of the reacting mixture. Outputs
of the RxMC simulation comprise equilibrium concentrations of individual reacting
species.

2.4 Grand-reaction ensemble (G-RxMC)

Both above-mentioned methods, cpH and RxMC, deal with chemical reactions in closed
systems, whereas many chemical reactions in macromolecular systems occur in partial-
open systems. In such systems, some components, typically inorganic ions or small
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Figure 2.2: Schematic representation of the grand-reaction ensemble setup Reprinted
with permission from Ref.[5]. Copyright (2020) American Chemical Society.

molecules, can be exchanged with the surrounding solution (reservoir), while other
components, typically macromolecules, are present only in the system but cannot be
exchanged with the reservoir, as illustrated in Fig.2.2. To enable coarse-grained simula-
tions of such systems, we introduced the Grand-reaction ensemble (G-RxMC) in 2020[5].
The G-RxMC method provides a general approach to simulating multi-component re-
action equilibria in a system coupled to a reservoir, with which the simulated system
can exchange some but not all of its constituents. In this text, we specifically focus on
its use for coarse-grained models representing an aqueous solution of ions in an implicit
solvent that is treated as a continuum, characterized by the relative permittivity, εr.

2.4.1 The input Parameters

The simulated system is defined by specifying its temperature T , volume V , concen-
trations c of components that cannot be exchanged with the reservoir, and chemical
potentials µ of those components that exchange be exchanged with the reservoir. Al-
ternatively, we can specify concentrations of the reservoir constituents and determine
their chemical potentials. Furthermore, we specify the chemical reactions that occur
in the system by their stoichiometry and by their equilibrium reaction constants K. In
the general case, the reservoir may consist of an arbitrary number of constituents, and
the chemical reactions can involve arbitrary constituents of the system.

We apply this general framework to a solution of weak polyelectrolytes composed
of N identical segments, in equilibrium with a salt solution at a given pH and compo-
sition. Chemical reactions in our system comprise the acid-base ionisation of the weak
polyelectrolyte, characterized by the acidity constant KA. In this example, the polymer
chains represent the components that are not exchanged with the reservoir, whereas the
H+, Na+, Cl−, and OH− ions represent the constituents that are exchanged with the
reservoir. In an aqueous reservoir containing n ionic constituents, only (n−2) chemical
potentials can be specified independently. The two remaining chemical potentials fol-
low from the electroneutrality constraint, and from the ionic product of water. In the
simulation model, all involved constituents are described by some short-range repulsive
interaction potential and by the valency which determines their electrostatic interac-
tions. The exact form of short-range potentials may differ, depending on the specific
model, but it is unimportant in the current context. The simulation combines sam-
pling of the simulated system in several orthogonal directions: (i) sampling the system
configurations while maintaining a fixed composition; (ii) sampling the composition
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fluctuations due to chemical reactions and (iii) sampling the composition fluctuations
due to exchange of particles with the reservoir.

2.4.2 Acid/Base Ionisation Reaction

Chemical reactions in the system are simulated using the RxMC method. When consid-
ering a coarse-grained model in implicit solvent, it is important to note that the acid-
base reactions involve a reaction with water, while water molecules are not treated
explicitly in the implicit-solvent representation. This requires special caution when
setting-up the reactions. The acidity constant, KA, is the equilibrium constant of the
ionisation reaction (2.1)

HA −−⇀↽−− A− + H+, kBT lnKA = −µ⊖
A− − µ⊖

H+ + µ⊖
HA (2.10)

Where µi denotes the chemical potential and µ⊖
i denotes the reference chemical po-

tential of species i. By convention, the chemical potential of water is assumed to be
constant and included in the definition of KA. Although the water molecules are not
represented by explicit particles, they participate in the acid-base ionisation. There-
fore, the H+ and OH− ions produced by the ionisation reactions must be represented
explicitly.

The acid ionisation reaction, (2.1), can be conveniently simulated using the reaction
ensemble at pH ≲ 4. At pH ≳ 4, the concentration of H+ is so low that with a typical
simulation box size, L ≈ 20 nm, one obtains less than one H+ ion per simulation box,
and the reaction ensemble simulation becomes very inefficient. To avoid this bottleneck,
we re-formulated the ionisation reaction using other ions, and modified the equilibrium
constants accordingly.

HA + OH− −−⇀↽−− A−, kBT lnK ′
A = −µ⊖

A− − µ⊖
H+ + µ⊖

HA − kBT lnKw (2.11)
HA −−⇀↽−− A− + Na+, kBT lnK ′′

A = −µ⊖
A− + µ⊖

HA + µNa+ − µ⊖
Na − µH+ (2.12)

HA + Cl− −−⇀↽−− A−, kBT lnK ′′′
A = −µ⊖

A− + µ⊖
HA − µH+ − µCl− + µ⊖

Cl (2.13)

The reactions (2.11)–2.13 can be formally derived as the net result of combining (2.10),
representing the ionisation reaction, with (2.14–2.17), representing the ion-exchange
with the reservoir, as defined in the next section. Note that only KA and K ′

A are true
equilibrium constants because they depend only on the reference chemical potentials.
On the contrary, constants K ′′

A and K ′′′
A depend on the reservoir composition via (µNa+ −

µH+) and (µH+ − µCl−), respectively.

2.4.3 Connecting the System to the Reservoir

To couple the simulated system to the reservoir, we implemented the Grand-canonical
exchange of particles with a reservoir, as described in various textbooks.[40, 53] It
is convenient to write these particle insertions and deletions as chemical reactions in
which particles are created (inserted) in the simulation box or removed (deleted) from
the simulation box. To retain the electroneutrality of the simulation box, we always
insert or delete an electroneutral ion pair. Specifically, to simulate particle exchange
with a reservoir consisting of Na+, Cl– , H+ and OH– ions, we define the following
reactions (ion pair insertions):

∅ −−⇀↽−− Na+ + Cl−, KNa+Cl (2.14)
∅ −−⇀↽−− H+ + Cl−, KH+Cl (2.15)
∅ −−⇀↽−− Na+ + OH−, KNa+OH (2.16)
∅ −−⇀↽−− H+ + OH−, KH+OH ≡ Kw (2.17)
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where Kw is the ionic product of water, and we define the remaining equilibrium con-
stants in Equations (2.14 – 2.17) as kBT lnKi+j = (µi − µ⊖

i ) + (µj − µ⊖
j ). The above

equations are not independent because adding (2.14 + 2.17) is equivalent to adding
(2.16 + 2.15), thereby resulting in the following stoichiometry constraint, equivalent to
imposing electroneutrality of the reservoir:

KNa+ClKw = KH+ClKNa+OH (2.18)

Since Kw is fixed, only two of the three remaining constants can be chosen indepen-
dently to uniquely determine the system composition. In our case, we specify the
remaining two degrees of freedom by setting the pH and the concentration of added
salt in the reservoir.

As an alternative to inserting or deleting ion pairs, particle identities can be ex-
changed, which is formulated as reactions formally obtained by subtracting (2.16 –
2.17) and (2.15 – 2.17)

H+ −−⇀↽−− Na+ KNa−H = KNa+OH/Kw (2.19)
OH− −−⇀↽−− Cl− KCl−OH = KH+Cl/Kw (2.20)

where kBT lnKi−j = (µi − µ⊖
i ) − (µj − µ⊖

j ).

Linking the reservoir chemical potentials, its composition and pH

In experiments, it is often convenient to characterize the reservoir by its composition,
for example, by specifying the amount of NaCl that has been dissolved in water and the
amount of NaOH or HCl that has been added to adjust the pH. Conversely, our simula-
tion algorithm requires chemical potentials of the reservoir constituents as inputs. The
relationship between the composition and the chemical potentials in a reservoir con-
sisting of interacting particles is unique but complex. Therefore, we can either specify
the chemical potentials and determine the reservoir composition from an auxiliary sim-
ulation, or we can specify the compositions, and determine the corresponding chemical
potentials from a simulation.

If we characterize the reservoir by choosing the chemical potentials, we can choose
two of the chemical potentials {µNa+ , µCl− , (µH+ or µOH−)}, or equivalently two of the
reaction constants {KNa+Cl,KH+Cl,KNa+OH}. The salt concentration in the reservoir
then corresponds to the number of NaCl ion pairs, that is, cres

salt = min
(︂
cres

Na+ , cres
Cl−
)︂
.

The reservoir pH follows directly from µH+ . Depending on the pH, we can calculate
the concentration of additional NaOH or HCl, required to reach this pH value.

If the reservoir is defined by its composition, then µid
i is known for all species, and

µex
i should be determined in an auxiliary simulation of the reservoir alone by directly

calculating µex using the Widom particle insertion[40]. In particular, the reservoir
pH is not known a priori and must be determined by calculating µH+ at the given
concentration of H+ ions and reservoir composition. Only then, the difference µi−µ⊖

i =
µid
i + µex

i can be computed, which is the required input parameter of the acceptance
probability. To ensure that the constraint kBT lnKw = µH+ + µOH− is satisfied, the
reservoir concentration of H+ or OH– should be adjusted iteratively, based on the
calculated µex. This is especially important if the reservoir ionic strength, Ires, is
dominated by the H+ or OH– ions, that is, if pH ≲ − log10 c

res
salt/c

⊖, or pOH ≲
− log10 c

res
salt/c

⊖.

2.5 When to choose which method

In the constant-pH ensemble, one specifies the pH and concentration of the ionisable
species as inputs, and obtains the degree of ionisation, as well as ensemble averages
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of observables at a given system composition and at a given pH, as an output. Ex-
perimentally, this cpH ensemble could be realized as a solution of a weak acid in an
excess of a buffer that keeps the pH at a constant value, effectively having an infinite
buffer capacity. However, the H+ ions and OH− ions of this buffer are not represented
explicitly. In fact, their concentrations are treated as free parameters that are not
coupled to the pH value specified as the input. This is a reasonable approximation in
the intermediate pH range, if the H+ and OH– ions are minority species, and their
contribution to properties of the solution can be neglected. However, this approxima-
tion breaks down at a high or low pH value, if simultaneously the ionic strength is low
enough, such that the H+ or OH– ions become the majority species. Thus, the ”safe
range” of the constant-pH method can be defined as pSalt < min(pH, pOH) where
pSalt = − log10 c

res
salt. Additionally, the constant-pH approximation breaks down if the

concentration of ionisable groups in the simulated system is comparable to the ionic
strength of the solution. In such case, the (hypothetical) buffer cannot be assumed to
have an infinite buffering capacity, and the effect of the ionisation state on the solution
pH should be considered explicitly.

The standard reaction ensemble setup corresponds to a chemical reaction performed
in a closed system, where the total number of reacting species (atoms) is conserved,
but they can be rearranged into species of different chemical identities (molecules).
Experimentally this ensemble could be realized by mixing two solutions of known initial
composition, and measuring the resultant pH and equilibrium composition after the
reaction. The pH is not directly set as input of the RxMC simulation. It is obtained as
its output, same as in the experiment. However, the desired pH can be chosen indirectly
by using a suitable initial composition of the system. The RxMC method requires a
sufficient number of H+ or OH– ions in the simulation box, which is easily achieved at
high or low pH values. On the contrary, the RxMC method is impractical in the range
3 ≲ pH ≲ 11 because it would require very big simulation boxes in order to obtain a
sufficient number of H+ or OH– ions.

It follows from the above considerations that both cpH and RxMC methods are suit-
able for simulating a one-phase system, such as a polyelectrolyte solution in a buffer.
In principle, the cpH and RxMC methods should yield very similar results under the
same conditions. Therefore, the suitability of cpH or RxMC method for a particular
problem is determined mainly by practical considerations described above. In contrast
with the cpH and RxMC methods, in the G-RxMC method one specifies the properties
of the reservoir (pH, salt concentration), and obtains pH and ionisation degree inside
the system as a simulation result. Therefore, the G-RxMC method is the only one that
is suitable for situations, where partitioning of ions between the system and the reser-
voir plays an important role. Examples of such systems include not only polyelectrolyte
or protein solutions separated from the reservoir by a semipermeable membrane, but
also membrane-less two-phase systems, such as polyelectrolyte hydrogels, electrostati-
cally crosslinked reversible gels, or complex coacervates in contact with a supernatant
solution of small ions.
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3. Acid-base equilibria in
solutions
We start the discussion of results by introducing the terminology and presenting some
established equations for the ionisation behaviour of weak acids and bases in homoge-
neous systems, where all ionisable groups are equivalent. These results will serve as
a starting point for the subsequent discussion of nano-heterogeneous macromolecular
systems in which the ionisation state of each acid or base group depends not only on
macroscopic parameters (pH, ionic strength) but also on its position within a polymer
chain.

3.1 Homogeneous systems

3.1.1 Ionization of an ideal weak acid and base

In analogy with an ideal gas, we will use the terms ideal acid and ideal base to describe
the situations in which we neglect intermolecular interactions. The ionisation of an
acid HA and base B can be described by the following reactions and their equilibrium
constants:

HA −−⇀↽−− A− + H+ Kacid
A (3.1)

B −−⇀↽−− BH+ + H+ Kbase
A (3.2)

where A– and BH+ represent their ionised forms. Note that (3.1) is identical to (2.1),
and (3.2) is identical to (2.2). We re-state these reactions in this chapter just to ensure
better readability. In the ideal case, the (dimensionless) equilibrium constants can be
expressed in terms of concentrations

Kacid
A

ideal= cA−cH+

cHAc⊖ Kbase
A

ideal= cBcH+

cBH+c⊖ . (3.3)

We define the degree of ionization α as the fraction of ionized groups of a given type
It is convenient to introduced the degree of ionization,

αacid ≡ cA−

cA− + cHA
. αbase ≡ cBH+

cBH+ + cBH
. (3.4)

In the ideal case (in the absence of interactions), the degree of ionisation, α, of each
ionisable group depends only on the difference pH−pKA via the Henderson-Hasselbalch
equation:

pH − pKacid
A = log10

α

1 − α
, pH − pKbase

A = log10
1 − α

α
(3.5)

where we introduced the logarithms of equilibrium constants, pKacid
A = − log10K

acid
A

and pKbase
A = − log10K

base
A . For completeness, we add that if a molecule consists of

multiple ionizable groups with different pKA values, its total charge z at a given pH is
given by

z(pH) =
∑︂
i

niαi(pH)zi (3.6)

where ni is the number of groups of type i in the molecule, αi is their average degree
of ionisation, and zi = ±1 is their charge in the ionised state. In a polyelectrolyte,
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the degree of ionization of various chemically identical monomer units depends also
on their position in the chain. Unless specified otherwise, we assume that α refers
to the degree of ionization averaged over all chemically equivalent ionisable groups,
irrespective of their position in the macromolecular chain. In further text, we will
describe in detail only the ionisation of acids, assuming that the behaviour of bases
follows from a straightforward analogy.

3.1.2 Ionization of a non-ideal weak acid

In contrast with the ideal case, when describing a non-ideal acid or base, we take in-
termolecular interactions into account, that affect the ionisation state. General Chem-
istry textbooks teach us that the ionization of monoprotic acids approaches the ideal
behaviour at high dilution. Deviations from this ideal behaviour occur at rather high
ionic strengths, I ≳ 10−2 M, due to ionic screening, as described by the Debye-Hückel
theory. In other words, the ionisation of low-molecular monoprotic acids deviates from
the ideal behaviour predominantly due to their interactions with salt ions in the solu-
tion, forming the ionic atmosphere. In contrast with that, the ionisation of multiprotic
acids, bases or ampholytes with multiple ionisable sites, deviates from the ideal be-
haviour predominantly due to interactions between the ionised groups within the same
molecule. Often, such titration curves are described using an effective acidity constant,
pKeff , defined as the pH at which the ionisable groups are 50% charged, on average.
However, a single value of pKeff is insufficient to describe the non-uniform deformation
of the dependence of ionization degree on pH[2, 54, 55].

In spite of the above, there are specific situations when one value of pKeff appro-
priately describes the shift of the ionisation response of a weak acid, for example if it
is attached to a strong polyelectrolyte or to a charged surface with a constant charge
that does not depend on pH[12, 3]. To describe such non-ideal ionization we start from
the general condition of chemical equilibrium for any chemical reaction,

0 =
∑︂
i

νiµi =
∑︂
i

νi
(︂
µ⊖
i + µid

i + µex
i

)︂
, (3.7)

where νi is the stoichiometric coefficient of species i, and the summation index runs
over all reacting species. From now on, we will discuss the special case of (3.1), so that
the reacting species are defined as i = {HA,A−,H+}.

The chemical potential µi can be expressed as a sum of the reference chemical po-
tential, µ⊖, the ideal gas chemical potential, µid, and the excess chemical potential, µex,
due to intermolecular interactions. Using these terms, We define the acidity constant,
KA, and µid

i as

lnKA ≡ − 1
kBT

∑︂
i

νiµ
⊖
i ,

µid
i

kBT
≡ ln ci

c⊖ , (3.8)

where ci is the molar concentration of species i, and c⊖ is the reference concentration.
The choice of the reference state is arbitrary and has no impact on the thermodynamics.
However, it affects µ⊖, and thereby the numerical values of KA. Using these terms, we
can express the activity a, activity coefficient γ and excess chemical potential[56]

ln ai = µi − µ⊖
i

kBT
, ai = γi

ci
c⊖ , µex

i = kBT ln γi (3.9)

in order to rewrite KA in the form commonly encountered in textbooks,

KA =
∏︂
i

aνi
i = (c⊖)−ν̄∏︂

i

(γici)νi = aH+aA−

aHA
, (3.10)
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where ν̄ =
∑︁
i νi. In the absence of intermolecular interactions (ideal system, γi = 1),

we can relate KA to the concentration-based equilibrium constant of the reaction, Kc,

Kc ≡
∏︂
i

(ci)νi = cH+cA−

cHA

ideal= KA(c⊖)ν̄ . (3.11)

We put the superscript “ideal” to remind the reader that Kc is a true constant only
under ideal conditions. In this definition, Kc has the dimension of cν̄ , and the reference
concentration, c⊖, is absorbed in the value of Kc. However, in Physical Chemistry and
Chemical Thermodynamics, the preferred convention is to define Kc as dimensionless,
normalized by the reference concentration (c⊖)ν̄ .

Using the definitions of α, KA and the IUPAC definition of pH[56],

pH = − log10 aH+ =
µ⊖

H+ − µH+

kBT ln(10) . (3.12)

we can rewrite (3.7) in a form analogous to the Henderson-Hasselbalch equation, (3.5),

pH − pKA = log10
α

1 − α
+ 1
kBT ln(10)

∑︂
i ̸=H+

νiµ
ex
i . (3.13)

Equation (3.13) provides a general description of a non-ideal dissociation reaction in a
homogeneous system. The challenge in describing such a reaction consists in evaluating
the excess chemical potentials. It is important to note that the excess chemical potential
of H+ is excluded from Equation 3.13 because it is already included in the pH, see (3.12).
To simplify the notation, we introduce the term ∆ that groups the remaining excess
terms in (3.13)

∆ = 1
kBT ln(10)

∑︂
i ̸=H+

νiµ
ex
i , (3.14)

and define the effective pH and effective pKA as

pHeff ≡ pH − ∆ , pKeff ≡ pKA + ∆ . (3.15)

Using the definitions in (3.15), we can cast (3.13) in the form

pH − pKacid
A − ∆ = pH − pKeff = pHeff − pKacid

A = log10
α

1 − α
, (3.16)

and in an analogous form for the ionisation of a base

pH − pKbase
A − ∆ = log10

1 − α

α
. (3.17)

Equation (3.16) demonstrates that we can equivalently describe the non-ideal ioniza-
tion behaviour using the effective acidity constant, pKeff , or using the effective pH,
pHeff , which has been first recognized by Hartley and Roe in the 1940s[12]. Although
this result has been known since nearly 80 years, it still causes confusion, and this
equivalence seems to be unclear to many contemporary researchers.

3.2 Nano-heterogeneous systems

3.2.1 Effect of electrostatics on the ionisation

Using the formalism introduced in Equations (3.15), (3.16) and (3.17), we can describe
acid-base ionisation equilibria in inhomogeneous systems, where dominant contribution
to interactions is of electrostatic origin. The mean-field description provides a relation
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between the excess contribution, ∆, and the mean local electrostatic potential ⟨ψ(r)⟩
as[12]

∆ = − ⟨eψ(r)⟩
kBT ln(10) , (3.18)

where e denotes the elementary charge. At the same time, the spatial distribution of
ions of type i and valency zi follows the Boltzmann distribution due to the spatially
varying electrostatic potential

ci(r) = cbulk
i exp

(︃⟨−zieψ(r)⟩
kBT

)︃
, (3.19)

where cbulk
i denotes concentration of species i in the bulk. The term bulk usually refers

to a homogeneous part of the solution that is far away from the investigated object
of interest. As such, it is well defined when discussing the distribution of ions at a
charged surface, however, it becomes a bit fuzzy when discussing the distribution of
ions at a polyelectrolyte chain in solution. Combining (3.19) and (3.18), we recognize
that it is possible to use the local concentrations of individual species to account for
their activities, and formulate the ionization equilibrium locally[12, 14, 57]

KA = (c⊖)−ν̄∏︂
i

(γici)νi = (c⊖)−ν̄∏︂
i

(ci(r))νi . (3.20)

Equation (3.20) represents the core idea of treating ionization equilibria in mean-field
methods. It can also be written as the local analogue of the Henderson-Hasselbalch
equation[14, 58, 57, 59],

α(r)
1 − α(r) = KAc

⊖

cH+(r) . (3.21)

The above discussion is valid as long as the mean-field approximation is applicable,
i.e., when the fluctuating value of ψ(r) can well be approximated by its ensemble-
averaged value, ⟨ψ(r)⟩. When fluctuations of ψ(r) become relevant, the results remain
qualitatively valid but the observed deviations from the ideal behaviour are lower than
those predicted by (3.18)[3].

In a weak polyelectrolyte, each ionizable group is subject to a different electrostatic
potential, depending on its position on the chain. In addition, this potential depends
on the ionization of other neighboring groups. Therefore, the ionisation of weak poly-
electrolytes is not only shifted with respect to the ideal case by a constant offset ∆,
but it is also deformed. In such a case, analytical theory is usually insufficient, and it
is necessary to resort to numerical models and computer simulations.

The “local pH”

Since the local concentration of H+ ions reflects the (mean) local electrostatic potential,
the term “local pH” has been coined, defined by some authors as

”local pH”(r) ≡ − log10
cH+(r)
c⊖ . (3.22)

In line with (3.21), this “local pH” provides an alternative description of non-ideal
ionisation equilibria. We write this term in quotes to emphasize its controversy because
it is in conflict with the IUPAC definition of pH (3.12), which implies that the pH value
within a single-phase system is constant, independent of position. Therefore, it should
be recognized that the “local pH” defined in (3.22) actually is not the local value
of pH, as its name suggests. It is just a convenient abbreviation for the somewhat
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lengthy term “negative common logarithm of the local concentration of H+ ions”. This
terminology might lead to confusion, for example, when discussing two-phase systems
with different compartments separated by a membrane. In such a case, the local value
of pH can indeed differ between the phases, in line with the IUPAC definition of pH.
Despite this conflict in nomenclature, the term “local pH” is quite widespread in both
theoretical and experimental literature, and often used with the implicit assumption
that the reader knows what the authors mean. Therefore, we propose that the term
“local pH” should be used with caution, and it should be always accompanied by an
explicit definition.

3.2.2 Ionisation of a weak acid attached to a polyelectrolyte

(a) Chemical structure and simulation snap-
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Figure 3.1: Chemical structure the Umb-PMAA polymer and simulation snapshot
showing the coarse-grained representation. Fluorescence emission spectra show to re-
sponse of Umb-PMAA to a variation of pH. Reprinted with permission from Ref.[3].
Copyright (2020) American Chemical Society.

The concepts introduced in Equations (3.16) and (3.19) can be used to describe
the ionization of a weak acid attached to a fully charged polyelectrolyte chain, such as
umbelliferone attached to poly(methacrylic acid) (PMAA), shown in Fig. 3.1a. Umbel-
liferone is not only a weak acid with pKA = 7.85 but also a fluorescent pH indicator,
therefore, its ionisation at various pH can be followed by changes in its fluorescence
emission spectra, shown in Fig.3.1b. The electrostatic potential due to the polymer
affects the ionisation of the fluorophore, in line with Equation (3.16). This electro-
static potential is independent of pH, because the acidity constant of the polymer
(pKA = 4.25) ensures that PMAA is fully ionized at pH > 7. Consequently, the
term ∆ in Equations (3.16) and (3.19) is constant too, resulting in a constant shift
of the effective pKA of the fluorophore, shown in Fig. 3.2. Computer simulations and
fluorescence measurements yield a remarkable agreement, showing that the degree of
ionisation is affected by the ionic strength due to screening of the electrostatic inter-
actions by the added salt ions. Interestingly, an attempt to explicitly calculate the
”local pH” (local concentration of H+ ions) and the local electrostatic potential near
the fluorophore reveal that the actually measured degree of ionisation is lower than
predicted by Equation (3.19). This is caused by temporal fluctuations of the local
electrostatic potential due to fluctuating conformation of the polyelectrolyte and by
correlation between the conformational fluctuations and fluctuations of the degree of
ionisation.[3].
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Figure 3.2: Degree of ionisation of Umbelliferone attached to PMAA as a function
of pH determined from experiments and simulations at different salt concentrations.
Reprinted with permission from Ref.[3]. Copyright (2020) American Chemical Society.

Figure 3.3: Simulation snapshots showing polymer conformations at various degrees of
ionization α. From left to right: α = 0, 0.5, and 1. Colour code: silver – uncharged
monomer, blue – charged monomer, red – H+ ion. Reproduced from Ref.[2] with
permission from the PCCP Owner Societies.

3.2.3 Ionisation of weak polyelectrolytes

In a weak polyelectrolyte, such as poly(acrylic acid), all monomeric units are ionis-
able. Consequently, the local electrostatic potential due to ionised groups on a weak
polyelectrolyte increases with its degree of ionisation, affecting not only the ionisation
states of other ionisable groups but also conformation of the chain, as illustrated in
Fig.3.3 Therefore, the relation between ionisation degree of weak polyelectrolytes and
pH qualitatively differs from the Henderson-Hasselbalch prediction and cannot be de-
scribed by a single value of pKeff . The coupling between ionisation and conformation of
a weak polyelectrolyte causes that this dependence is less steep than predicted by the
Henderson-Hasselbalch equation, as can be seen from Fig.3.4. On the semi-empirical
level, these deviations can be described by pKeff that depends on the degree of ionisa-
tion, chain length, and on other parameters[10]

pKeff(α,N, cpol, . . .) = pKA + α1/3m(N, cpol, . . .) (3.23)

This equation fits the pH-dependent ionisation degree of poly(acrylic acid), however,
it fails to fit the ionisation degree of more hydrophobic poly(methacrylic acid). [13]
Its practical use rather limited because there is no quantitative theory to predict the
dependence of pKeff on system parameters. Nevertheless, its practical implications are
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Figure 3.5: Chemical structure of the real peptides and a schematic representation of
the coarse-grained bead-spring model consisting of A, B and C beads. Reproduced
from Ref.[6] with permission from The Royal Society of Chemistry.

well illustrated by the dependence in Fig.3.4: the deviations significantly increase up
to n ≈ 50 whereas the effect of increasing N becomes barely noticeable beyond this
chain length.

3.2.4 Ionisation of weak polyampholytes

The ionisation response of weak polyampholytes is even more complex than that of
weak polyelectrolytes composed of only one type of weak acid or weak base groups.
In weak polyampholytes, mutual repulsion between like-charged groups (acid or base)
suppresses their ionisation, whereas attraction between oppositely charged groups (acid
and base) enhances their ionisation. Synthetic peptides can serve as ideal model sys-
tems for investigating the pH-responsive properties of ampholytes. Such peptides can
be prepared in sufficient purity and with pre-defined sequences that allow us to sys-
tematically investigate various combinations of pKacid

A and pKbase
A .

To investigate the ionisation response of weak ampholytes, we selected two peptide
sequences, each of which was composed of five amino acids with acidic side-chains and
five with basic side-chains, shown in Fig. 3.5. By protecting the ionisable groups on the
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Figure 3.6: Total charge on the peptides as a function of pH from the Henderson-
Hasselbalch equation, simulations, NMR, potentiometric titration and capillary zone
electrophoresis (CZE). The gray vertical line indicates the ideal isoelectric point whereas
the red vertical line indicates the isoelectric point determined from CZE. Reproduced
from Ref.[6] with permission from The Royal Society of Chemistry.

C- and N -terminus, we obtained a diblock ampholyte with 5 almost equivalent acid
groups and the same number of almost equivalent base groups. Such short peptides
were molecularly soluble and we were able to determine their charge or ionisation states
from coarse-grained simulations and from several independent experimental methods:
potentiometric titration, capillary zone electrophoresis (CZE) and nuclear magnetic
resonance (NMR), shown in Fig.3.6.

These two peptides differed by ∆pKA = pKbase
A − pKacid

A . The Glu5 − His5 pep-
tide had pKacid

A = 4.25, pKbase
A = 6.00 and a rather small ∆pKA = 1.75, whereas

the Lys5 − Asp5 peptide had pKacid
A = 3.65, pKbase

A = 1.53 and a much greater
∆pKA = 6.88. Fig. 3.6 shows that deviations of the ionisation response of these pep-
tides from the Henderson-Hasselbalch equation qualitatively resemble the behaviour of
weak polyelectrolytes. As a consequence of the large ∆pKA, the acid and base groups
in the Lys5 − Asp5 change their ionisation in two distinct regions of pH. In contrast
with that, the small ∆pKA of the Glu5 − His5 peptide implies that both acid and
base groups change their ionisation in the same pH range, mutually influencing each
other. The relatively short peptide sequences were chosen to ensure that they remain
flexible and do not have any well-defined secondary structure. In addition, such short
peptides are molecularly soluble and do not aggregate, which facilitates their experi-
mental characterization. By comparing simulation results and experiments in Fig. 3.6,
we observed that they agree very well. This agreement demonstrates the power of
coarse-grained simulation models in predicting ionisation response of molecules which
are much more complex than weak polyelectrolyte homopolymers composed of a high
number of identical groups.

Despite very good agreement, a closer inspection of Fig. 3.6 revealed that exper-
imental curves are systematically shifted to a slightly higher pH as compared to the
simulation results and to the Henderson-Hasselbalch equation. The origin of this shift is
unveiled by comparing the ionisation response of acid and base groups separately, deter-
mined from simulations and from NMR experiments. The simulated and experimental
curves in Fig. 3.7 consistently show a deformation as compared to the Henderson-
Hasselbalch equation. However, some of these curves are systematically shifted with
respect to each other. We attributed this shift to the bare pKA of amino acid side-
chains in the peptides being different from the pKA of the side chains in free amino
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Figure 3.7: The degree of ionisation of acid and base groups on the Glu5 − His5 and
Lys5 − Asp5 peptides from simulations, NMR measurements and ideal titration curves.
Red and grey vertical lines represent the isoelectric point determined from CZE and
from the simulations. Shaded areas indicate the spread of 5 NMR signals corresponding
to 5 amino acids of the same type. Reproduced from Ref.[6] with permission from The
Royal Society of Chemistry.

acids.[16] Indeed, the magnitudes of the systematic shifts, observed in Fig. 3.7, decrease
with the number of C−C bonds between the peptide bond and the ionisable group on
the side-chain. Thus, our analysis reveals that the ionisation response of peptides can
be described by two separate effects: (1) effect of local substituents, shifting the pKA
value as compared to the free amino acid; (2) effect of electrostatic interactions, re-
sulting in a deformation of the ionisation response that cannot be described by using a
different pKA value but can be described by electrostatic interactions, as revealed by
our computer simulations.

Motivated by the success of the combined experimental investigation of the oligopep-
tides, we performed a systematic study of various oligopeptide sequences with various
values of ∆pKA, obtained by combining other amino acids with different pKacid

A and
pKbase

A . It would be rather complicated and expensive to perform such an extensive
study experimentally. However, once the model of peptides has been validated, per-
forming such a study by computer simulations was a matter of several weeks.

By comparing the total charge on the peptide as a function of pH, we learned that
peptides with positive and negative ∆pKA yield qualitatively very similar deviations
form Henderson-Hasselbalch equation, shown in Fig. 3.8. Furthermore, we learned that
there is only a small difference between the ionisation response of diblock and alternat-
ing sequences, and that this difference almost completely vanishes at ∆pKA ≈ 0. How-
ever, the plot of the degree of ionisation of acid and base groups in Fig. 3.9 reveals that
similar deviations of the peptides with positive and negative ∆pKA from Henderson-
Hasselbalch equation occur for different reasons. The acid and base groups on peptides
composed of Tyr and His are uncharged at the isoelectric point, pH ≈ pI and their
ionisation is lower than predicted by Henderson-Hasselbalch equation as the pH de-
viates from the pI. In this case, the deviations are caused by electrostatic repulsion
between like-charged groups (either acid or base), as in the synthetic polyelectrolytes.
On the contrary, the acid and base groups on peptides composed of Lys and Asp are
fully ionised at pH ≈ pI and their ionisation is higher than predicted by Henderson-
Hasselbalch equation as the pH deviates from the pI. This increase in ionisation can
be explained by electrostatic attraction between oppositely charged groups that pre-
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Figure 3.8: Simulation predictions of the total charge of diblock and alternating pep-
tides with positive and negative ∆pKA. Solid lines represent the ideal result from the
Henderson-Hasselbalch equation. Squares represent the diblock and circles the alter-
nating sequence. Reproduced from Ref.[7].
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Figure 3.9: Simulation predictions of the ionisation degree peptides with positive and
negative ∆pKA. Solid lines represent the ideal result from the Henderson-Hasselbalch
equation. Squares represent the diblock and circles the alternating sequence. Repro-
duced from Ref.[7].
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(b) Alternating sequence (Lys − Asp)n

Figure 3.10: Simulation predictions of the end-to-end distances in (a) Diblock peptides
Lysn − Asp5 and (b) Alternating peptides (Lys − Asp)n with various lengths of the
sequences N = 2n. Reproduced from Ref.[7].

vails over the repulsion between like-charged groups. However, since the both types of
groups are charged at the same time, the total charge on the peptide is determined by
the difference between the charge on acid and base groups. Consequently, the charge
on peptides with ∆pKA < 0 is lower than from the Henderson-Hasselbalch equation
because of suppressed ionisation of one type of groups, whereas the charge on peptides
with ∆pKA > 0 is lower than from the Henderson-Hasselbalch equation because of en-
hanced ionisation of the other type of groups. The net result is similar for ∆pKA < 0
and ∆pKA > 0, only as a consequence of mutual cancellation of different effects.

The very small difference between the ionisation response of a diblock and alter-
nating sequences stems from a different cancellation of effects than the similarity of
ionisation response at positive and negative ∆pKA. Intuitively, one would expect the
repulsion between like-charged groups to be stronger in a diblock sequence, whereas like-
charge attraction should prevail in the alternating sequence. However, the difference
arrangement of groups in these sequences is largely canceled by different conforma-
tional changes accompanying the ionisation response. Using the diblock Lys5 − Asp5
and alternating (Lys − Asp)5 peptides as illustrative examples, Fig. 3.10 shows that
the end-to-end distance of both types of sequences attains a minimum as pH = pI
and maxima at extreme pH values. The diblock sequence is only weakly affected by
the pH, whereas the alternating sequence is affected much more, and its end-to-end
distance also attains much higher absolute values. Simulation snapshots in Fig. 3.11
illustrate the related conformational changes in Lys5 −Asp5: At the extreme pH values,
the charged block is stretched while the other (uncharged) block attains a conforma-
tion that resembles a random coil. At pH ≈ pI, the peptide attains a rather compact
conformation, resembling a coacervate droplet, because of electrostatic attraction be-
tween oppositely charged groups. As expected, these conformational changes become
more significant for longer chains because the difference between the random-coil and
stretched conformation is smaller if the chains are short.

Simulation predictions from the systematic study of various peptide sequences were
only partly validated against experiments.[6] Nevertheless, they provided a basis for the
interpretation of pH-responsive behaviour of synthetic polyzwitterions, namely poly(2-
(imidazol-1-yl)acrylic acid) (PImAA), poly(dehydroalanine) (PDha), poly(N,N- dial-
lylglutamate) (PDAGA) studied in the group of Prof. F. Schacher at the University of
Jena [60], and poly((sulfamate carboxylate) isoperene) (PIS) studied in our group by
Dr. M. Uchman and coworkers. [61]
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pH pH − pI N = 10 N = 30 N = 90
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12 ≫ 0

Figure 3.11: Simulation snapshots of the Lys5 − Asp5 peptide at selected pH values.
Colour code: grey = backbone, red = ionised acid group, yellow = non-ionised acid
group, blue = ionised base group, cyan = non-ionised base group. Reproduced from
Ref.[7].
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4. Acid-base equilibria in
two-phase systems
Unlike solutions, described in the previous chapter, two-phase systems consist of two
parts (phases) that have different macroscopic properties. Nevertheless, these two
phases can be in thermodynamic equilibrium and can exchange particles (molecules).
The general condition of thermodynamic equilibrium then requires that the chemical
potentials of the exchangeable species are identical in both phases, whereas the species
that cannot be exchanged can have different chemical potentials in each phase. In
this chapter, we will be particularly interested in systems containing polyelectrolytes,
coupled to a reservoir that contains only small ions, as illustrated in Fig. 4.1.

(a) Reservoir (b) System

Figure 4.1: Simulation snapshots of a system composed of a coacervate in equilibrium
with a reservoir containing only small ions. The small ions can be exchanged between
the system and reservoir, whereas polyelectrolytes in the coacervate phase are present
only in the system. Figure adopted from Ref.[62] with permission of the author.

Partitioning of ions between two phases can be described using the Donnan equi-
librium. The key concept of Donnan equilibrium is the presence of a semipermeable
membrane that prevents some ions from entering the other phase, while other ions are
free to move between the phases. Typically, the ions that are not allowed to pass to the
other side of the membrane are of macromolecular nature: proteins, synthetic polymers,
polyelectrolytes, while the small ions are those originating from inorganic salts: Na+,
Ca2+, Cl– , SO 2–

4 , or from the autoprotolysis of water: OH– , H+. Depending on the
properties of the membrane, some bigger organic molecules might also be exchanged.
An example of such a system could be a solution of proteins or polyelectrolytes in
a dialysis bag, immersed in an excess of aqueous solution of sodium chloride. How-
ever, there are also membrane-less two-phase systems that exhibit similar features and
can be described by the Donnan equilibrium. For example, a polyelectrolyte hydrogel
is a three-dimensional crosslinked polymer network in which the ionisable groups are
connected to the polymer network by covalent bonds. Therefore, these groups cannot
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escape the gel phase, whereas small ions can freely enter and leave, while simultaneously
affecting the properties of the gel. Another example of membrane-less systems entails
macromolecular solutions that spontaneously phase-separate. For example, mixing of
oppositely charged polyelectrolytes often leads to such phase separation, resulting in a
polymer-rich liquid coacervate phase in equilibrium with a supernatant solution that
does not contain almost any polymer but can exchange small ions with the polymer-
rich phase. Because the coacervate phase is usually liquid, this phenomenon is often
referred to as liquid-liquid phase separation, that is believed to play an important in
compartmentalization of biological systems containing charged proteins and peptides.
Understanding of acid-base equilibria in such two-phase systems is particularly tricky
because it entails the complexity of acid-base equilibria of polyelectrolytes, discussed in
the previous chapter, that is further complicated by the partitioning of low-molecular
species that affect the properties of both phases.

4.1 The Donnan equilibrium

The Donnan equilibrium is often described in the literature as an electrostatic potential
difference that the ions need to overcome in order to pass to the other side of the
membrane. While this picture is realistic, it can be simultaneously misleading because
it hides the key assumptions made in the derivation of the well-established Donnan
formula.

The key assumption used in deriving the Donnan equilibrium is that systems on
both sides of the membrane are electroneutral. Next, it is assumed that the ions are
not interacting with each other, i.e., they behave as an ideal gas. By requiring that
the chemical potential of each ionic species is the same on each side of the membrane,
the electroneutrality condition can be simultaneously satisfied only with an additional
assumption of a potential ψ associated with crossing the barrier by an ion of type i and
valency zi:

cIi = cIIi e
ziψ (4.1)

where labels I and II refer to different phases. Although Equation 4.1 can be derived
in a mathematically straightforward way, it has one conceptual problem: If we impose
the constraint of electroneutrality, then it is not possible to remove a single ion from
any of the phases, and therefore a chemical potential of single ion is ill-defined. With
the electroneutrality constraint, it is only possible to define the chemical potential of a
pair of monovalent ions, or more generally an electroneutral group of ions that could be
simultaneously exchanged between the phases. While this conceptual problem seems to
be academic, it has significant impact on simulations of thermodynamic equilibria that
involve the Donnan partitioning of ions. In simulations, the numbers of ions are typi-
cally low, and removing or inserting one ion can significantly violate electroneutrality
of the simulated system.

We note that electroneutrality is not strictly obeyed in real systems. It can be locally
violated at the nanoscale, so that individual ions can be exchanged between macroscopic
phases. Such an exchange of ions indeed leads to a build-up of electrostatic potential
across the interface, that prevents further ions from passing to the other side. From this
perspective, the electroneutrality constraint and Donnan potential are just convenient
approximations that allow us to describe the properties of macroscopic phases while
avoiding a detailed description of the structure of their interface.

When simulating phase equilibria, however, we strictly require that electroneutrality
of the simulation box is conserved. In such case, electroneutrality becomes a constraint
that needs to handled in a conceptually consistent way. We showed that this can be
done when deriving the Donnan equilibrium in an ideal-gas system by minimizing the
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total free energy of both phases (I and II), while simultaneously satisfying the elec-
troneutrality constraint. By this procedure, the Donnan potential is obtained as an
additional contribution to the chemical potential, originating from a Lagrange multi-
plier from the constrained minimization. It possesses the same symmetry with respect
to the valency of ions as the electrostatic potential, however, its origin is different.
It is particularly important when considering Donnan equilibria in systems with elec-
trostatic interactions while using the electroneutrality constraint instead of explicitly
describing the interface. In such case, the Donnan potential needs to be distinguished
from the actual electrostatic potential that arises from interactions between the ions.

Donnan Contribution to the Chemical Potential

We define the extended chemical potential µ of species i as a sum of the reference,
ideal, excess and Donnan contributions,

µi = µ⊖
i + µid

i + µex
i + ziµ

don (4.2)

where zi is the valency of species i. We choose the convention that the reference
chemical potential µ⊖ is the chemical potential of an ideal gas at reference concentration
c⊖ = 1 M. The ideal contribution µid

i is defined as

µid
i = kBT ln

(︁
ci/c

⊖)︁ (4.3)

where ci is the concentration of species i. The excess contribution µex
i arises from

direct intermolecular interactions, therefore µex = 0 for a non-interacting system. The
Donnan contribution µdon arises from minimizing the total free energy of (system +
reservoir) under the electroneutrality constraint, using the convention that µdon = 0 in
the reservoir. Unlike all other contributions to the chemical potential, the term µdon

is the same for all ions, however, it contributes differently the chemical potentials of
various ions, because it is multiplied by their valency. Therefore, it follows from Eq.4.2
that the Donnan potential exactly cancels for any group of exchangeable ions that is
overall electroneutral ∑︂

i

ziµ
don = µdon∑︂

i

zi = 0 (4.4)

With the definition in (4.2), the extended chemical potentials are equal in the system
and in the reservoir. We use the term extended to emphasize that our definition of
the chemical potential includes the Donnan term, which is usually omitted. This term
must be accounted for when considering chemical reactions inside the system, involving
constituents exchanged with the reservoir. The µdon term leads to a partitioning of
ions between the system and the reservoir, that is commonly known as the Donnan
partitioning[63, 64, 65].

The activity, a, can be defined in analogy with (4.3), as:

µid
i + µex

i = kBT ln ai (4.5)

which is also used in the IUPAC definition of pH[56], given in (3.12). A measurement
of pH in the system actually yields the activity of an ion pair[66] because the activity
of a single ion cannot be measured. When measuring the chemical potential of an ion
pair, the Donnan contributions of both ions cancel each. Therefore, the definition of
activity does not include the Donnan potential, and the values of pH measured in the
system and in the reservoir differ by the Donnan term:

pHsys = pHres + µdon

kBT ln(10) (4.6)
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Equation (4.6) shows that a negative value of µdon implies pHsys < pHres, and a pos-
itive value of µdon implies pHsys > pHres. Because pH in the reservoir is usually the
parameter that is controlled directly, we introduce the convention that from now on
pH without superscript always denotes the pH measured in the reservoir. However, we
keep the subscript whenever it is necessary to distinguish the two contributions in one
equation.

Donnan equilibrium involving multiple ionic species

The partition coefficient ξi of an ionic species i is defined as the ratio of its concentra-
tions in the system and in the reservoir

ξi = csys
i

cres
i

= exp
(︄

−ziµ
don

kBT

)︄
(4.7)

If the anions A– are the only species that cannot be exchanged between the system
and the reservoir, then the partition coefficient can be expressed as

ξi = csys
i

cres
i

= zicA−

2Ires +

√︄(︃
cA−

2Ires

)︃2
+ 1 (4.8)

where Ires denotes the ionic strength in the reservoir, defined as

Ires = 1
2
∑︂
i

z2
i c

res
i (4.9)

We use the same formula to define the ionic strength in the system, but in this case
the summation runs only over exchangeable ions, excluding the charges on the poly-
electrolyte.

4.1.1 Effect of electrostatics on the Donnan partitioning

It is possible to cast the Donnan partitioning in the form of a universal master curve,
that is independent of the valency of ions and the ionic strength [5]

ξi − (zi − zA−)csys
A−/2Ires =

{︄
ξi, coions
ξi − csys

A−/I
res, counterions

(4.10)

where zi is the valency of ion i (zH+ = zNa+ = +1; zA− = zCl− = zOH− = −1).
Fig.4.2(a) shows that the results of our simulations of various non-interacting systems
coincide with this master curve at all ionic strengths, pH values and concentrations of
non-exchangeable ions. Fig.4.2(b) shows that this the simulation results for interact-
ing systems deviate from this universal description. In such case, deviations from the
master curve can be seen as a measure of the effect of interactions on the partitioning
of small ions at specific conditions (pH, ionic strength, concentration of non-exchanged
ions). As we have shown in Ref.[5], these deviations predominantly originate from
electrostatic interactions, whereas steric effects contribute only at high concentrations.
However, hydrophobicity or other type of specific short-ranged interactions may con-
tribute significantly even at rather low concentrations, as we have shown in a related
study of polyelectrolyte micelles interacting with hydrophobic counterions.[67]
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Figure 4.2: Ion partitioning predicted by the Donnan theory[63, 65], compared with
simulation results from the Grand-reaction method. The pink dashed line represents
the generalized Donnan prediction. Partitioning of various ions from the simulations
is encoded by different symbol shapes, as indicated in the legend. The color code
indicates the reservoir pH in each simulation. Panel (a) shows the partitioning in
an ideal system without interactions. Panel (b) shows the partitioning in a polymer
solution with interactions. Reprinted with permission from Ref.[5]. Copyright (2020)
American Chemical Society.

Figure 4.3: Simulation snapshot of a swollen polyelectrolyte hydrogel network. The
cube denotes the actual simulation box. Periodic images of the gel are included to
illustrate the quasi-infinite network. Reprinted with permission from Ref.[1]. Copyright
(2020) American Chemical Society.
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Figure 4.4: The balance of pressures (left) and Donnan partitioning of small ions (right)
determine the swelling equilibrium of polyelectrolyte hydrogels. Both figures compare
simulation results (points) and theoretical prediction (lines of the matching colour)
for hydrogels at selected parameters: chain length N , degree of ionisation α and salt
concentration in the reservoir, cres

salt. Reprinted with permission from Ref.[1]. Copyright
(2020) American Chemical Society.

4.1.2 Polyelectrolyte hydrogels in salt solution

The Donnan partitioning and electrostatic interactions are the key parameters that
determine the swelling of polyelectrolyte hydrogels in aqueous solutions. Their swelling
can be qualitatively explained using the Flory-Rehner theory[68]. The Donnan parti-
tioning of ions causes a difference in osmotic pressures between the system (gel) and the
reservoir (salt solution) that in turn causes swelling of the gel. This swelling is opposed
by a contribution to pressure that originates from the entropy loss due to stretching
of the chains inside the network. In the simplest case, if we neglect all other contri-
butions, then the free swelling equilibrium is achieved when these two contributions
are balanced, resulting in zero net pressure acting on the gel, Pext = 0. In Fig.4.4a
we illustrate how this pressure balance can be used to determine the chain extension,
Re, that corresponds to the free swelling equilibrium. The chain extension determines
the concentration of ionised groups inside the gel, that in turn determines the Donnan
partitioning of small ions. This partitioning is presented in Fig.4.4b as the ratio of salt
concentration in the gel and in the reservoir cgel

salt/c
res
salt. The simulation data qualita-

tively follows the trend predicted by the Donnan theory. However, Fig.4.4b shows that
then Donnan theory predicts lower salt concentrations in the gel than observed in the
simulations. These simulation results are well represented by the augmented theory of
ion partitioning due to Katchalsky and Michaeli[10], shown as dashed lines in Fig.4.4b.

By obtaining a set of pressure-extension curves at various conditions, it is possible
to predict how the swelling ratio of the gel depends on the salt concentration in the
reservoir, and also on the gel parameters: ionisation degree α and chain length N . In
experiments, the swelling ratio is usually defined as the ratio of volumes of the swollen
and dry gel Qexp = V/Vdry. For polyelectrolyte gels, it can attain values on the order
of Q ≈ 103 in low-salt conditions, and Q ≈ 102 at moderate salt concentrations. In
modeling, it is more practical to define the swelling ratio as volume of the swollen gel
divided by the volume of an ideal neutral gel, Q = V/Vid. Therefore, Q from the simu-
lations follows the same trend but attains much lower values, because it is normalized
by a different constant Vid ≫ Vdry. Nevertheless, this different normalization constant
has no effect on the overall trend of the curves. It just affects the numerical values of
Q.
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Figure 4.5: The swelling ratio of polyelectrolyte hydrogels as a function of salt concen-
tration. Reprinted with permission from Ref.[1]. Copyright (2020) American Chemical
Society.

Fig.4.5 shows that the swelling of polyelectrolyte hydrogels decreases with increas-
ing salt concentration, and that the hydrogels swell more if they have a higher degree
of ionisation (α) or lower density of cross-linking (higher N). The solid lines in Fig.4.5
show that this swelling reaches a saturation value at low salt. At high degree of ioni-
sation, this saturation is determined by the maximum stretching of the gel strands of
chain length N .

All simulations discussed in this section used the degree of ionisation as a fixed
input parameter of the simulation. However, many polyelectrolyte hydrogels are based
on weak polyelectrolytes, such as poly(acrylic acid) with pKA = 4.25. The ionisation
degree of these hydrogels depends on pH of the solution. Furthermore, it depends on
the Donnan potential, because the H+ ions are subject to Donnan partitioning. The
Donnan partitioning depends on the swelling ratio of the gel, that in turn depends on
the ionisation degree, creating a complicated feedback loop. Therefore, predicting the
ionisation and swelling of weak polyelectrolyte hydrogels is a challenge for theory and
simulations. At present, we have such predictions available, however, they have not been
published yet. Therefore, we did not include them in this thesis. Instead, we illustrate
the related physico-chemical concepts on a simple system of a weak polyelectrolyte
solution coupled to a reservoir at a given pH and ionic strength.

4.2 Acid-base equilibrium coupled to a reservoir

Consider a general chemical reaction, defined by the stoichiometry:

νAA + νBB −−⇀↽−− νCC + νDD (4.11)

where νA is the stoichiometric coefficient of species A, and analogously for all other
species. Equation 4.11 can be rewritten as

∑︁
i νiXi = 0, which uses the convention that

ν < 0 for the reactants (species on the left-hand side of (4.11)) and ν > 0 for products
(species on the right-hand side of (4.11)). The corresponding equilibrium constant is
defined as

kBT lnK = −
∑︂
i

νiµ
⊖
i (4.12)

Chemical equilibrium requires that
∑︁
i νiµi = 0, which allows us to express K as

kBT lnK =
∑︂
i

νi(µi − µ⊖
i ) =

∑︂
i

νi(µid
i + µex

i + ziµ
don) (4.13)
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If we require that the reaction is overall electroneutral,
∑︁
i νizi = 0, then the Donnan

contributions in (4.13) exactly cancel each other. Therefore, the reaction equilibrium
in the system depends only on concentrations of individual species in the system but
it does not explicitly depend on the Donnan potential. However, the Donnan potential
affects the partitioning of all exchangeable ions, and therefore it affects their concen-
trations in the system. This change in composition then affects the chemical equilib-
rium of reactions in which some ionic species cannot be exchanged. When applying
these considerations to the ionisation reaction of a weak acid (2.1), we can express the
Henderson-Hasselbalch equation in terms of pH in the system or pH in the reservoir

pHsys − pKA
ideal= log10

(︃
α

1 − α

)︃
(4.14)

pHres − pKA
ideal= log10

(︃
α

1 − α

)︃
− µdon(α)
kBT ln(10) (4.15)

where α = cA−/(cA− +cHA) is the ionisation degree of the acid. By writing µdon(α), we
emphasize that the Donnan contribution depends on α. Equations (4.7) and (4.8) imply
that if the non-exchanged species is an anion A−, then µdon < 0 and pHsys < pHres.
Therefore, the Donnan partitioning decreases the ionisation of the weak acid in the
system in comparison with the ionisation in the reservoir. Conversely, if the non-
exchanged species is a weak base, then µdon > 0 and pHsys > pHres, in this case
decreasing ionisation of the weak base. If the non-exchanged species include both
positively and negatively charged groups, then the Donnan potential can have different
signs, depending on the valency of the groups that are in excess. In such a case,
the Donnan partitioning may also result in an increased ionisation, as we illustrate
in Section 4.2.2. In an ideal non-interacting system, only the Donnan contribution
shifts the ionisation equilibrium. In an interacting system, both ionisation equilibrium
and Donnan partitioning are affected by the interactions, which can be evaluated in a
computer simulation.

Extension to non-ideal systems

All the above considerations can be easily extended to non-ideal interacting systems by
explicitly accounting for inter-particle interactions, which only affect the excess chem-
ical potentials but do not affect the Donnan potential. The excess chemical potentials
are non-zero in an interacting system, and they do not cancel for oppositely charged
ions. Conversely, they tend to have the same sign and they also have the same magni-
tude if the system is symmetric with respect to the sign of all charges. In contrast with
that, the Donnan contribution is non-zero in an ideal system and it exactly cancels for
any electroneutral group of ions.

4.2.1 Weak polyacid coupled to a reservoir

To illustrate how the acid-base equilibrium is affected by the Donnan partitioning, let
us consider a weak polyacid in a dialysis bag, in contact with an external reservoir at
a given pH and concentration of salt ions (pHres, c

res
salt). Ionisation of the polyacid is

suppressed as compared to the monomeric acid because of like-charge repulsion between
ionisable groups on the backbone. This effect is well known from the discussion of
polyelectrolyte solutions in Section 3, therefore, we call it the polyelectrolyte effect. In
addition, the ionisation is further suppressed as a consequence of Donnan partitioning of
H+ ions, that we call the Donnan effect. The role of these two effects is demonstrated in
Fig.4.6 by comparing the Henderson-Hasselbalch (HH) prediction with two simulation
methods. The grand-reaction method (G-RxMC) accounts for both effects, resulting in
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Figure 4.6: Ionisation degree as a function of reservoir pH, comparing different meth-
ods. Vertical and horizontal lines are guides to help estimating the magnitude of the
Donnan and the polyelectrolyte effect at α = 0.5. Arrows indicate the magnitude of
the polyelectrolyte effect “P”, and the Donnan effect “D”. Reprinted with permission
from Ref.[5]. Copyright (2020) American Chemical Society.

a shift of the ionisation by about two units of pH towards higher pH values. In contrast,
the grand-constant-pH method (G-cpH) accounts for the electrostatic interactions but
it assumes that pH in the system is the same as in the reservoir, neglecting the Donnan
contribution to the pH. The shift predicted by the G-cpH method amounts to roughly
one half of the full shift predicted by the G-cpH method. By combining the Henderson-
Hasselbalch equation with the Donnan partitioning (HH+Donnan), we account for the
Donnan contribution to the pH, but neglect the direct contribution of electrostatic
interactions. Interestingly, the HH+Donnan prediction in Fig.4.6 is very similar to
the G-cpH prediction, demonstrating that the polyelectrolyte effect and Donnan effect
can be comparably strong. The G-RxMC method, introduced by ourselves [5], was
presumably the first simulation method that treats both these effects on equal footing.

Depending on the conditions, either Polyelectrolyte or Donnan effect can dominate,
or their magnitude can be comparable. This is important when discussing the swelling
of weak polyelectrolytes in solution or weak polyelectrolyte gels as a function of pH.
Fig.4.7(a) shows that the polyelectrolyte effect dominates at low concentration of ion-
isable groups on the polymer. Therefore, the degree of ionisation only very weakly
depends on the salt concentration. Fig.4.7(b) shows that the chain swelling as a func-
tion of pH follows the same trend for both salt concentrations, however, it reaches a
higher value at lower salt. In contrast, Fig.4.7(c) shows that the relative importance
of the polyelectrolyte and Donnan effects varies if we compare different polymer con-
centrations at the same salt concentration. In both cases, the degree of ionisation as a
function of pH follows the same trend. However, as can be seen by comparing with the
G-cpH predictions in the same figure, this trend is dominated by the polyelectrolyte
effect at low polymer concentration, whereas both effects contribute comparable at a
higher polymer concentration. Interestingly, even though the ionisation degree as a
function of pH in Fig.4.7(c) is the same for both polymer concentrations, the chain
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Figure 4.7: Degree of ionisation (a + c) and end-to-end distance (b + d) of the weak
polyelectrolyte chain with pKA = 4.0 as a function of the reservoir pH. To differentiate
the polyelectrolyte effect from the Donnan effect, we compare G-RxMC and G-cpH
simulations. Vertical and horizontal lines are guides to help estimating the magnitude
of the Donnan and the polyelectrolyte effect at α = 0.5. Reprinted with permission
from Ref.[5]. Copyright (2020) American Chemical Society.
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swelling as a function of pH in Fig.4.7(d) exhibits a different trend. This difference
can be attributed to a competition between direct electrostatic repulsion between like
charges on the chain and electrostatic screening due to the different spatial distribution
small ions in these systems.

4.2.2 pH-controlled phase separation

pH
+

strong
polycation

neutral
 polymer

weak 
polyanion

0- pH

simulation
 model

Figure 4.8: Schematic representation of the formation of electrostatically crosslinked
gel of star polymers with oppositely charged polyelectrolyte blocks. Reprinted with
permission from Ref.[8]. Copyright (2021) American Chemical Society.

Mixing of neutral polymers terminated by oppositely charged polyelectrolyte blocks
results in the formation of a polymer-rich phase in equilibrium with a supernatant
solution that contains salt ions but no polymer. Oppositely charged blocks in the
polymer-rich phase form nano-domains, interconnected by blocks composed of neutral
monomers, resulting in the formation of an electrostatically crosslinked polyelectrolyte
gel, illustrated in Fig.4.8. Unlike covalently crosslinked polyelectrolyte gels, discussed
in preceding sections, electrostatically crosslinked gels can be reversibly assembled and
disassembled upon a change in the external conditions – salt concentration or pH.

To investigate this reversible gelation in simulations, we employed a similar approach
as in the case of covalently crosslinked polyelectrolyte gels. We simulated a system of
star polymers whose arms were terminated by strong polycationic end blocks, mixed
with a stoichiometric equivalent of star polymers whose arms were terminated by weak
polyanionic end block with pKA = 9.87. By simulating this system at different poly-
mer concentrations, coupled to a reservoir at a given salt concentration and pH, we
determined at which conditions the system and the reservoir were at equal pressures.
At high salt concentrations, the balance of pressures was not achieved, indicating that
a single phase (homogeneous solution) was thermodynamically stable. At low salt con-
centrations, the polymer-rich phase is in equilibrium with supernatant phase, resulting
in a sol (dispersion of small clusters of stars) at pH ≈ pKA or a gel (infinite network of
stars) at a slightly higher pH. This reversible assembly and disassembly is illustrated
by the simulation snapshots in Fig.4.9. At pHres ≈ 10.0, this system forms cluster
consisting of a small number of oppositely charged stars, whereas at pHres ≈ 11.9 the
same system forms an interconnected network – a gel of stars.

Fig.4.10 shows that the degree of ionisation of the weak acid groups in the gel
composed of stars follows the ideal Henderson-Hasselbalch equation. In contrast with
that, degree of ionisation of the same stars is strongly suppressed in a dilute solution,
in the absence of their oppositely charged counterparts. Thus, we observe that mixing
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Figure 4.9: Snapshots of the polymer-rich phase in equilibrium with the reservoir at:
pHres ≈ 10.0 (resulting in cpol ≈ 0.5 mM) on the left, and pHres ≈ 11.9 (resulting in
cpol ≈ 1.7 mM) on the right. Color code: blue – ionised anionic segments A – , gray –
neutral anionic segments HA, red – cationic segments B+, brown – neutral segments,
yellow – Na+ ions, green – Cl– ions, magenta – OH– ions. Reprinted with permission
from Ref.[8]. Copyright (2021) American Chemical Society.
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Figure 4.10: Titration curve of positively charged stars in the gel compared to the same
star in a dilute solution at I ≈ 13.2 mM and cmon. ≈ 33.5 mM. These curves are also
compared to the ideal titration curve and to a titration curve explicitly excluding the
Donnan effect on pH. The vertical lines mark the estimated pH thresholds for the phase
separation and sol-gel transition. Reprinted with permission from Ref.[8]. Copyright
(2021) American Chemical Society.
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with oppositely charged stars enhances the ionisation of the weak polyanions, enabling
the pH-triggered gelation at pH values, at which isolated stars in solution would not
be sufficiently ionised to form a gel. This cooperativity of ionisation upon mixing of
cationic and anionic groups in the same system is analogous with the cooperativity
observed in the ionisation of weak ampholytes. However, unlike weak ampholytes,
oppositely charged groups in the gel of stars belong to different molecules, and their
cooperative response to pH takes place only if these molecules are mixed together.
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5. Conclusions and outlook
We have presented an overview of computer simulations and experimental results that
shed some light on the complexity of acid-base equilibria in charged macromolecular
systems. We have obtained a detailed mechanistic understanding of how the interac-
tions between like-charged and oppositely charged ionizable groups affect the acid-base
properties of weak polyelectrolytes and weak polyampholytes. We have developed a
simulation method that allowed us to investigate how the Donnan partitioning of small
ions, and especially H+ ions, affects these equilibria in two-phase systems, consisting
of a polymer-rich phase, and a supernatant solution.

The research that we have conducted in the last 10-15 years will continue along
two lines. In the first line, we plan to systematically develop fundamental studies of
model systems, gaining deeper mechanistic insights and answering some questions that
have remained unanswered in our previous work. These studies will include systematic
more complex ampholytes, such as polyzwitterions, synthesized by our collaborators
within the Soft Matter research group in Prague, or external collaborators at the uni-
versity of Jena. We plan to further develop the simulation methods for two-phase
systems, furthering our collaboration with the prof. C. Holm at the University of
Stuttgart, or to develop coarse-grained models to predict acid-base properties of model
proteins. Before that, We will extend the existing investigations of model oligopeptides
by considering more complicated sequences of acidic, basic and neutral (hydrophobic
or hydrophilic) amino acids. The second line consists of applying the gained knowledge
to explain specific experimental observations, or using simulation predictions to guide
experimental design of specific systems. Simulations and experimental investigations of
diblock ampholytic peptides interacting with various polyelectrolytes are in progress,
in collaboration with colleagues within the soft-matter group, or at the institute of
macromolecular chemistry of the Czech Academy of Sciences. Recently, experimental
research in the Soft Matter group has focused on pH-responsive polymer systems based
on boronic acids, and we are working on a modification of the RxMC method in or-
der to account for several competing acid-base equilibria and association reactions in
these systems. The grand-reaction method provides new possibilities of investigating
two-phase systems that include the swelling of weak polyelectrolyte hydrogels, stabil-
ity of complex coacervates, or aggregation of proteins, and partitioning of small ionic
species in these phase-separated systems. Last but not least, it should be mentioned
that the grand-reaction method seems to be suitable for modeling the ionization states
of redox-active polymers used in redox-flow batteries.
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[8] Roman Staňo, Peter Košovan, Andrea Tagliabue, and Christian Holm. Electrostat-
ically cross-linked reversible gels – effects of pH and ionic strength. Macromolecules,
2021.

43



44



References to other works
[9] Mikael Lund and Bo Jönsson. Charge regulation in biomolecular solution. Quar-

terly reviews of biophysics, 46(3):265–8, 08 2013.

[10] A. Katchalsky and J. Gillis. Theory of the potentiometric titration of polymeric
acids. Rec. Trav. Chim., 68(6):879, 1949.
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