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Abstract 

 

 

 

Russian disinformation continues to be an ongoing issue in the present security environment. 

International organisations (e.g. EU) and researchers highlight that emotional appeals (mostly 

related to fear, anger, and prejudice) in Russian disinformation are used to deepen social 

division and increase polarisation surrounding a particular issue (European Parliamentary 

Research Service, 2019; Sivek, 2018; Nisbet & Kamenchuk, 2019; Asmolov, 2018; Bennet & 

Livingston, 2018; Schmitt, 2018; Karlsen, 2016). While the acknowledgement of emotional 

appeals in the disinformation literature is common, research into these appeals is sparse. The 

present study provides an overview of both emotion and disinformation literature and aims to 

answer three research questions: what emotions are present in Russian disinformation, are 

some emotions more common than others, and does disinformation communicate specific 

topics through discrete emotions? Through emotion (sentiment) analysis we found presence 

of all 8 of Plutchik’s emotions in a Russian disinformation tweet dataset; fear, anger, trust, 

anticipation, sadness, joy, disgust, and surprise. Within the tweet corpus, approximately 5% 

of tweets belonged to a discrete emotional frame, with fear and anger the most prevalent by a 

large margin. Specific emotion categories contained ‘crime,’ ‘politics,’ and ‘patriotism’ as 

prominent themes. This study paves the way for more research into the use of emotional 

appeals in Russian disinformation.  
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EU: European Union  

IRA: Internet Research Agency  

KGB: Komitet Gosudarstvennoy Bezopasnosti (Soviet State Security Agency) 

NATO: North Atlantic Treaty Organisation 

US: United States of America 

The ‘West’: concerning majority consensus of EU and NATO member states  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter 1 Introduction 

 

In the present security environment, Russian disinformation continues to be an ongoing issue. 

This week, Robert Mueller testified to US Congress regarding his investigation into the 



 

 

possible collusion of US President Trump and the Russian government (Guardian, 2019). In 

Europe, Russian disinformation operations have been observed in Germany, France, the 

Netherlands, Italy, and the United Kingdom (Stelzenmüller, 2017; Institute for Strategic 

Dialogue, 2017; Dutch Intelligence Services, 2017; Alaphilippe et al., 2018; Bakamo, 2017). 

The European Union East StratCom Task Force has increased its budget by more than double 

the previous amount and new initiatives continue to develop within member states to promote 

media literacy and debunk disinformation (European Commission, 2018). Russian 

disinformation is a timely and pressing issue.  

 

A recent report from the EU highlights that emotional appeals (mostly related to fear, anger, 

and prejudice) in Russian disinformation are used to deepen social division and increase 

polarisation surrounding a particular issue (European Parliamentary Research Service, 2019). 

Many academic researchers have also noted that an ‘appeal to emotion’ is a common strategy 

of Russian disinformation efforts (Sivek, 2018; Nisbet & Kamenchuk, 2019; Asmolov, 2018; 

Bennet & Livingston, 2018; Schmitt, 2018; Karlsen, 2016). Besides the acknowledgement of 

emotional appeals, the disinformation literature lacks research exploring this issue. The 

present study aims to fill this gap by linking emotional appeal research from social 

psychology and political communication to Russian disinformation. Before outlining the 

structure of the present study we provide a background and justification.  

 

1.1 Background 

 

Although disinformation is widely written about, many authors do not provide adequate 

definitions of disinformation and oftentimes if they do, definitions are too broad or too 

narrow. We argue that disinformation is ‘misleading information that has the intentional 



 

 

function to mislead,’ a definition adapted from Fallis (2015). We view disinformation from a 

constructivist position and argue that it is socially and culturally mediated. Emotion, much 

like disinformation is also a difficult one to define. We adopt Scherer’s (2009: 1) functional 

perspective of emotion as ‘a cultural and psychobiological adaptation mechanism which 

allows each individual to react flexibly and dynamically to environmental contingencies.’ 

This functional approach to emotion is beneficial for the purposes of this study as it directly 

links emotions to behaviour and judgement patterns.  

 

Disinformation does not exist in a vacuum and therefore we must analyse it in the context of 

the current digital media environment. We characterise the changing digital environment by 

the presence of Web 2.0 technologies, the increasing collection of user data, and the 

digitisation of news. Web 2.0 technologies allow users to actively participate in their digital 

environment as opposed to being passive consumers. The nonstop collection of user data 

allows advertisers and news disseminators and other websites to personalise content, so that 

content is more likely engaged with. The current digital environment enables disinformation 

by the lack of truth verification, the relative ease in creating content online, plausible 

deniability, increased personalisation, and the speed at which information is spread.  

 

 

Enabled by the current digital environment, Russian disinformation operations are polarised 

and emotive (Allen & Moore, 2018). As previously stated, many researchers have noted an 

‘appeal to emotion’ strategy within studies of Russian disinformation (Sivek, 2018; Nisbet & 

Kamenchuk, 2019; Asmolov, 2018; Bennet & Livingston, 2018; Schmitt, 2018; Karlsen, 

2016). They state that disinformation campaigns actively use emotional extremity in their 

messaging to influence the judgements and behaviours of viewers. The largest study to date 



 

 

of online disinformation analysed the spread of 126,000 verified true and false news stories 

on Twitter between 2006 and 2017 (Vosoughi et al., 2018). Researchers of the study found 

that disinformation ‘diffused significantly farther, faster, deeper, and more broadly’ than 

accurate information, propelled by emotional reactions such as fear and disgust (Vosoughi et 

al., 2018).  

 

The use of emotional appeals, forms of communication which intend to elicit an emotional 

response, are widely noted within public health education (Tannenbaum, 2015) and political 

campaigning (Brader, 2006) to have an effect on viewers’ judgments and behaviours. 

Researchers within these disciplines have argued for over a decade that emotional appeals 

can ‘influence the participation and choices of viewers in distinct ways’ (Brader, 2006: 

13). However, emotional appeals have not been studied within the context of or applied to 

Russian disinformation. As such, the justification for the present study has come from the 

results of various disciplines including public health communication, social psychology, 

media framing, and political communication. 

 

For example, in a recent meta-analysis of over 50 years of emotional appeal research, 

researchers found that fear appeals are effective at influencing and changing attitudes, 

intentions, and behaviours (Tannenbaum et al., 2015). One of the lead researchers of the 

study stated in an interview that ‘fear produces a significant though small amount of change 

across the board. Presenting a fear appeal more than doubles the probability of change 

relative to not presenting anything or presenting a low-fear appeal’ (Dolores Albarracin in 

American Psychological Association, 2015). Furthermore, an experimental emotion 

manipulation has shown to affect attitudes about drunk driving; angry participants were more 



 

 

likely to favour retributive policies while fearful participants preferred protective solutions 

(Nabi, 2003). 

 

Having described the importance of emotion in disinformation and the lack of research 

surrounding it, the present study aims to fill a fraction of this research gap. Firstly, we assess 

which specific emotions exist in Russian disinformation. Subsequently we discover the 

emotions that are the most prominent in disinformation. Finally, we adopt an exploratory  

qualitative analysis to synthesise the content of disinformation present within each emotion. 

This study brings together research from social psychology, political communication, and 

security studies with the aim of further understanding Russian disinformation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter 2 Disinformation 

 

Although disinformation is a headline issue, defining it does not come easy. Across the 

security literature, definitions of disinformation are frequently too narrow, too broad, or 

simply contradict each other. While many definitions rely on the presumption of falsehood 

and intention, we hone in on the philosophy of information to provide the present study’s 

definition of disinformation. We also introduce constructivism as the epistemological 

approach which accepts that disinformation is socially, culturally, and historically mediated 

(Karlova & Fisher, 2012). As disinformation is inherently associated with truth and 



 

 

falsehoods, we discuss our approach to the nature of truth and adopt the coherence theory of 

truth which argues something is true if it coheres with the ‘truths’ of other individuals, or 

one’s own beliefs (Stahl, 2006). This first section lays the disinformation theoretical 

groundwork for the rest of the study.  

 

Although many states have been aware of Russian disinformation since the end of the Cold 

War (e.g. Baltics), most Western (EU and NATO) governments have slowly realised the 

damaging potential of disinformation. Having defined disinformation and provided a 

theoretical approach, this chapter subsequently outlines the historical context of Russian 

disinformation and presents both a Russian and a Western perspective. Within this literature 

review, we argue that much of the tactics and aims of Russian disinformation are not new - 

but rather an extension of Soviet practices during the Cold War. What is new is the current 

media ecosystem. In a growing social media environment, the way disinformation is 

conducted and disseminated is not changing, but rather adapting. Social media sites, like 

Twitter, exacerbate the potentially damaging effects of disinformation with the advent of ad 

personalisation, boosted connectedness, and a lack of news verifiability. The chapter 

concludes with our justification for the study of disinformation on Twitter. 

 

 

 

2.1 Defining Disinformation 

 

Discussions of disinformation tend to suffer from either a lack of definitions or imprecise 

definitions, in part due to the interdisciplinary and topical nature of disinformation. Many 

definitions frame disinformation within the current political climate, rendering it too narrow. 



 

 

For example, Bennet & Livingston (2018: 124) provisionally define disinformation as 

‘intentional falsehoods spread as news stories or simulated documentary formats to advance 

political goals.’ If we were to take that definition, satire and news sites like The Onion may 

be regarded as disinformation - but that is not the case. Others more broadly define it as 

something false and intending to cause harm (Wardle, 2018; Edson et al., 2018). Both of 

these definitions are too narrow as disinformation is not always false; cherry-picking 

statistics to support a particular worldview is considered disinformation, although the content 

is technically true (Søe, 2018). Interestingly, political actors tend to define disinformation in 

relation to its intent regarding the public sphere. The European Commission (2019) 

understands disinformation ‘as verifiably false or misleading information that is created, 

presented and disseminated for economic gain or to intentionally deceive the public, and may 

cause public harm.’ The UK government (2018) defines it as ‘the deliberate creation and 

sharing of false and/or manipulated information that is intended to deceive and mislead 

audiences, either for the purpose of causing harm, or for political, personal or financial gain.’ 

These definitions encompass factually ‘true’ disinformation presented in a misleading or 

manipulative way. However, the stated intentions of disinformation are too narrow again- as 

the mislead actor is not one individual, but the general public. If disinformation misleads only 

one individual, it is still disinformation. The above definitions highlight a problem within the 

academic and political realms where definitions of disinformation tends to be imprecise or 

rely on broad categorisations of falsehood and intent. 

 

Stepping back from the security and politics realm, there has been an ongoing debate within 

philosophy of information between Luciano Floridi (2005; 2011) and Don Fallis (2009; 

2015) for about a decade regarding the definition of disinformation. However, before diving 

into this debate, it is important to understand how both scholars conceptualise the nature of 



 

 

information, as it has consequences in how they address the definition of disinformation. 

Floridi (2004; 2011) argues information is semantically well-informed, meaningful, and 

truthful data. In his view, information inherently possesses meaning, and without it, it is 

considered ‘data (Floridi, 2005).’ However, for the present study, this notion is problematic. 

If information is true, then this suggests that it is possible to know what is objectively true, 

and as a consequence reality is not socially-mediated, but independent and objective. This 

view cannot explain the subjective position of information; some information may hold 

meaning for one individual and not hold any meaning for another. Within this theory, 

information becomes a static entity that exists independently from any individual observer 

(Adriaans, 2010; Karlova & Lee, 2011). For the present study, information is conceived as 

something that represents the world, a form of representational content, which may be true or 

false.  

 

Our conception of information aligns with that of Fallis (2009; 2015). Ultimately, the 

differences in the two scholars’ positions on information reflect differences in their 

ontological positions. Floridi (2003) in philosophical realism, accepts that the nature of the 

world, including information, exists outside of our conceptual schemes, perceptions, and 

beliefs. As such, information inherently possesses meaning and truth value. In contrast, Fallis 

(2015) and the position of the present study, accept philosophical constructivism which 

emphasises dependence on the context of information.  

 

With differences in the conception of information, the two scholars have very different views 

when it comes to the definition of disinformation. However, the debate on the definition of 

disinformation isn’t much of a debate when their ontological positions are taken into account. 

In Floridi’s (2011) assessment, disinformation is false semantic information that is 



 

 

disseminated in order to deceive its receiver. Because in realism something can be 

objectively false, this definition is completely valid. However, the present study is grounded 

in philosophical constructivism and will take Fallis’s (2015) definition of disinformation; 

‘misleading information that has the function of misleading someone (Fallis, 2015: 413).’ 

Whether information is considered as disinformation, depends on who receives the 

information, and renders disinformation a socially constructed concept (Fallis, 2015; Karlova 

& Fisher, 2012). Further, it is not only important that disinformation is itself misleading, but 

it is equally important to know how it became misleading. We further argue that 

disinformation’s misleading function must be acquired through design (e.g. an actor’s 

intention to mislead) rather than evolution (e.g. information becomes outdated). If a news 

program unwittingly disseminates a misleading story which misleads its viewers, it is not 

considered disinformation unless the news program intended to mislead its viewers. As a 

final note, although the function of disinformation is to mislead, it does not need to be its 

ultimate purpose, which may include advancing political goals or general harm to a foreign 

state.  

 

2.1.1 Associated Terms 

 

In addition to the difficulty in defining disinformation, there is also confusion about its 

associated terms - propaganda, information warfare, and misinformation. While 

disinformation and propaganda have been frequently used as synonyms of the same 

phenomena (Cunningham, 2001), others view disinformation as a subset of propaganda 

characterising disinformation as ‘propaganda-plus’ (Martin, 1982). Disinformation is a 

relatively new word, and was coined by the Soviet Union (dezinformatsiya) to define the 

dissemination of false reports intended to mislead public opinion (Taylor, 2016). In contrast, 



 

 

the term propaganda originated in the 1600s and is used to denote broad political 

communication (Merriam Webster, 2019). As such, we take the view that disinformation is a 

specialised part of propaganda. 

 

While information warfare denotes the use of information as a tool, target, or a domain of 

operations for hostile activities, it also does not require falsehood (Giles, 2016). To some, 

information warfare overlaps within disciplines of psychological operations, electronic 

warfare, counterintelligence, strategic communications, and disinformation while for other 

scholars, disinformation is a strategy of information warfare (Giles, 2016; Hellman & 

Wagnsson, 2017; Theohary, 2018). Bellamy (2001: 70) most succinctly defined information 

warfare as a grand strategy covering strategic deception, cyber war, and disinformation 

operations. Lastly, misinformation, although similar to disinformation, is broadly defined as 

unintentional but false information; examples include clickbait, satire, or misleading quotes 

and images (Wardle, 2018; Edson et al., 2018; Theohary, 2018).  

 

 

 

2.2 Theoretical Considerations 

 

Epistemologically, the present study adopts constructivism to the understanding of 

disinformation. Constructivism within international relations is not interested in the objective 

facts of the world, but rather their social meaning (Wendt; 2000; Slaughter, 2011). Meaning 

is constructed from a complex mix of history, ideas, norms, and beliefs which we need to 

understand if we are to explain state behaviours, such as disinformation operations 

(Slaughter, 2011). A constructivist view of disinformation is useful because it emphasises 



 

 

social context (Karlova & Fisher, 2012; Hjorland, 2007; Fallis, 2009). Karlova and Fisher’s 

(2012) ‘social diffusion of information model’ specifically highlights disinformation as a 

constructivist notion, with social, cultural, and historical context-awareness. They reason that 

as disinformation diffuses over time, its acceptance as valid information (or disinformation) 

may change, disappear, or emerge. In other words, true, accurate information may become 

misinformation or disinformation from a change in context and vice versa. 

 

2.2.1 Truth 

 

By defining disinformation as intentionally misleading content, this suggests that content 

itself is not misleading, and brings us to consider the very nature of truth. Among the various 

theories of truth, the coherence theory is most applicable due to our epistemological position. 

While the correspondence theory of truth states that what is true is what accurately describes 

the state of the world, the coherence theory states that something is true if it coheres with the 

‘truths’ of other individuals, or one’s own beliefs (Stahl, 2006). The only way we can access 

the truth is through the perceptions and interpretations of other people, and then 

corroborating those interpretations to discover truth. One clear example of the coherence 

theory in security and international relations is the importance of consensus (or coherence of 

‘truths’) among state actors. This noticeably manifests over the recognition of state territory 

and sovereignty. For most states, recognition of their territorial integrity coheres with the 

view of other states. However, when states disagree over territorial integrity, they use 

consensus to decide what is true and once consensus is reached, a state’s territory will 

become ‘true.’ Currently, there are numerous examples of disputed territories (e.g. Crimea, 

Abkhazia, South Ossetia), and they are disputed because of a lack of consensus among state 

actors.  



 

 

 

Like most concepts in the social sciences, disinformation is difficult to define. Many 

definitions are imprecise, and rely on broad categorisations. The present study recognises that 

disinformation is a type of information (Fallis, 2015), and although some scholars believe 

that information has to be true (Floridi, 2011), we take the definition of information as 

something that represents the world,  which may be true or false. What separates 

disinformation from information is that disinformation is misleading; it is ‘likely to create 

false beliefs’ (Fallis, 2015: 406). Secondly, disinformation must also possess the intentional 

function of misleading. The above characteristics of disinformation lead us to an adaptation 

of Fallis’ (2015) definition of disinformation as ‘misleading information that has the 

[intentional] function of misleading.’ As the study is grounded in a constructivist 

epistemology, disinformaiton may be socially, culturally, and historically mediated.  

 

 

 

2.3 Review of the Disinformation Literature   

 

 

2.3.1 Historical Context 

 

The term disinformation originated from the Russian ‘dezinformatsiya’ in the 1950s. During 

the Cold War, Russian disinformation was a small fraction of an extensive ‘active measures’ 

campaign. Under the direction of the KGB, ‘active measures’ included media manipulations, 

political assassinations, kidnappings, the establishment of front organisations, forgeries of 

official documents, and of course disinformation campaigns (Romerstein, 2001; Boghardt, 



 

 

2009; US Department of State, 1987). These efforts were considered an indispensable part of 

Soviet ammunition to achieve its ideological and geopolitical goals (Abrams, 2016; Allen & 

Moore, 2018; Rosenstein, 2001). Soviet disinformation aims were consistent with the aims of 

active measures; to ‘confuse the enemy and to cause him to take an action beneficial to the 

Soviet Union’ (Romerstein, 2001, p. 54). One widely memorable disinformation campaign 

falsely spread information that the US created and disseminated the HIV virus as part of a 

failed biological weapons programme (Romerstein, 2001; Boghardt, 2009). As the disease 

spread, largely into black communities, further disinformation purported the conspiracy that 

AIDS was used directly against black Americans. Although the Soviets eventually retracted 

the disinformation, the campaign struck a societal cleave in the US and had lasting social and 

cultural impacts. As late as in a 2005 single, Kanye West wrote ‘And I know the government 

administered AIDS / So I guess we just pray like the minister say.’ This example highlights 

the pervasive and long-lasting nature of Soviet disinformation and its adhesion to the public 

when attached to a divisive social issue. These sorts of disinformation measures were so 

effective the U.S. set up a special ‘active measures’ working group in 1981 to investigate and 

counter Soviet disinformation efforts (Boghardt, 2009).  

 

Today, many academics and security professionals notice a striking similarity between 

contemporary Russian disinformation campaigns and those during the Cold War (Ostrovsky, 

2017; Abrams, 2016; Darczewska, 2014). The general aim seems to be the same - weaken the 

enemy and generate a beneficial position for Russia. The tactics that are employed today are 

also similar to ones employed during the Cold War. For example, creating false narratives 

from already existing social issues to sow discord, such as the divide between the American 

political elite and Black American communities. The current disinformation strategy around 

Black Lives Matter and police-related shootings seems to mirror AIDS disinformation 



 

 

campaigns during the Cold War (Spangher et al., 2018). The parallels include the use of 

emotion-driven issues (AIDS and police racial bias) tied to social and political movements 

(civil rights campaign and Black Live Matter). Although targeting issues surrounding Black 

American discrimination is one of many social issues Russian disinformation tries to 

aggravate, it nonetheless illustrates how Cold War and contemporary disinformation 

campaigns concentrated on polarising issues with strong emotional responses. 

 

 

2.3.2 Russian Perspective of Disinformation  

 

By noting the similarities between the Cold War-era disinformation campaigns and 

disinformation today, we can observe that many general aims and tactics have not changed. 

However, to gain a full picture of Russian disinformation we must also examine the Russian 

perspective. As we are limited to literature sources translated to English, we turn to well-

known Russian military thinkers whose work has been widely circulated and translated (e.g. 

Valery Gerasimov). These scholars do not write about disinformation specifically, but rather 

about the future of the nature of war and hybrid warfare operations of NATO and EU states 

(Gerasimov, 2013; Kartapolov, 2015). From these texts, we extrapolate what they say about 

information operations and the role disinformation plays in the future of war. 

 

Before exploring the themes of Russian scholars vis-a-vis disinformation, there are two 

trends that must be pointed out. First, when discussing hybrid tactics, many Russian scholars 

frame them as something solely the West uses against Russia (Gerasimov, 2013; 

Darczewska, 2014). For example, Kartapolov (2015) notes that in the advent of the ‘Arab 

Spring’ uprisings and the ‘colour revolutions’, the West used the internet to affect the 



 

 

consciousness of people to divide them among various lines (Kartapolov, 2015). As Thomas 

(2016) points out, the question then arises whether Russian scholars (like Kartapolov) are 

truly describing the actions of the West as they perceive them, or if they are describing their 

own actions through the use of a foreign model, as Soviet authors did. This question is 

outside of the means of this thesis to answer but is important to keep in mind while reading 

the following section. Secondly, Russian and Western approaches to cyber operations are 

conceptually different. In Russian thinking, cyber is not seen as a separate function or 

domain, but rather an extension of information operations. In contrast, Western intelligence 

agencies commonly have a separate Cyber Command division and a Strategic 

Communications department. Ultimately, Russian information operations encompass not 

only disinformation campaigns but also cyber operations and electronic warfare (Giles, 

2016). Keeping these issues in mind, the next section delves into the Russian concept of ‘new 

generation warfare’ and the rising importance of information control.  

 

New generation warfare. Many notable Russian military scholars argue that the very nature 

of war is changing, or has changed, as direct and indirect actions (political, economic, and 

psychological factors) converge (Gareev, 2010; Gareev, 2013; Gerasimov, 213). The Chief of 

Staff of the Russian Federation, General Valery Gerasimov, wrote with reference to the Arab 

Spring, that the objectives that previously were only attainable through military means now 

can be achieved by combining organised military violence and economic, political, and 

diplomatic activity - something he terms ‘new generation warfare (Gerasimov, 2013).’ 

Gerasimov’s (2013) now-infamous article, ‘The Value of Science is in the Foresight’, has 

been cited as Russia’s hybrid warfare playbook for the 2014 annexation of Crimea and 

dubbed by Western academics the ‘Gerasimov Doctrine (Christensen, 2018).’ This 

‘Gerasimov Doctrine’ is a whole-of-government approach that blurs the delineations between 



 

 

war and peace and emphasises the fusion of hard and soft power (Rumer, 2019). It highlights 

the use of hybrid tactics and states that non-military tactics are not just supplementary to the 

use of military force, but the preferred way to win. This way, non-military tactics may be 

below the threshold of activating an opponent’s military response (e.g. NATO Article 5). By 

emphasizing a changing nature of war, disinformation campaigns and corresponding 

nonmilitary elements of war are increasingly perceived as important. 

 

Increasing value of information. Chekinov and Bogdanov (2013) further converge with 

Gerasimov’s (2010) idea of a new generation of warfare and write ‘today the means of 

information influence reached such perfection that they can tackle strategic tasks’. They 

argue information operations are able to disorganise and deceive an opponent, create a 

desired public opinion, and organise anti-government protests (Chekinov and Bogdanov, 

2011). Many other authors also agree that information is a key tool, and oftentimes a 

requirement for achieving strategic goals (Darczewska, 2014; Bogdanov & Gorbunov, 2009; 

Chekinov & Bogdanov, 2015; Chekinov and Bogdanov, 2013; Hellman & Wagnsson, 2017). 

The effects of information operations are, in some cases, able to become equivalent to the use 

of armed forces (Kartapolov, 2015; Chekinov & Bogdanov, 2010). According to some 

Russian military thinkers, information efforts have ‘primacy in operations’ while 

conventional military forces play a supporting role (Thornton, 2015; Giles, 2016). Although 

some scholars are uncertain of the final effects of information operations (Bogdanov and 

Gorbunov, 2009), others believe that without information superiority, a state may lose its 

political sovereignty, economic independence, and its status as a world leader (Chekinov & 

Bogdanov, 2011). Still, at other times it is not the coercive potential that achieves success, 

but the interaction of military and nonmilitary (political, psychological, ideological) factors 

(Chekinov and Bogdanov, 2010).  Although there are slight disagreements among Russian 



 

 

scholars to the extent of the effectiveness or the level of cruciality of information, there is still 

an overlying emphasis on its increasing value and the value in being able to control 

information.  

 

Whether this increasing value of information is truly a new way of war, or a ‘Gerasimov 

Doctrine’ is up to debate. The ‘Gerasimov Doctrine’ may not be a doctrine after all, but 

rather a general Russian geopolitical strategy that has existed since the Cold War, and may 

have even preceded it (Galeotti, 2018). Mark Galeotti, a seasoned author of Russian domestic 

and foreign affairs, who came up with the term ‘Gerasimov Doctrine’ to describe Russia’s 

hybrid operations has personally shut down the use of the term (Galeotti, 2018). This is 

because in Gerasimov’s (2013) seminal paper, he described how Russia understands what the 

West did in the Arab Spring uprisings and the colour revolutions, rather than laying out a 

plan for Russian foreign aggression. Others argue that Gertosimov’s Doctrine is really the 

operational component of the ‘Primakov Doctrine’, named after former foreign and prime 

minister Yevgeny Primakov (Rumer, 2019). Rumer (2019) maintains that a ‘Primakov 

Doctrine’ defines the concept of Russian foreign and defence policies; the Russian vision of a 

multipolar international system, insistence on Russia’s primacy in the post-Soviet space, and 

opposition to NATO expansion. Doctrines aside, the general agreement among Russian 

military scholars is that information is becoming increasingly important. This is even 

reflected in Russian military doctrines which have included some form of information 

operations as a basic feature of modern war since 2000 (Darczewska, 2015). For Russia, 

disinformation campaigns and the control of information is regarded as imperative to achieve 

its political and strategic goals.  

 

2.3.3 Western perspective on Russian disinformation.  



 

 

 

To Western intelligence agencies, Russia is perceived as a main threat, and the leading 

disseminator of disinformation (Karlsen, 2019). For the first time in December 2018 the EU 

called out Russia as the main hostile actor of disinformation in its ‘Action Plan Against 

Disinformation’ (EU Commission, 2018). Since then, the EU’s East StratCom Task Force has 

more than doubled its funding to address Russian ongoing disinformation campaigns and 

developed a ‘Rapid Alert System’ to coordinate member states’ responses to disinformation 

(European Commission, 2018). NATO is also very active in addressing Russian information 

operations efforts. The NATO Strategic Communications Centre of Excellence in Riga and 

the European Centre of Excellence for Countering Hybrid Threats lead conversations in 

member states about Russian disinformation.  

 

The aims and objectives of Russian disinformation are quite varied, and the literature 

presents many overlapping views as to Russia’s overall intentions. In an analysis of 11 

Western intelligence agency documents (including USA, 10 NATO countries and Sweden), 

the documents suggest Russia ultimately aims to ensure its regime security and power, ensure 

predominance in its ‘near abroad,’ and to secure Russian world power status (Karlsen, 2019). 

NATO argues that achieving Russian strategic and political goals while weakening the 

powers and capability of both NATO and the EU is an overall objective (Giles, 2016). Others 

argue Russia’s overall aims are to exacerbate tensions in society, be they racial, cultural, or 

religious and its objectives vary depending on the region (Helmus, 2018). Here, we present 5 

key themes with regards to the aim of Russian disinformation campaigns; strategic victory, 

control over its ‘near abroad’, achieving reflexive control, and weakening adversary societies. 

Many of these objectives are not solely reliant on disinformation operations but rather on a 

compound of multiple types of operations, and may overlap with other geopolitical aims.  



 

 

 

Strategic victory. To achieve strategic victory in many parts of the world, Russian 

disinformation creates narratives depicting Russian as a powerful state capable of defending 

and advancing its interests. Another common strategy the promotion of the idea of Russia’s 

‘ominous unpredictability.’ Richey (2017) describes that these practices of changing the 

perception of Russia are not directed at the leaders of opposing states but rather the foreign 

public audience. Russia’s disinformation campaigns raise the ‘audience costs’ in a 

democratic state and raises public constraints when threatening Russia with punitive 

measures (Richey, 2017). This is a crucial point, as Russian disinformation is not focused on 

state-to-state but rather state-to-people diplomacy.  

 

Near abroad. Russian disinformation operations further aim to ensure dominance in its ‘near 

abroad’ (Karlsen, 2019). Near abroad countries include Ukraine, the Baltics, Belarus, and 

Moldova. Geographically, these countries serve as land barriers for Russia and increase 

Russia’s strategic depth. Following the 2007 decision of the Estonian government to remove 

a Soviet-era monument, Estonia experienced a massive cyber attack on its government 

communications alongside the spread of disinformation in Russian media (European 

Parliament, 2018). Disinformation in the Baltics and surrounding areas has massively 

increased since then. The ‘Twitter Revolution that worked too well’ in Ukraine followed the 

annexation of Crimea by Russia (Mejias & Vokuev, 2017: 1035). Researchers argue that 

social media played a decisive role in Ukraine’s Euromaidan movement as it exacerbated the 

distorted perception of public support for the protestors. There was a sense of unanimous 

support for the opposition which turned out to be an illusion created in part and further 

aggravated by well-orchestrated bot disinformation operations (Mejias & Vokuev, 2017: 



 

 

1035). Events in Ukraine highlight the worst-case scenario of Russian disinformation 

operations.  

 

Now-independent states who were once part of the Soviet Union contain a significant amount 

of ethnic Russians (Grigas, 2016). Within these countries, Western analysts argue that Russia 

aims to divide Russian-speaking and ethnic Russian populations between their host 

governments, NATO, and the EU (Grigas, 2016; Thornton, 2015). Under Russian law, these 

individuals are labelled as ‘Compatriots Living Abroad’ and are perceived as requiring the 

protection of Russia. Russia aims to instil a ‘soft loyalty’ of Russians living abroad to Russia 

through an emphasis on cultural, linguistic, and religious connections and leverages the 

historical memory of compatriots (Thornton, 2015). Leading researcher in this area Agnia 

Grigas (2016) documents Russian compatriot policies in which Russia attempts to provide 

protection and support for compatriot populations under the veil of aggressive foreign policy 

goals (e.g. occupation of South Ossetia in Georgia). One common tactic is to accuse Russia’s 

near abroad countries with ‘Russophobia’ with the aim of reducing criticism to the Russian 

state to an irrational intolerance of Russia (EU vs Disinfo, 2018). Overall, achieving control 

(whether direct or indirect) of the information space in Russia’s near abroad countries is 

extremely advantageous for Russia; it strengthens its strategic depth, increases geopolitical 

power, and clouds the judgement of international actors.  

 

Reflexive control. Reflexive control is the practice of predetermining an adversary’s 

decision altering key factors in the adversary’s perception of the world (Giles, 2016). In 

public discussions, this is sometimes termed ‘perception management’. As with many other 

objectives, it is not only achieved through disinformation but rather through a compound of 

operations which target decision makers and the general population in several ways (Giles et 



 

 

al., 2018). One major component of reflexive control includes the act of legitimating 

artificially constructed ‘facts on the ground’ (Richey, 2017). One notable example of Russian 

disinformation was the ‘Lisa Case’ in Germany in 2016 (Giles & Seaboyer, 2018). Russian 

media and officials created hysteria around a false story of the alleged rape of a young girl 

named ‘Lisa’ by a Middle Eastern migrant. The political environment in Germany, as 

elsewhere in the EU, was tender to the issue of migration and this story served to antagonise 

the growing divide in Germany over the issue of migration. This resulted in a plunge for 

support for Chancellor Angela Merkel. This example highlights the objective of creating 

highly emotive and reactionary facts which people to respond to first, and question later. This 

example also bridges us nicely into another key aim; the weakening of adversary societies.  

 

Weakening of adversary societies. Weakening adversary societies is one of the most highly 

cited aims of Russian disinformation (Giles, 2016). Russian disinformation operations 

attempt to achieve this objective by employing a ‘divide and rule’ approach (Karlsen, 2019). 

For example, disinformation operations spread narratives which invoke public distrust of 

democratic institutions. These institutions may be the mainstream media, the judicial system, 

or the government administration in general. The narratives further generate cynicism about 

politics, undermining international law and norms, and erode trust between populations and 

domestic and international political leaders. By promoting narratives that suggest current 

institutions are corrupt or unjust, Russian disinformation aims to divide the public from their 

representing and governing bodies. 

 

A second approach involves polluting the information environment with an excess of 

information around a particular hot button issue wherein finding the truth about something 

becomes too cognitively draining. The most well-known example of this strategy is the 



 

 

downing of Malaysian Airlines Flight MH17 (Giles & Seaboyer, 2018). Russian media were 

quick to pollute the media environment with multiple different stories of what happened. As a 

result, individuals who were not invested in the story did not dig to find information to 

critically assess.  

 

Finally, Russian disinformation campaigns tend to aggravate both sides of divisive issues. 

For example, during Brexit, Russian disinformation operations disseminated narratives 

around immigration and Islam as part of a ‘divide and rule’ strategy (Demos, 2018). In the 

US, divisive issues tend to include racial discrimination, gun rights, immigration, and 

abortion. Studies in the disinformation landscape in the US have shown that disinformation 

operations tend to promote both sides of an argument, driving both sides to extremes.  

 

 

2.3.4 Tactics 

Many notable scholars and organisations note specific Russian disinformation tactics 

(Nimmo, 2015; Karlsen, 2019; Giles, 2016; Swedish Civil Contingencies Agency, 2018). A 

seminal paper by the RAND Corporation in 2016 summarised Russian disinformation as the 

‘firehose of falsehood’ propaganda model (Paul & Mathews, 2016). The title of the paper 

refers to how the authors conceptualised the nature of Russian disinformation; multi-channel, 

high-volume, and lacking commitment to truth. They note Russian disinformation may 

contain a fraction of truth or may be wholly manufactured. Reports of fake actors portraying 

victims of crimes or fake on-the-scene reporting is not unprecedented and these stories tend 

to arouse strong emotions and act on social identities. They note Russian propaganda further 

exploits the peripheral cues readers use to identify reliable sources from unreliable ones; 

seemingly credible sources like RT and Sputnik, which visually look like reputable news 



 

 

programs, disseminate disinformation (Paul & Mathews, 2016). The channels do not 

broadcast the same version of events and they do not shy away from changing their narrative. 

This is because people tend to overlook contradictions when a source considers a different 

perspective, making it seem like it has given a topic greater consideration  

 

We would like to point out that within many Western publications, there is a tendency to 

conflate Russian disinformation with falsehood. The RAND paper in the previous section is 

one example that highlights this problem. Although Paul and Mathews (2016) acknowledge 

that Russian disinformation may contain a fraction of truth, they overemphasise the 

‘falsehood’ dimension. Furthermore, the majority of efforts against disinformation have been 

‘debunking’ or fact-checking initiatives. For example, the EU’s East Stratcom Task Force 

created EUvsDisinfo, an online portal in which Russian disinformation stories are debunked. 

Other notable debunking initiatives include Ukrainian ‘StopFake’, Lithuanian ‘Debunk’, 

Atlantic Council’s ‘Disinfo Portal’, the European Values think tank’s ‘Kremlin Watch’ 

programme, and ‘EU Fact Check.’ Unfortunately, some of the most pervasive disinformation 

campaigns contain fractions of truth, or distort the context of information. These initiatives 

are a good start, but they only put a bandage over a major wound. This is why more research 

is needed into less semantic content-dependent disinformation measures and manipulation.  

 

It is important to note that Russian disinformation campaigns do not work in a vacuum. They 

often support cyber operations (e.g. Macron email hack), military operations (e.g. Donbas in 

Ukraine), and/or political actions (e.g. criticism of EU sanctions towards Russia). This 

intricate web of hybrid operations makes it that much more effective, and harder to counter. 

In the next section we outline the way the current digital environment has changed the way 

disinformation is produced and disseminated.  



 

 

 

 

2.3.4 Disinformation in a changing media environment  

 

New digital technologies (especially social media) have greatly impacted the way 

disinformation is constructed, tailored, disseminated, and consumed (Čižik, 2017). Here, we 

characterise the ‘digital age’ by the presence of Web 2.0 technologies, the increasing 

importance of data, and the digitisation of news. Web 2.0 technologies are characterised by 

the notion of the ‘web as a platform’ and allow users to not only be consumers in their digital 

environment but to actively participate in it (Helmond, 2015). Social networking sites, like 

Twitter, are an enormous chunk of the 2.0 technologies. Defined by several broad 

characteristics social media is a platform in which users must create and interact with content 

as the modus operandi. Users create an account or some other identifying item and engage 

with other users via the creation of, engagement in, and /or dissemination of some sort of 

content.  

 

Parallel in this social media universe is the constant,  and far-reaching collection of user data; 

this include location, engagement with other users, age, photos, number of ad clicks, and a 

countless mirage of other seemingly inconsequential data points. However, like a mosaic, 

once these data points are combined, they create a wealth of inferred information about users' 

interests, habits, and the user themselves (e.g. age, location, political leaning, if not already 

disclosed). This mosaic of data is incredibly valuable to advertisers and companies looking to 

gain information about potential consumers. The increasing focus on the importance of data 

and information flows is termed ‘dataism’ in some academic circles and warns of the 

possibility of an over reliance and overconfidence of predictive algorithms (Dijk, 2014; Lohr, 



 

 

2015). The user’s cost to use these social media sites ends up being the data they produce 

about themselves. This exchange speaks to the enormousness of the data collection and 

retention industry and its impact on not only users but traditional media and governing 

bodies.  

 

Alongside Web 2.0 and data, the digital age is also characterised by the digitisation of news 

(Casero-Ripollés, 2012). In the UK, over half of the population with internet access use social 

media as a form of news (Wakefield, 2016). Traditional news outlets have been slow to 

capitalise on the emerging data/advertising nexus. As users receive freely available news in 

favour for a bit of data, traditional news loses out. Whereas news sites can offer their content 

for free while being funded through advertising revenue, traditional news has been slow to 

adopt or integrate this type of model which make digital news so economical and efficient 

(Bakir & McStay, 2018). Traditional journalism has suffered from declining paying 

audiences as most current digital advertising revenue goes to five technology companies, four 

of which (Facebook. Google, Yahoo, and Twitter), integrate news into their feeds (Bakir & 

McStay, 2018). In the next section we outline how the digital age, and those technologies 

enable the construction, dissemination, and consumption of disinformation.  

 

Truth verification. The digitisation of news has produced a plethora of news sources; online 

newspapers and magazines, Wikileaks, think tank publications, blogs, discussion threads, and 

social media to name a few. Citizen journalists and bloggers are now able to share their 

experiences and newsworthy events they witnessed first-hand (Edson et al., 2018). Journalists 

who initially treated social media as another platform to promote their stories, now use it to 

actually break stories and interact with audiences (Edson et al., 2018). Being simultaneously 

connected to users all over the globe, a sensational story - whether true or not - is able to 



 

 

quickly generate reactions and following. Where a traditional media organisation is held 

accountable to tell the truth, stories on social media exist frequently without any reliable 

information sources (Edson et al., 2018). And here is the first ‘enabler’ - the lack of a 

verification body. As users are their own publishers, and are incentivised to create content 

worth sharing, there is no requirement to hold content on social media to a truth-standard. As 

such, disinformation is enabled by the advertising-centric model. As emotive, polarising 

content generates more clicks, this type of content is more readily produced. 

 

Cheaper, faster, better? Advertising on social media has become incredibly cheap and easy.  

Further, as the user is assumed to be a publisher of public opinion, it is very easy for an actor 

to appear as a genuine user online. The requirements to get online are very minimal and 

usually an email and an internet connection. Moreover, the mere volume of information 

disinhibits users from finding the most accurate information as the immediacy of social 

media reduces opportunities for users to deliberate their information content analytically. As 

content is competing for clicks, disinformation oftentimes has a leg up as the ‘first to the 

scene’ reporting on major events, without needing any verification. 

 

Plausible Deniability. Particularly relevant to the dissemination and consumption of Russian 

disinformation on social media is the problem of plausible deniability. Disinformation actors 

can easily mask themselves on social media to a point where it is difficult to distinguish 

genuine actors from those propagating disinformation. Russian actors have greatly benefitted 

from plausible deniability as Russian ‘patriotic hackers’ conduct the state’s disinformation 

operations (Calamur, 2017).  

 

 



 

 

2.3.5 Disinformation on Twitter 

 

Twitter is one of the main social networking sites where the digital age forces converge; Web 

2.0, data, and digitised news. A wide range of political actors are increasingly using social 

media as a form of policy and political communication, and because of its popularity and 

pervasiveness, it is ripe with disinformation. The Twitter platform is one of the more 

transparent social media platforms to allow researchers to access their API. Twitter also 

publishes frequent datasets on disinformation activities of foreign actors, available to the 

public. Accordingly, these factors render Twitter very beneficial to study disinformation. 

Although disinformation campaigns on Twitter cannot be entirely separated from traditional 

state-led media disinformation campaigns, the present study will focus on Russia 

disinformation efforts on Twitter.  

 

Due to the above reasons, Twitter is a very worthwhile platform to study disinformation. 

Under Twitter’s terms of service, anyone may create a Twitter account and interact with a 

global audience. The most common agents of influence on social media (especially Twitter) 

are bots and trolls. A bot is automated software written to ‘gather information, make 

decisions, and both interact with and imitate real users online (Woolley, 2016, p. 1).’ Security 

experts believe that bots generate more than half of all traffic online (Woolley, 2016). Social 

bots specifically engage in direct communication with human users on social media 

platforms; when their actions are deployed by political actors to subtly manipulate public 

opinion they are termed political bots (Woolley, 2016). Bots may work to give false 

impressions of popularity online or they may attack, hijack, or alter discourse on social 

media. One known technique is ‘astroturfing’ in which bot actions are concealed to make it 

seem that activity is genuine and/or supported by grassroots initiatives. In the past, state-



 

 

sanctioned Russian bots have been deployed to promote regime ideals and combat anti-

regime speech (Helmus, 2018). 

 

A troll is a fake social media account operated by a human; Russian state-sponsored trolls are 

frequently recruited to distribute the message of Russia’s political leaders online (Aro, 2016; 

Helmus, 2018). In 2013, a Russian investigative journalist uncovered a now infamous ‘troll 

factory’ in St Petersburg called the Internet Research Agency (IRA) (Mejias & Vokeuv, 

2017; Aro, 2016). Each working troll is required to produce hundreds of comments during a 

12-hour shift targeting ordinary citizens, politicians and other public figures (Aro, 2016). 

Bots and trolls are generally deployed by governments and political actors during elections or 

moments of country-specific political conversation.  The most powerful computational 

disinformation efforts are those where bots and trolls (automation and human curation) are 

working together (Morgan, 2018).  

 

In addition to trolls and bots disinformation campaigns can be supplemented by hackers who 

conduct cyber operations such as defacing websites, denial-of-service attacks, and extraction 

of secret information (Helmus, 2018). In the past, when cases of Russia-linked hacking occur 

Russia promotes the idea of ‘patriotic hackers’; individuals who identify with the Kremlin’s 

goals and conduct cyber operations without any higher command (Helmus, 2018). There are 

numerous examples of Russian hacking, leaking, and even the insertion of fake information 

to troves of dumped documents online (Morgan, 2018).  

 

One more important agent of influence, albeit it could be considered non-malign, is users of 

social media themselves. Users who benefit from sensationalised stories on Twitter may 

spread disinformation where it fits into their agenda, be it the far-left or the far-right. 



 

 

Research has shown that although both groups have engaged with Russian trolls on Twitter, 

conservatives engaged to a much higher degree (Hjorth & Adler-Nissen, 2019). Other users 

who may engage include state-affiliated accounts and state-controlled media-affiliated 

accounts (such as the Twitter accounts of RT and Sputnik). Apart from agenda-driven users, 

a user may also unintentionally spread and engage with the content of disinformation - which 

is the ultimate aim of trolls. The dissemination and engagement with disinformation enables 

it to reach the online public sphere and makes the content seem as a legitimate discussion by 

the population.  

 

This chapter outlined both the Russian and Western perspective of disinformation. According 

to Russian military scholars, information is a critical asset in war and with dominance over 

the information realm, strategic victory is unlikely. Among the Western scholars, Russian 

disinformation aims to achieve strategic victories, reflexive control, ensure dominance in its 

near abroad, and weaken their adversary societies. Disinformation in the modern digital age 

is exacerbated by technologies like social media. Without a verification body, news stories 

are under no obligation to report on the facts. Compared to traditional forms of media, 

spreading information on social media is cheaper, faster, and gives an actor plausible 

deniability. In the next chapter we introduce the concept of emotion and provide a review of 

the literature.  

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter 3 Emotion 

 

As with defining disinformation, defining emotion is also difficult. Discussions of emotion 

tend to depend on the perspective one takes. As such, the present study approaches emotion 

through a functional perspective argues that emotions are adaptive, intentional, and solutions 

to problems (Scherer, 2009).  

 

3.1 Defining Emotion and Theoretical Considerations 

 

Although there has been an increasing interest into emotion and the way emotion impacts 

decision making, there is profound disagreement on how emotion is best defined (Izard, 

2009). Due to this difficulty, we will list five defining characteristics of emotion that are 

generally agreed upon within the literature (Scherer, 2005; Nabi, 2010). These characteristics 

can be thought of as the processes that need to occur for something to be considered an 



 

 

emotion. Firstly, emotion involves a cognitive appraisal - a conscious or unconscious 

evaluation of an event, which may be external or internal to the individual. An example of an 

external event may be the loss of a job and an internal event may be the recalling of specific 

memories. Within this first characteristic there is an underlying assumption that the event in 

question needs to be relevant to the major concerns of the individual. This follows common 

sense as we do not generally have an emotional reaction to things or people we do not care 

about. Secondly, emotion involves the physiological component of arousal, such as changes 

to heart beat, breathing, or sweating. Third, emotions should motivate action, like a change in 

attention or stopping a current action. The fourth component of emotion involves motor 

expression, such as changes to facial expressions (smiling) or changes in one’s voice. Finally, 

emotion involves a change in a subjective experience - we start ‘feeling’ happy or sad. 

Accordingly, we use Scherer’s definition of emotion: ‘a cultural and psychobiological 

adaptation mechanism which allows each individual to react flexibly and dynamically to 

environmental contingencies (Scherer, 2009, p.1).’ Stemming from this evolutionary 

perspective, emotions are often high in intensity and short-lived because they must motivate 

an individual to quickly adapt their behaviour and attention to their surroundings (Holm, 

2012; Hudlicka, 2011).  

 

As emotions are increasingly studied in disciplines outside of psychology, inconsistencies 

arise even among these five characteristics. For example, Munezero et al (2014) discount the 

cognitive appraisal necessity, stating that emotions are not always cognitive appraisals, but 

may exist for no apparent reason. This contradicts much of psychological literature. As the 

imprecise use of terms is a growing limitation in interdisciplinary research, it is important to 

understand how emotion differs from other phenomena such as affect, feeling, and mood. 

Affect is defined as the positive or negative evaluation of something existing outside of 



 

 

consciousness and is considered a predecessor to feelings and emotions (Munezero et al., 

2014). Feelings are then a broad category of conscious affective sensations specific to an 

individual (Munezero et al., 2014). Mood differs from emotion by its lack of a cognitive 

appraisal and intensity. Moods may often occur without an apparent cause (they do not need 

to be linked to an event or specific appraisals), they are low in intensity, and may last over 

hours or even days (Scherer, 2005). While there is much overlap within the literature for 

defining emotion, the above five characteristics serve to highlight the phenomenon we aim to 

study; the presence of a cognitive appraisal, a physiological component, motivated response, 

motor expression, and a subjective experience (Scherer, 2005; Nabi, 2010).  

 

3.1.1 Functional Perspective 

 

By defining emotion as an ‘adaptation mechanism’ (Scherer, 2009), we approach emotion 

through a functional perspective. Although there are many different variations of functional 

approaches, the present study will focus on their shared assumptions. Most functional 

accounts of emotion appeal directly to evolution and natural selection as the explanation for 

why emotions developed in humans - they serve an adaptive function to promote 

reproduction and survival (Lench & Carpenter, 2018). Lench and Carpenter (2018) note two 

broad claims that bring together functional theories of emotion. First, emotions are elicited by 

particular events and situations that represented adaptive problems and second, emotions are 

‘organised responses to those problems that helped resolve the event or situation’ (Lench & 

Carpenter, 2018, p.4). Emotions, then, are intentional states and solutions to problems, they 

do not come about on a whim and are directed toward one’s environment (Lench & 

Carpenter, 2018). The functional approach of emotions is beneficial for the purposes of this 

study because of the approaches’ direct linkage to behaviour and judgement. By serving an 



 

 

adaptive function, emotions serve to orient someone to think or behave one way for the 

purpose of his/her survival. For example, fear is broadly a reaction to threat and related to 

avoidance behaviour when the threat is known (Brader, 2005). As emotive disinformation 

oftentimes aims to manipulate the judgement or behaviour of its receivers, the knowledge of 

likely behaviour outcomes of the emotion in question is particularly useful.  

 

 

3.1.2 General approaches 

 

Generally, there are two basic models of emotion that guide the vast majority of empirical 

research; dimensional and discrete theories (Nabi, 2010). Dimensional theories of emotion 

view emotion as a more generalised motivational state that can be represented within a 

continuous space defined by a small number of underlying dimensions (Fontaine et al., 

2013). Typically these dimensions are valence (how positive or negative something is) and 

arousal (intensity) (Russel, 1980). Dimensional theories argue that boundaries for emotional 

categories are fuzzy and do not encompass the completeness of human emotion. In contrast, 

discrete models characterise emotions based on a limited number of qualitatively different, 

hardwired, and universal categories (Fontaine et al., 2013). The most well-known discrete 

model of emotion is Ekman’s (1971) six basic emotions (anger, disgust, fear, joy, sadness, 

and surprise), which is based on consistent facial expressions of emotion across cultures. 

Depending on the theorist, the number of discrete emotions ranges from 6 to 14 (Scherer, 

2005; Izard, 1992; Frijda, 1986; Plutchik, 1980). Plutchik’s (1980) wheel of emotions is 

particularly interesting as he identifies 8 primary emotions which directly oppose each other; 

joy/sadness, anger/fear, trust/disgust, and surprise/anticipation (Figure 1). Within the wheel, 

the emotional intensity moves from the centre outwards. Throughout the history of discrete 



 

 

emotion models, many theorists have expanded and condensed the number and type of 

emotions. The present study will use Plutchik’s wheel of emotions as the theoretical basis 

because unlike Ekman’s (1971) six basic emotions, they are not majority negative, and 

Plutchik’s wheel aligns with the study’s methodology discussed in subsequent chapters.  

 

 

 

 

Figure 1. Plutchik’s wheel of emotions 

 

 

3.1.3 Effects of emotion 



 

 

 

To gain understanding in how emotion impacts judgement, decision making, and behaviour, 

we will use the appraisal-tendency framework (Lerner et al., 2007; Lerner & Keltner, 2001). 

The appraisal-tendency framework generally states that the development of an emotional 

state derives from individual and subjective evaluations of a specific event/situation. The 

evaluations are termed appraisals, which come together in different ways/patterns to bring 

about emotion. The assumption is that different patterns of appraisals are linked to different 

emotions. Appraisals which are generally accepted include certainty, pleasantness, attentional 

activity, anticipated effort, control, and responsibility (see Table 1. for definitions) (Smith & 

Ellsworth, 1985). Patterns of appraisals and their dimensions (high-low) provide a basis for 

comparing and contrasting discrete emotions. For example, certainty, control, and 

responsibility are the central appraisals which distinguish anger from other negative 

emotions; anger arises from low self-responsibility for negative events, individual control, 

and a sense of certainty about what happened. The table below shows four discrete emotion 

examples and the degree of their corresponding appraisals. Within the study of 

disinformation, these appraisals may be useful in identifying the targeted emotion being 

evoked. From the corpora of recently released Russian state-sponsored tweets is the below 

example:  

 

‘Cops have killed 68 people in 22 days since #Kaepernick started protesting. 68 in 22 

days...have no words #KeithLamontScott’ (Twitter, 2018) 

 

This tweet reveals a high degree of control (individual agency of the cops), high 

responsibility (of the cops), and displeasure. Therefore, we can assume that the above tweet is 

most likely to generate anger in contrast to other emotions. For a layperson, this act of 



 

 

deriving emotion in terms of appraisals seems overly complicated as it is easily deducted that 

this tweet will arouse anger. However, emotions are subjective to the individual, and this 

framework provides a qualitative research approach that can be applied across multiple 

studies. Although this theory is not the most efficient way of deriving emotion from text, it 

serves an important explanatory purpose, as the deconstruction of emotion into appraisals 

provides insight into what specifically causes an emotional reaction.  

 

Considerable evidence shows that following an appraisal pattern, distinct emotions elicit 

distinct ‘action tendencies’ (de los Santos & Nabi, 2019). An action tendency is a reactive 

component that triggers a certain action when an individual experiences a specific emotion. 

Once an emotion is evoked, its associated action tendency, which arises in response to the 

specific pattern of appraisal, serves to guide information processing, influencing what 

information is attended to and likely to be recalled, and what is ignored. The appraisals are 

further projected onto subsequent assessments and as such, emotions create a tendency to 

evaluate subsequent situations in an emotion-congruent way (Kuhne, 2014). There has been 

substantial theoretical and empirical work on identifying the appraisal patterns and action 

tendencies associated with different emotions (Fridja, 1987, Lazarus, 1991; from Nabi, 

2003). This theory is extremely useful in understanding the way emotions may have an 

impact on decision making and behaviour. Even more so, this theory sheds light on how the 

manipulation of specific appraisals and emotions may impact behaviour in communication 

contexts. For example, after a company public relations disaster which makes its consumers 

very upset and angry, a response which focuses on the unpredictability of the event and 

situational agency theoretically would have the greatest effect on appeasement (as 

demonstrated in Kim & Cameron, 2011).  

 



 

 

Table 1. Appraisal-tendency framework, adapted from Lerner & Keltner (2000) 

Appraisal Example of negative emotions Example of positive emotions 

 Anger Fear Pride Surprise 

Certainty 

Degree to which future 

events seem predictable and 

comprehensible (high) vs. 

unpredictable and 

incomprehensible (low) 

High Low Medium Low 

Pleasantness 

Degree to which one feels 

pleasure (high) vs. 

displeasure (low) 

Low Low High High 

Attentional Activity 

Degree to which something 

draws one’s attention (high) 

vs. repels one’s attention 

(low) 

Medium Medium Medium Medium 

Anticipated Effort 

Degree to which physical or 

mental exertion seems to be 

needed (high) vs. not 

needed (low) 

Medium High Medium Medium 

Control 

Degree to which event 

seems to be brought about 

individual agency (high) vs. 

situational agency (low) 

High Low Medium Medium 

Responsibility 

Degree to which someone 

or something other than 

oneself (high) vs. oneself 

(low) seems to be 

responsible 

High Medium Low High  



 

 

Appraisal/action 

Tendency  

Perceive negative 

events as 

predictable, 

under human 

control, and 

brought about by 

others  

Perceive 

negative 

events as 

unpredictable 

& under 

situational 

control  

Perceive 

positive events 

as brought 

about by self 

Perceive positive 

events as 

unpredictable & 

brought about by 

others 

 
 

 

 

3.1.4 Action Tendencies of Plutchik’s Emotions 

 

As the present study adopts Plutchik’s (1980) wheel of emotions as its theoretical model, it is 

important to understand the cognitive appraisals and action tendencies of each of the eight 

emotions; fear, anger, surprise, anticipation, sadness, joy, disgust, and trust. Research on 

negative emotions (e.g. fear and anger) typically dominate the emotion literature, which is 

why emotions like anticipation and surprise receive little attention in the next section.  

 

Fear. Evolutionarily, fear is a reaction to a threat and thus, central to survival (Ohman, 

2008). The threat to which one feels fearful of, is an obvious (albeit may not be clearly 

perceived) danger that must be dealt with (Ohman, 2008). As an aversive emotion, fear 

motivates attempts to cope with threats to one’s survival and well-being (Sander & Scherer, 

2014). The action tendency for fear may include constructive action to deal with the threat, 

withdrawal, avoidance, and/or immobility, all depending on the individual and the situation 

(Sander & Scherer, 2014; Brader, 2005). Research within emotional appeals has largely 

focused on fear appeals, ‘persuasive messages that attempt to arouse fear by emphasizing the 

potential danger and harm that will befall individuals if they do not adopt the messages 

recommendations’ (Tannenbaum et al., 2015: 1178).  Although there is a lot of disagreement 



 

 

among the literature on the effectiveness of fear appeals and their process of action (Kok et 

al., 2018; Nabi & Moyer-Guse, 2013), research suggests a positive relationship between the 

use of fear appeals and behaviour intention, and behaviour change. In a meta-analysis of 127 

studies, researchers aimed to investigate the effectiveness of fear appeals in influencing 

attitudes, intentions, and behaviours in a public health context (Tannenbaum et al., 2015). 

They found that overall, fear appeals are effective, and they become more effective when the 

message communicates high amounts of fear, stresses severity and susceptibility, and 

recommends one-time only behaviours (Tannenbaum et al., 2015). Within politics, political 

campaign ads using fear appeals are more persuasive, more likely to be recalled, and garner 

more support (Brader, 2005). Overall, fear is an aversive emotion which prompts avoidance 

and immobility. When used in a communication context, fear appeals are effective in 

influencing attitudes, intentions, and behaviours.  

 

Anger. Anger is generally a response to goal blockage, frustration, or an unjust act and 

typically consists of other-person agency (e.g. someone else responsible), and high control 

potential (Roseman, 2018). In addition to the above appraisals, injustice and unfairness also 

correlate with instances of anger (Roseman, 2018). The action tendency of anger is readiness 

to engage in aggressive behaviours, removing the obstruction causing anger, correcting some 

injustice, or getting revenge (Roseman, 2018; Haidt, 2003). Anger has been revealed as a 

functional effect to safeguard physical survival by removing threats to the self (Keltner & 

Haidt, 2001), deterring transgressions (Fessler, 2010), and decreasing willingness to 

cooperate (Tooby & Cosmides, 2008).  

 

Anger is extremely relevant within discussions of politics (Roseman, 2018). When anger is 

felt toward political actors they are perceived as responsible for one’s harm or blockage of a 



 

 

goal. Among many political researchers, anger is linked to political action (Roseman, 2018), 

and even dubbed as ‘the prototypical protest emotion’ by van Stekelenburg and Klandermans 

(2013, p.175). In a study of elections from 1984 to 2008, anger has been consistently linked 

to four measures of political participation; talking to people about how they should vote, 

attending a rally, donating to a campaign, and wearing a campaign button/sticker 

(Groenendyk & Banks, 2014). Interestingly, increases of anger, contempt, and disgust in the 

speeches of multiple political leaders in various countries has preceded acts of aggression 

(e.g. war, invasion, revolution) but not acts of resistance (e.g. non-violent protests) 

(Matsumoto et al., 2014). Anger appeals within an advertising context works very well. In a 

study looking at antismoking advertisements, advertisements which depicted a high level of 

control in participants and high anger were the most persuasive, and talked about (Ilakkuvan 

et al., 2018). This suggests that messages which incite a high level of anger and high degree 

of personal control have powerful persuasive effects (Ilakkuvan et al., 2018). Anger appeals 

also have been shown to be effective in promoting clean indoor air policies (Quick et al., 

2009), and are widely used in political campaigning (Brader, 2006; Ridout & Searles, 2011). 

Ultimately, anger is appraised by perceptions of goal blockage and frustration, followed by 

actions which remove threats to the self, engaging in aggressive behaviours, and/or getting 

revenge. In communication contexts, anger appeals are shown to be effective in persuasion 

and communication of a message (Ilakkuvan et al., 2018; Quick et al., 2009). 

 

Surprise. Surprise is intentional, or object-directed (one is normally surprised about 

something) and caused by the cognitive appraisal of unexpectedness and novelty (Reisenzein 

et al., 1996; Reisenzein et al., 2019). Unexpected events cause an automatic interruption of 

ongoing mental processes which is followed by a shift in attention (Reisenzein et al., 2019). 

Work on surprise is quite fragmented, as researchers study it in different contexts often using 



 

 

distinctly different methodologies (Munnich et al., 2018). Surprise is often a condition for 

learning and cognitive development and an instigator for spontaneous causal search  

(Munnich et al., 2018; Reisenzein et al., 2019). Cognitively, surprise causes interruption and 

an attentional shift. Behavioural evidence for an attentional shift was observed in a series of 

eye-tracking experiments and showed that surprising stimuli attract gaze in a visual search 

task and events are looked at longer when they are surprising versus not (Hostmann & 

Herwig, 2015, 2016 in Reisenzein et al., 2019). This may be why surprising events are 

recalled much better, the phenomenon of ‘flashbulb memories’ (very detailed and vivid 

memories in which a surprising and consequential event occurred) exceptionally illustrates 

this effect.  

 

Anticipation. Anticipation as an emotion is the least written about in the literature. 

Anticipation is the cognitive appraisal of an uncertain future which may be positive or 

negative (van Boven & Ashworth, 2007). Anticipation of positive future events is an often-

cited emotion in other theories and described as hope, which is much more written about in 

the literature. Hope is a future-orientated emotion which motivates behaviour by focusing on 

the possibility of rewards and avoidance of punishments. In order for hope to exist, one must 

appraise a positive future outcome as possible, and some authors argue that hope can only 

arise from current threatening situation (Lazarus, 1999 in Chadwick, 2014). Hope appeals are 

messages which evoke hope and create an opportunity to take advantage of an opportunity 

(Chadwick, 2014). In a study looking at hope appeals of climate change, feelings of hope 

predicted interest in climate protection, suggesting important implications for information 

persuasion and disinformation (Chadwick, 2014).  

 



 

 

Disgust. Disgust was first characterised by Darwin (1872) in ‘The Expression of the 

Emotions in Man and Animals’ as ‘something revolting, primarily in relation to the sense of 

taste, as actually perceived or vividly imagined; and secondarily to anything which causes a 

similar feeling through the sense of smell, touch, and even of eyesight (p. 253).’ 

Evolutionarily, threats of disease and infection shaped the disgust response in humans 

(Sherman & Haidt, 2011). It may seem that disgust only applies to material things, but it 

follows the law of contagion - contact with disgusting things makes one disgusting (Sherman 

& Haidt, 2011). The emotion itself is a mechanism for tracking negative social value, 

eliciting revulsion, and desires for social distance (Rozin et al., 2008).  

 

According to some scholars, disgust may be further divided into physical disgust and moral 

disgust - characterised by a feeling of repulsion to moral violations such as racism, sexism, or 

betrayal. Although some argue that moral disgust is rather an extension of anger (Nabi, 

2002), there is evidence that cases of moral disgust are discreetly disgust (Rozin et al., 2008). 

Moral disgust also follows the law of contagion. Contact with people who have committed 

moral offences (such as murder) is highly aversive, to about the same extent as similar 

contact with someone with a serious contagious disease (Rozin et al., 2008). Therefore 

contact with other people can elicit disgust. This is sometimes termed interpersonal disgust 

and has been characterised as an aversion to four identifiable components: strangeness, 

disease, misfortune, and moral taint. For example, a sweater worn once by a healthy stranger 

and then cleaned is still less desirable than an unworn sweater (aversion to strangeness) 

(Rozin et al., 2008).  

 

Moreover, disgust serves some explanations for the concept of dehumanisation. Haslam 

(2006) distinguishes between two types of dehumanisation, ‘animalistic dehumanisation’ 



 

 

which makes others less human by making them more like animals and ‘mechanistic 

dehumanisation’ which makes others less human by denying them uniquely human emotions 

and traits making them more like machines. Haslan (2006) suggests that disgust is the 

emotional reaction to animalistic dehumanisation and is likely to be felt for groups perceived 

as animal-like, low-status, and who are dissimilar (Rozin et al., 2008).  

 

Joy and Trust. Joy arises from feelings where a person feels safe, familiar, requiring little 

personal effort. Joy occurs when people have made progress on their goals (Sander & 

Scherer, 2014). Joy also broadens people’s attention and thinking which is thought to be 

supported by the ‘do anything’ action tendency (Sander & Scherer, 2014). Trust is a 

fundamental emotion, part of social and economic life. Trust is indispensable in friendship, 

love, family, and organisational relationships. Trust is evolutionarily valuable as it saves a lot 

of time to have a fair order of reliance on other people’s word (Roseman, 2018). 

 

Sadness. Sadness is often characterised by passivity and behavioural inhibition, however it 

serves an adaptive function and directs the challenging task of reconstructing goals and 

beliefs when one feels loss (Karnaze & Levine, 2018). Sadness arises in response to a loss of 

a valued state (e.g. bereavement, damage to valued possessions, missed job opportunities), 

and the perception that goal failure is irrevocable is an important component of sadness 

(Karnaze & Levine, 2018). Further, an appraisal of low control over the situation also 

commonly precedes sadness. 

 

One common action tendency with sadness is an increase in politeness and generosity 

(Karnaze & Levine, 2018). Karnaze and Levine (2018) argue that this may serve to elicit 

reciprocal support and generosity from others or alleviate sadness indirectly by contributing 



 

 

to the well-being of others. Furthermore, studies suggest suggest that sadness may both 

narrow and broaden information processing (Karnaze & Levine, 2018). Evidence for more 

narrow information processing shows that induced sadness results in a reduction in the 

tendency to use heuristics and make broad judgements, (i.e. relying less on top-down 

processes). Sadness can promote systemic, detailed, and effortful information processing and 

has experimentally shown to improving memory (Karnaze & Levine, 2018). 

 

 

3.1.5 Conclusion 

 

Although there is value in looking at both dimensional and discrete models of emotion, the 

present study will apply the discrete emotion approach. Discrete emotions allow for a more 

precise prediction of actions as they produce nuanced effects consistent with underlying 

action tendencies. Psychological research has demonstrated that discrete emotions (even 

those of the same valence) have different effects on perceptions of risk, attitudes, and 

decisions (Nabi, 2003). Further, the discrete approach is more widely used in political 

communication research, making it easily applicable to disinformation.  

 

The differences and unique characteristics of each of Plutchik’s (1980) 8 basic emotions 

suggest how different emotions may elicit different behaviour patterns. Fear, evoked when 

there is a threat to survival generally follows a withdrawal or avoid behaviour. When 

someone appraises goal blockage, or experiences an unjust act, this typically evokes anger, 

which follows approach behaviours like aggression. Surprise occurs after an appraisal of 

unexpectedness or novelty. Psychological research within surprise illustrates that memory 

and attention around surprising events is significantly better.  Anticipation, closely linked 



 

 

with more common hope is a future-orientated emotion which motivates behaviour by 

focusing on the possibility of rewards and avoidance of punishments. Disgust, which tracks 

negative social value, elicits revulsion and desire for social distance has been linked with 

dehumanisation. Joy broadens people’s attention and thinking and trust is indispensable in 

friendship, family, and organisational relationships. Finally, sadness serves an adaptive 

function and directs the challenging task of reconstructing goals and beliefs when one feels 

loss (Karnaze & Levine, 2018). Understanding the properties of the above discrete emotions 

and their associated action tendencies helps an actor who aims to disinform.  

 

 

 

3.2 Emotion Literature Review 

 

While much of the literature asserts that the use of emotion in disinformation is rampant and 

a significant feature of persuasion and influence, there is limited research fully exploring the 

use of discrete emotions in disinformation. In this chapter we turn to disciplines of political 

psychology, marketing, and political communication to demonstrate the importance of 

emotion in news consumption, news dissemination, and decision making. In disinformation, 

emotion may manifest in many ways; text, images, and video are all means of 

communication that may present different emotions. For the purposes of this study, we will 

solely focus on emotion in text, as most disinformation analyses focus on text and it is most 

methodologically appropriate for the study of emotions on Twitter. This chapter outlines the 

use of emotion in disinformation campaigns and further describes how emotion manipulation 

can play a role in misleading both the general public and individual citizens.  

 



 

 

 

3.2.1 The appeal to emotion within disinformation 

 

The notion of an appeal to emotion within disinformation is widely mentioned in the 

academic literature (Sivek, 2018; Nisbet & Kamenchuk, 2019; Asmolov, 2018; Bennet & 

Livingston, 2018; Schmitt, 2018; Karlsen, 2016). There is a general consensus that 

disinformation campaigns actively use emotional extremity in their messages for strategic 

effect; to influence an audience’s emotions, motives, and objective reasoning (Garret, 2017; 

Lin & Kerr, 2017; Allen & Moore, 2018; Asmolov, 2018). Some scholars have termed the 

use of emotions in a news story as ‘sensationalism’, aiming to trigger emotional reactions in 

the reader (Mourao & Robertson, 2019). Contrary to the popular saying ‘if it bleeds, it leads’, 

there isn't consensus whether audiences are more likely to respond to sensational news stories 

within established online news organisations (Kilgo et al., 2018). However, news stories and 

other imagery content on social media that strike strong emotions are more likely to be shared 

(Sivek, 2018; Vosoughi et al., 2018). The largest study to date of online disinformation 

analysed the spread of 126,000 verified true and false news stories on Twitter between 2006 

and 2017. The researchers found that disinformation ‘diffused significantly farther, faster, 

deeper, and more broadly’ than accurate information, propelled by emotional reactions such 

as fear and disgust (Vosoughi et al., 2018).  

 

Case studies of Russian disinformation especially highlight the use of emotion. In an analysis 

of 3,500 Facebook ads allegedly purchased by the Russian government, Dutt et al (2018) 

found that the most effective ads tended to have a less positive sentiment. Researchers noted 

that all 8 of Plutchik’s emotions, excluding surprise, were observed to be significantly 

pronounced in the more effective ad campaigns (Dutt et al., 2018). Most recently, Miller 



 

 

(2019) analysed tweet sentiments from 3,814 Twitter accounts associated with the Russia-

based Internet Research Agency and found that the content of these tweets increasingly used 

aggressive language during and immediately preceding the 2016 election. These Russian 

disinformation cases show that emotional messages are used frequently on social media, and 

they are likely to be read and passed along. Unfortunately, these studies do not delve deeply 

into the content associated with specific emotions, but they do provide empirical evidence of 

increased emotionality in disinformation on social media. 

 

In addition to the academic literature, international organisations agree that emotion is 

extremely important in the diffusion of information (European Parliamentary Research 

Service, 2019; UNESCO, 2016; NATO StratCom Centre of Excellence, 2018). RAND’s now 

infamous report ‘The Russian “Firehose of Falsehood” Propaganda Model’ argues how 

information that arouses emotion can be particularly persuasive as it is more likely to be 

passed on whether true or not (Paul & Mathews, 2016). CEPA’s Stratcom program which 

aims to expose Russian disinformation in Central and Eastern Europe further notes that an 

appeal to emotion is one of the most commonly used techniques (CEPA, 2019). Although 

these organisations have not directly studied the role of emotion in disinformation, there is 

consensus among the research community about the importance of emotional messaging.  

 

While there is consensus that the appeal to emotion in disinformation is important and has an 

effect on the dissemination of disinformation, there is a lack of research that explores this 

issue beyond the detection of specific emotions (eg. Miller (2019) and Dutt et al (2018)). 

How specific emotions within disinformation impact individuals and the public as a whole 

remains understudied. In the next section we will amalgamate research from political 

psychology, journalism, marketing, and most importantly political communication to argue 



 

 

how emotion in messages affects an individual’s decision making and the distribution of 

information. The next section will justify the exploration of discrete emotions in 

disinformation as a tool of manipulation. 

 

 

3.2.2 Effects of discrete emotion in messages 

 

The presence of emotion in messages influences humans at the individual level, affecting 

their decision making and opinion formation (Nabi, 2003; Lecheler & de Vreese, 2019). 

Experiments which demonstrate this influence are conducted within communication 

disciplines, predominantly media framing, public health communication, marketing, and 

political campaigning. The use of emotional appeals, forms of communication which intend 

to elicit an emotional response, are widely noted within public health education 

(Tannenbaum, 2015) and political campaigning (Brader, 2006) to have an effect on viewers 

judgments and behaviours.  Brader (2006) argues that within the context of politics, 

emotional appeals ‘can influence the participation and choices of viewers in distinct ways 

[emphasis mine]’ (Brader, 2006: 13). In this section, we will demonstrate the effects of 

emotion in information through research in media framing.  

 

Framing. Framing, ‘the way in which information is presented, or the perspective taken in a 

message’ also influences the responses individuals will have to an issue at hand (Nabi, 2003). 

Framing does not have one single agreed upon definition, although some scholars specify 

several criteria that must be met. A frame must have identifiable conceptual and linguistic 

characteristics, should be commonly observed in journalistic practices, must possess 

representational validity, and must not be merely a figment of the researcher's imagination 



 

 

(Cappelle & Jamieson, 1997: 47, 89; from Lecheler & de Vreese, 2019). Frames may be 

issue-specific or general, and some of the most common generic frames include ‘conflict’, 

‘human interest’, ‘attribution of responsibility’, and ‘morality’ (Semetko & Valkenburg, 

2000; from Lecheler & de Vreese, 2019). Unfortunately within disinformation, news frames 

are seldom explored and occur within the literature as part of a larger case study (e.g. the 

‘War on Terror’ news frames in Lewandowsky et al., 2013). However as disinformation is a 

type of information, and frequently imitates news stories, general news framing theory is 

easily applicable to disinformation.  

 

 

3.2.3 Emotion-as-frames model 

 

News frames have been shown to affect the interpretation of issues, cognition, attitudes, and 

behaviour (Lecheler & de Vreese, 2019; Chong & Druckman, 2007). While much of the 

literature on news framing effects has focused on cognitive effects, recent research has 

documented the existence and influence of emotionally evocative frames (Nabi, 2003; 

Kuhne, 2014; de los Santos & Nabi, 2019). Nabi’s (2003) emotion-as-frames model (EFM) 

proposes that emotions are themselves frames, incorporated into messages via information 

associated with particular appraisal patterns. Her model draws heavily from the appraisal 

tendency framework discussed in the previous chapter and generally follows two steps: 

appraisal to emotion and emotion to action tendency (Lerner & Keltner, 2000; Nabi, 2003). 

For example, fear may be elicited through a news story if there is a perceived threat to an 

individual’s safety or if the story lacks a causal factor for an event. Once the emotion 

associated with the specific appraisal pattern is evoked, the emotion’s associated action 

tendencies guide information processing, influencing what information is accessible, attended 



 

 

to, and relevant for attitude formation and decision making. Kuhne (2014) put forward a 

more complex model incorporating more cognitive elements alongside the emotional aspects 

of framing effects. In addition to Nabi’s (2003) two steps, Kuhne includes a preliminary step 

in which news frames produce certain appraisals. Further, he includes moderators of 

cognitive framing effects such as prior knowledge and attitudes towards specific issues. 

Although cognition and emotion are difficult to separate as they are two halves of the same 

coin, for the purposes of this study we will use Nabi’s (2003) emotion-as-frames model. 

Because the focus of this study is an exploratory analysis of emotion in disinformation and 

not an analysis of framing effects, the EFM is most appropriate due to its simplicity and focus 

on discrete emotions.  

 

Recent empirical framing studies support the emotion-as-frames model (EFM); news frames 

which elicit emotions and corresponding emotional reactions are found to influence opinion 

formation (Nabi, 2003; Kim & Cameron, 2011; Goodall et al., 2013; Hasell & Weeks, 2016; 

Kühne & Schemer, 2015). Most emotion framing experiments follow a general design. First, 

participants in an experimental group engage in some sort of emotion-inducing activity, in 

most studies they read a passage that is supposed to evoke a discrete emotional response. 

Control participants will engage in some sort of neutral activity. Afterwards, participants 

respond to an emotion manipulation check to make sure that the emotion in question is 

indeed experienced by the participant. Next, participants in both the experimental and control 

groups engage in an activity (generally reading another passage) and respond to questions 

regarding their specific judgements and decisions. As a test of the EFM, attitudes about drunk 

driving were affected by an experimental emotion manipulation; angry participants were 

more likely to favour retributive policies while fearful participants preferred protective 

solutions (Nabi, 2003). Subsequent studies have found significant differences in information 



 

 

processing and opinion formations following the manipulation of different emotional frames 

(Kühne & Schemer, 2015; Kim & Cameron, 2011). Most often, negatively valenced 

emotional frames are explored (e.g. anger, fear, sadness), but researchers have found that 

empathy (Gross, 2008), humour (Skurka et al., 2018), enthusiasm (Lecheler et al., 2013) and 

hope (Nabi & Prestin, 2017) as emotional frames possess varying effects on policy 

preferences and opinion formations.  

 

 

3.2.4 Conclusion 

 

While much of the literature asserts that the use of emotion in disinformation is rampant and 

a significant feature of foreign influence, there is limited research fully exploring the use of 

discrete emotions in disinformation. Russian disinformation, especially on Twitter is rife with 

emotional content. In news framing theory, emotion evoked from a message may itself be 

considered a frame, and as such, the emotion-as-frames model is applied to the study of 

Russian disinformation.  

 

 

Chapter 4 Russian Disinformation and the Emotion-as-Frames Model 

 

 

 

 

4.1 Tweets as Emotions 

 

As this study analyses Russian disinformation on Twitter, we need to determine whether 

tweets can be emotional frames. Empirical evidence of the emotion-as-frames model has 



 

 

generally manipulated ‘news’ text of around 300 words as their emotional frame (e.g. Nabi, 

2003; Kim & Cameron, 2011). However recent studies show that emotional frames also exist 

in shorter text, such as tweets. In case studies of specific events such as the Vancouver riots 

and the Egyptian uprising, researchers outline how emotion and news framing often overlap, 

and some news frames exist as emotions themselves (Burch et al., 2015; Meraz & 

Papacharissi, 2013; Harlow & Johnson, 2011). Chilek (2017) found that tweets that use fear, 

sadness, surprise, or trust positively influence ‘pass along’ behaviour. A further study 

demonstrates that positive and negative emotions are able transfer to other individuals on 

social media (Kramer et al., 2014). In a now ethically-dubious experiment, Kramer et al 

(2014) manipulated the levels of positive and negative content on individual Facebook 

newsfeeds of 689K individuals. They identified that when positive expressions were reduced, 

people produced more negative posts and fewer positive posts; and vice-versa when negative 

expressions were reduced. Although tweets are 140 characters long and seemingly 

inconsequential, research suggests that tweets containing emotion do affect their readers. 

Accordingly, the emotion-as-frames model is a useful tool to identify emotions in Russian 

disinformation tweets and how this may manipulate opinion formation and decision making.  

 

 

4.1.1 Operationalising disinformation 

 



 

 

The present study defines disinformation as misleading information which has the intentional 

function to mislead. To cover the full extent of this definition, tweet information should be 

misleading, and come from a source which intends to mislead. However in practice Russian 

disinformation, especially on Twitter, is difficult to detect and label. Tweets which are 

misleading to one user, may not be towards another. Rather than trying to normatively judge 

what information is objectively misleading, the present study will focus on user intents to 

mislead.  

 

As such, to operationalise disinformation on Twitter the present study will assess tweet 

information from a source who’s intentional function is to mislead - the Internet Research 

Agency (IRA). The IRA is a Russian company of ‘professional trolls’ based in St. Petersburg 

(US National Intelligence Council, 2017). As early as 2014, the organisation’s strategic goal 

was to ‘sow discord in the U.S. political system, including the 2016 US presidential election 

(US v. Internet Research Agency, 2018).’ The IRA sought to, among other things, to conduct 

‘information warfare against the United States of America through fictitious U.S. personas on 

social media platforms and other Internet-based media’ (US v. Internet Research Agency, 

2018). According to the February 2018 indictment by the Special Counsel’s office the IRA 

was ‘organised into departments, including a graphics department, a data analysis 

department, a search-engine optimisation department, and an information-technology 



 

 

department (Spangher et al., 2018). The US intelligence community reports that the IRA 

operations were ordered directly from the President of the Russian Federation and was also in 

part focused on undermining Western democratic institutions (US National Intelligence 

Council, 2017). The overall assessment of the US intelligence community is that the IRA is 

tied to the Russian President through its financier who is a ‘close Putin ally with ties to 

Russian intelligence (US National Intelligence Council, 2017).’  

 

Tweet information from the IRA has been previously used as a proxy for studying Russian 

disinformation (Miller, 2019; Zannettou et al., 2019; Xia et al., 2019), Russian ‘fake news’ 

(Badawy et al., 2018) and Russian information operations (Arif et al., 2018). Since Twitter 

has made IRA content openly available to researchers, the academic community has begun to 

characterise the IRA and its disinformation strategies.    

 

 

 

4.1.2 IRA Strategy on Twitter  

 

IRA tweets have been found to be linguistically distinct from the tweets of genuine users on 

Twitter, and tweets are carefully constructed in an intentionally deceptive manner (Boyd et 

al., 2018). A lot of studies note one general strategy of IRA or other Russian-state sponsored 

accounts to pretend to be genuine local news outlets (Farkas & Bastos, 2018; Zannettou et al., 



 

 

2018). In an IRA dataset released by Twitter in 2017, the most prevalent topics covered were 

local affairs (encompassing news related to specific cities or municipalities), politics, crime, 

economy, and entertainment (Farkas & Bastos, 2018). The local news content had a bias 

towards news items in the crime section and issues surrounding public safety (Farkas & 

Bastos, 2018). Researchers further noticed that the fake local news outlets were biased 

towards amplifying issues around public security, (particularly crime) but also fatal accidents 

and natural disasters (Farkas & Bastos, 2018). In a dataset released by Twitter in 2018, 

researchers analysed tweets containing hyperlinks and found that the IRA relied heavily on 

genuine local news sources when sharing content (Yin et al., 2018). 30% of all URLs the IRA 

posted were linked to local media outlets (Yin et al., 2018). The researchers note that this 

may be due to the fact that Americans tend to trust local media more than any other media 

type. 

 

Topics covered.  Miller (2019) looked at the topics that were discussed in tweets from 3,814 

Twitter accounts associated with the Russia-based Internet Research Agency (Miller, 2019). 

In the 2018 dataset, Miller (2019) found that the majority of topics referenced political 

concepts. Of the topics mentioned, it is unsurprising Trump and his campaign was featured 

heavily in this data (just under 20% of the data). However, Trump-related messages were not 

the majority of topics indicating that the common perspective of IRA meddling as being 



 

 

solely pro-Trump is a simplified outlook (Miller, 2019). Interestingly, the number of topics 

related to Clinton and Trump were relatively equal, although Clinton-related messages 

contained overwhelmingly negative word content (Miller, 2019). The IRA tweet corpus 

contained a host of both conservative and progressive political topics, but there was 

significantly higher levels of conservative hashtags use than liberal/progressive hashtags use 

(Miller, 2019). Other topics of interest contained topics related to refugees and border issues, 

former President Obama, black lives matter movement/black power movements, Christain 

language, and topics concern Russia and/or Putin (Miller, 2019). Miller’s (2019) topic 

models suggest that the corpus was more anti-Hillary than pro-Trump.  

 

 

 

 

4.2 Emotion in IRA Tweets 

 

Previous research on emotionality and sentiment of IRA tweets suggests that it exists, but not 

to an enormous extent. In the 2017 dataset, Farkos and Bastos (2018) manually coded IRA 

tweets for high emotionality and found only 10% of the tweets comprising of highly 

emotional statements. In another study on the 2017 dataset, researchers sourced Amazon’s 

Mechanical Turk and had individuals rate IRA-linked tweets along a dimension of emotional 

intensity (neutral, low, medium, high, and very high) (Spangher et al., 2018). The researchers 



 

 

found nearly 42% of tweets to be labelled ‘neutral’ and approximately 20% to be labelled 

high or very high. However, when looking at the tweets that received more traffic on Twitter, 

content with medium and high emotional valence which received the most traffic (Spangher 

et al., 2018). The reason for such low emotionality may be that some IRA Twitter accounts 

were strung to garner credibility and engagement. Researchers call them ‘sleeper’ accounts as 

they are politically inactive, and once these accounts are needed, they may become more 

emotionally intense and political, already having the followers and credibility as a genuine 

user. Still, one fifth of the corpus generating high or very emotional content is still decent. 

 

To the best of my knowledge, only one other study has specifically analysed the emotion of 

IRA tweets. Miller (2019) conducted a temporal emotion analysis of the IRA-linked tweets 

and found that the IRA increasingly used aggressive language on social media during and 

immediately preceding the 2016 election. During the months before the election, the overall 

number of aggressive words in the corpus increased in quantity (Miller, 2019). Further, the 

number of anger and fear-associated words in the corpus was highly concentrated around the 

window of the election (Miller, 2019). From Miller’s (2019) study, we know that anger and 

fear exist in IRA tweets. However, Miller (2019) did not report on any other emotions, or the 

degree of their existence within the IRA tweet corpus, just their change over time. Pushing 

forward Miller’s (2019) research, the present study will analyse the presence of each emotion 



 

 

that exists in Plutchik’s wheel of emotions (fear, anger, sadness, surprise, trust, disgust, joy, 

and anticipation). As such, we will attempt to answer the research question:  

 

RQ1: What emotions exist in Russian disinformation?  

 

RQ2: Are certain discrete emotions more prevalent than others in Russian disinformation 

(IRA) on Twitter?  

 

Studies from framing theory disproportionately focus on fear and anger. Although we have 

no specific predictions with regards to which emotions may be most common,  having 

analysed the presence of specific emotions, it will be interesting to note whether specific 

themes emerged within discrete emotions. This would take the research a bit further, and 

could provide insight into the framing of political issues by the IRA. This leads us to our 

second research question: 

 

RQ2: Are certain topics/themes discussed via specific discrete emotions? 

 

Under the emotions as frames model, an appeal to specific emotions within specific 

topics/themes would suggest that Russian disinformation actors engage in a strategy tied to 

emotional appeals.  

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter 5 Research Design and Methodology 

 

This study addresses the presence of emotion in Russian disinformation through a mixed 

methods design. More specifically, we used an explanatory sequential mixed methods design 

in which tweets were assigned to emotion categories through a quantitative phase. 

Subsequently,  themes within the emotion categories were produced by a qualitative content 



 

 

analysis. This method was particularly useful for the present study because it allowed us to 

contextualise the emotion categories determined by the quantitative analysis.  

 

In this chapter, we address the research design, provide an overview of the data material, and 

discuss both the quantitative and qualitative research methodologies. Lastly, we present the 

limitations of our analysis, how we attempted to alleviate those limitations, and identify the 

study’s strengths.  

 

 

5.1 Research Design  

 

The aim of the present study is to explore the presence of emotion in Russian disinformation 

on Twitter through three related research questions: 

 

RQ1: What emotions exist in Russian disinformation (IRA) on Twitter?  

 

RQ2: Are certain discrete emotions more prevalent than others in Russian disinformation 

(IRA) on Twitter?  

 

RQ3: Do specific themes or topics emerge from discrete emotion categories in Russian 

disinformation (IRA) on Twitter?  

 



 

 

To address the study’s three research questions, we used an explanatory sequential mixed 

methods design. This research design is characterised by an initial quantitative phase, 

followed by a qualitative phase, and the two methods are integrated during an interpretation 

of the results (Creswell & Clark, 2018: 270-284; Kroll & Neri, 2009). We characterised the 

emotions of tweets via the quantitative phase (answering the first two research questions) and 

followed up with a qualitative analysis to explain and contextualise the quantitative results 

(answering the third research question) (Figure 3). Before outlining the methodology of the 

two phases, we will briefly give an overview of the data material. 



 

 

 

Figure 3. Present study research design  

 

 

 

5.1.1 Overview of the data material 

 

The present study used a dataset of tweets from IRA-made Twitter accounts, as identified by 

Twitter in October 2018 (Twitter Elections Integrity, 2019). The dataset is considered to be 

the most comprehensive empirical record of Russian disinformation troll activity on social 

media to date (Kim et al., 2019). Unfortunately, Twitter has not provided the collection and 



 

 

selection methodology of the IRA-labelled tweets. During testimony to US Congress, 

Twitter’s Acting General Counsel could only reveal that IRA-linked accounts were identified 

through information from ‘third party sources’ (Senate Committee on the Judiciary, 

Subcommittee on Crime and Terrorism, 2017). Therefore, the lack of clarity to the 

identification of the IRA tweets is an unavoidable limitation of the present study. Given 

Twitter’s technical expertise, reputation, and the use of the dataset in previous academic 

works (Zannettou et al., 2018; Kim et al., 2019; Miller, 2019), we assess the dataset is 

reliable for the present study.  

 

The dataset itself consists of 9 million tweets from Twitter’s Elections Integrity (2019) 

campaign. Out of over 9 million tweets, only IRA tweets posted in English were analysed, 

relying on the metadata accompanying each tweet in the dataset to filter out non-English 

tweets. Duplicate tweets and retweets were removed as we assessed the content of unique 

tweets, and repetitions of tweets may have skewed the results. This pre-processing measure 

resulted in 1,599,367 (1.6 million) tweets.  

 

 

5.2 Quantitative Phase: Detection of Discrete Emotions 

 

To detect discrete emotions of the IRA tweets we used a variant of sentiment analysis, called 

emotion analysis. Generally, there are two approaches to automatically detecting emotion 



 

 

through text; a machine learning and a lexicon-based approach (D’Andrea et al., 2015; 

Taboada et al., 2011). The present study employed a lexicon-based approach in which a 

previously made emotion lexicon was used to compare the words in tweets. Emotion lexicons 

are lists of words with prior associations to discrete emotions (in our case, Plutchik’s 8 basic 

emotions). The idea behind the lexicon-based approach is quite simple; words in the research 

text are compared to words with pre-assigned emotions from a lexicon. Since the creation of 

a lexicon is the central part of the lexicon-based approach and vastly influences the analysis, 

its selection is crucial to our investigation.  

 

The lexicon we adopted is the National Research Council of Canada’s (NRC) Emotion 

Lexicon developed by Mohammad & Turney (2010). The NRC Emotion Lexicon consists of 

14,182 words and their accompanying emotion associations (anger, trust, fear, joy, sadness, 

surprise, disgust, and anticipation) (Mohammad & Turney, 2010; 2013). The lexicon applies 

Plutchik’s 8 basic emotions because unlike Ekman’s six emotions, Plutchik’s emotions are 

not composed of mostly negative emotions (Mohammad & Turney, 2013). To obtain the text-

emotion associations, researchers paid participants via Amazon’s Mechanical Turk to 

associate a word with a discrete emotion (Mohammad & Turney, 2010). It was possible for 

words to be associated with more than one emotion. For example, the word ‘advice’ was only 

associated with the emotion ‘trust’ whereas the word ‘avalanche’ was associated with the 



 

 

emotions ‘fear,’ ‘sadness,’ and ‘surprise.’ Figure 4 illustrates the portion of the total number 

of words associated with each emotion and Table 2 shows the exact number of emotion-

related words in the dataset. As the numbers are not even, we took into account the 

percentage of emotion-related words in the NRC lexicon when analysing the frequency of 

emotions in the IRA tweet dataset. For a detailed description of the methods used to obtain 

the word-emotion associations, please see Mohammad and Turney (2010; 2013).  

 

 

 Figure 4. NRC Emotion Lexicon visual representation  

 
 

 

 

Table 2. Exact number of words associated to each emotion in the NRC Emotion Lexicon 

 
Fear Anger Trust Sadness Disgust Anticipation Joy 

Number of 

words 

1483 1250 1234 1195 1060 842 691 

Percent of the 

total lexicon 

10.5% 8.8% 8.7% 8.4% 7.5% 5.9% 4.9% 

 

 

 



 

 

 

5.2.1 Data Pre-processing  

 

We adopted several procedures to the tweet dataset before carrying out emotion analysis 

(Appendix A). First, each tweet was broken into ‘tokens’ comprising of words and other 

elements (such as hashtags and URL links), delineated by whitespace. Text on social media is 

a special challenge to tokenise because it includes many special elements (e.g. mentions and 

retweets), misspellings and abbreviations. As such, these considerations were dealt with 

accordingly in the methodology. For the following data pre-processing measures and 

subsequent emotion analysis we used R (3.6.0) and RStudio (1.2.1335) for Mac OS X. 

 

First, hyperlinks within tweets were removed as they do not contain any significant 

sentiment. Next, we used the R package ‘textclean’ developed by Tyler Rinker to replace 

abbreviations of slang words with their subsequent meanings (e.g. ‘omg’ replaced with ‘oh 

my god’). The function, ‘replace_internet_slang’, draws from a dataset of 175 slang terms 

and their meanings from Possel (2018). Next, we used the ‘replace_word_elongation’ 

function to fix words with elongated letters (e.g. ‘whyyyyy’ to ‘why’). As this is a slightly 

more complex function and is an augmented form of Armstrong & Fogarty’s (2007) 

algorithm, the full explanation of it is accessible in Rinker (2018). As emoticons and emojis 

are frequently used to show emotion, they were not removed. Here, emoticons and emojis 



 

 

were replaced with their word equivalent with functions from the ‘textclean’ package, 

‘replace_emoji’ and ‘replace_emoticon’ (e.g. :( was replaced with ‘frown’) (Rinker, 2018). 

Finally, the remaining punctuation and all non-ASCII characters were removed.  

 

 

5.2.2 Emotion Analysis  

 

Each token within a tweet was compared to each word in the NRC Emotion Lexicon 

(Appendix A). If a word within a tweet matched an emotion (from the NRC lexicon), that 

resulted in a tweet score of ‘1’ for the specific emotion. To increase the validity of the 

emotion analysis, only tweets with a score of 3 or more matching tokens were labelled under 

a specific emotion (See Table 3 for an example).  

 

 

Table 3. Example of the emotion tweet labelling procedure 

 
anger antip* disgust fear joy sad surprise 

‘arizona court reinstates death 

sentence for 1993 killing’ 

4 3 2 4 0 3  

Within this tweet, 4 words were associated with anger (‘court’, ‘death’, ‘sentence’, ‘killing’), 3 with anticipation, 2 with disgust, 

and so on. As the tweet needs at least 3 word-emotion associations to be labelled under an emotion category, the tweet was 

labelled under the emotions anger, anticipation, fear, and sadness. 

*anticipation 

 

 

 



 

 

 

To answer the first research question, we assessed whether tweets contained at least a score 

of 3 word-emotion associations for each emotion category. To answer the second research 

question, we standardised the numbers of tweets within each emotion category as not all 

emotions are represented equally in the NRC Lexicon. For this reason, the number of tweets 

within each emotion was divided by the total number of words within the emotion category in 

the NRC Emotion Lexicon (Figure 4).  

 

 

5.3 Qualitative phase: Summative content analysis 

 

Having established the emotion categories, we conducted a summative content analysis of 

each category to answer the third research question: 

 

RQ3:Do specific themes or topics emerge from discrete emotion categories in Russian 

disinformation (IRA) on Twitter?  

 

Compared to the previous quantitative phase, this phase was less structured and more 

exploratory in nature. Summative content analysis began with searches for the most 

commonly occurring words (and in the present study, bigrams) (Hsieh & Shannon, 2005). 

The purpose of detecting bigrams (pairs of consecutive words), was to get a better picture of 

the context of the most frequent words. 

 



 

 

Before we looked up the frequencies, we pre-processed the data once more (Miner et al., 

2012: 46). Tweets were again tokenised by using whitespace as token delimiters (Miner et al., 

2012: 47). Second, within each emotion category stop-words (words which carry a 

connecting function in the text such as prepositions and articles and do not generally have 

sentiment applied to them) were removed (Kolchyna et al., 2015). Some of the most common 

stop words included ‘is’, ‘at’, ‘the’, and ‘on’. Next, the top ten most frequent words and 

bigrams were extracted from each emotion category.  

 

To generate common themes within the emotion categories we utilised text mining 

techniques in RStudio to extract the most commonly used words and bigrams. Here we made 

the bag-of-words assumption in which the order of the words in tweets did not matter (Miner 

et al., 2012: 45). This one of the main strengths of text mining because we were able to use 

all of the words in each emotion category. Tweets within emotion categories were filtered 

through frequent words and bigrams and then coded by the researcher into themes. Themes 

emerged from coding multiple tweets and they summarised the bulk of each emotion 

category. This step allowed the researcher to address incidents of sarcasm, irony, and other 

subjective phenomena.  

 

 

 



 

 

5.4 Limitations 

 

We divide the present study’s limitations into two categories; conceptual and methodological. 

First, we address the conceptual issue of operationalising Russian disinformation. As 

previously mentioned, Twitter’s dataset lacks transparency in how the IRA tweets were 

distinguished from the tweets of genuine users (Twitter Elections Integrity, 2019). Due to the 

clandestine nature of Russian disinformation, this dataset is the most accessible way to 

approach our research aims. Previous academic scholars have also had to accept this 

limitation (Zannettou et al., 2018; Kim et al., 2019; Miller, 2019), and given Twitter’s 

expertise and reputation we deemed the dataset reliable for research.  

 

Second, we address another operationalisation issue: the presence of subjective emotion in 

text. Emotion is inherently subjective and as we approach this study from a constructivist 

epistemological position, emotion varies not only among individuals, but also across social 

contexts. This is an ongoing issue within computational linguistics and beyond the limits of 

this thesis to provide a solution. We accept this as a limitation, but argue that the presence of 

an extremely large dataset increases the validity of emotion analysis. With a tweet corpus of 

1.5 million tweets, tweet outliers were diluted in the aggregate, and the emotion analysis 

methodology is sufficiently moderate. 

 



 

 

Moreover, emotion analysis of tweets brings new limitations and challenges. Tweets are 

limited in length and tend to have many misspellings, slang terms, and shortened forms of 

words (Kiritchenko et al., 2014). This is why preprocessing is so important as the conversion 

of raw, messy data to a structured format is the most time-consuming step. Text within a 

specific domain may change due to the surrounding contextual factors. Additionally, online 

discussions often contain irony and sarcastic sentences which, when automatically coded, 

lose their subjectivity. That being said, the present study incorporated a mixed methods 

design to reduce these limitations by including qualitative methodology; the summative 

content analysis (Hsieh & Shannon, 2005). By including a researcher-coded approach to the 

tweets, instances of irony and sarcasm were managed appropriately.  

 

A final limitation was the methodology’s lack of negations handling due to limits in 

researcher coding abilities. Negations handling is important as it converts the sentiment of 

text from positive to negative using special words (e.g. not, don’t). The whole sentiment of 

text may be changed with the addition of a negation. However, given the 3 word-emotion 

association minimum for tweet inclusion in an emotion category, this should have offset the 

lack of negations handling.  

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

Chapter 6 Results 

 

This chapter presents the results from both the quantitative and qualitative methodologies. 

Results demonstrate the presence of all 8 of Plutchik’s emotions in the IRA tweets dataset, 

with fear and anger categories topping the list by a large margin. Summative content analysis 

showcases the different themes among the 8 emotion categories, with several themes 

overlapping across emotions. This chapter is organised first by the type of methodology 

(quantitative and qualitative) and within the qualitative results section, by emotion category.  

 

 

6.1 Emotion Analysis Results 

 

The present study found evidence of all of Plutchik’s 8 emotions in the IRA tweet dataset. 

According to our operationalisation of an emotionally framed tweet (at least 3 word-emotion 

associations), approximately 5% of the total IRA tweet corpus was emotionally framed 

(Table 4).  

 



 

 

 

Table 4. Total number of tweets in each emotion category 

 Total number of tweets Percent of total tweet  

corpus 

Fear 31,318 2% 

Anger 14,548 1% 

Trust 9,961 1% 

Sadness 8,070 1% 

Anticipation 7,700 <1% 

Joy 5,352 <1% 

Disgust 2,921 <1% 

Surprise 1,991 <1% 

 

 

 

 

Fear outranked all other emotions in our analysis, even when emotion categories were 

standardised. Second in place was anger, yet with approximately half the amount of tweets as 

the fear category. The subsequent categories (in order) were anticipation, trust, joy, sadness, 

disgust, and surprise (Table 5). 

 

 

Table 5. Emotion tweets ranked 

 Total tweets/number of word-emotion associations in 

NRC lexicon 

Fear 21.1 

Anger 11.6 



 

 

Anticipation 9.1 

Trust 8.1 

Joy 7.8 

Sadness 6.8 

Disgust 2.8 

Surprise 2.2 

 

 

 

 

 

6.2 Summative content analysis results (by emotion category) 

 

6.2.1 Fear Category Analysis 

 

Figure 5. Fear category word cloud 

 

 



 

 

 

Crime news. Tweets within this theme consisted of local and breaking news overly focused 

on shootings involved with the police. Due to the amount of ‘police’ word frequencies, we 

also looked at the likely word associations with the word police. Within the fear category, the 

word ‘police’ was mostly associated with words ‘officer’, ‘say’, ‘suspect’, ‘shot’, ‘shooting’, 

and ‘arrest.’ Tweets were worded as news bites written in the third person and most likely 

accompanied URLs linking to news stories. Other crimes associated in this category were 

armed robberies, car crashes, and terror attacks (bomb threats).  

 

Violence towards police/ Police shooting. Under the bigram ‘police officer’, tweets with the 

most fear emotion word associations discussed news about the shooting or killing of police 

officers (i.e. harm inflicted onto police officers). Within the ‘police say’ bigram, tweets 

contained information mainly around the harm of civilians, as reported by police.  

 

Weight loss. Tweets in this theme conveyed how users ‘hate feeling like [they] need to lose 

weight’ and desires for losing weight. Tweets mentioned tips on losing weight, problems with 

losing weight, and a general wish to lose weight. Within this theme, tweets were apolitical, 

very informal, and written in the first person.  

 



 

 

Terror attack. Many tweets reported breaking news stories regarding terror attacks. Tweets 

were again worded as news bites in the third person and consisted of police warnings about 

terror threats, punishments for terrorism, and current developments during a terror attack. If 

the type of terror attack was described it mainly included jihadi and white nationalist 

terrorism. Tweets were not confined to the US and included news about terror attacks in 

Europe (London, Barcelona, Berlin, Manchester, and Paris), Canada, Turkey, Syria, and 

Pakistan. Interestingly, there were several tweets about Russia and their aim to ‘fight against 

terrorism’ in Syria alongside the Syrian government. Tweets also mentioned the 

#columbianchemical hashtag 128 times, which was a reported terror attack hoax in St. Mary 

Parish, Louisiana. Users under this hashtag wrote how they ‘fear for their life’ and spread 

news about the possible terror attack.  

 

 

Table 6. Frequencies of words and bigrams in fear category 

Word Frequency Bigram Frequency 

police 11218 fatal shooting 878 

news 6906 police say 762 

shooting 4677 world news 714 

suspect 4432 man accused 653 

man 4076 police officer 652 



 

 

death 2595 lose weight 622 

shot 2515 local news 570 

accused 2110 armed robbery 521 

fatal 2085 man shot 461 

court 1739 police shooting 425 

 

 

 

 

Table 7. Samples of tweets in fear category and their corresponding themes 

Tweets Coded Themes 

‘man accused of killing 2 palm springs 

police officers in ambush faces death 

penalty’ 

Violence towards police, Death penalty, 

Crime news 

‘police say fuck this guy and shoot 

homeless mentally ill man 14 times 

killing him’ 

Police shooting, Crime news 

‘this is the moment the parliament 

terror attack suspect is wheeled into 

an ambulance after being shot by 

police damn amish terrorist’ 

Terror attack, Police shooting 

‘church terror alert worshippers told 

to be vigilant as uk police warn of 

christmas attack’ 

Terror attack 

‘putin we will continue supporting the 

syrian government in the fight against 

terrorism’ 

Terror attack, Russia 



 

 

‘problem is i have a nice face im scared 

if i lose weight ill look like a rat 

buyiasotea’ 

Weight loss 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6.2.2 Anger Category Analysis 

 
 

 



 

 

Figure 6. Anger category frequent words cloud 

 

 

Crime news. Similar to the fear category, reported news of crimes was a popular theme for 

anger-related tweets. As ‘crime’ was the most frequently mentioned word, we looked at 

words frequently co-occurring with ‘crime.’ These included (in order) ‘man’, ‘cleveland’, 

‘blotter’, ‘police’, ‘akron’, and ‘hate’. Both Cleveland and Akron are cities in Ohio. Noting 

that crime was usually placed at the end of a tweet, it was a very likely choice for a hashtag.  

 

Politics. The word politics did not appear as a word used within tweets themselves, but was 

added on at the end, indicating that it was a very likely hashtag. The majority of tweets were 

news stories and likely contained URL links. Within this theme, tweets remarked on a variety 

of divisive social issues in the US. Gun violence was a major topic, and contained tweets 

which advocated for both the implementation of gun laws and the right to bear arms. For 

example, one tweet stated that the ‘loss of gun rights [is] more devastating than bullet 

wounds.’ Another common issue was abortion as tweets reported on a ‘faithbased birth 

control mandate’ and ‘restictive texas abortion laws.’ Further, immigration was common as 

tweets reported on the deportation of undocumented immigrants, and ‘immigrants in america 

held hostage.’ Other issues included LGBT proposals, terrorism, violent crime, domestic 



 

 

abuse, and the Fukushima Daiichi Accident. Tweets represented both liberal and conservative 

views. 

 

Death penalty. Under the ‘supreme court’ bigram, most of the tweets concerned upholding 

sex offender registration laws and news regarding the death penalty. News stories about the 

death penalty were overall neutral (not pro or anti-death penalty) and news were widespread 

across the US - states included Ohio, Texas, Florida, Kansas, Missouri, and Illinois. News 

regarding the death penalty was also very prevalent in the politics theme.  

 

Terror attack. This theme was very similar to the terror attack theme in the fear category. 

Tweets within this theme reported breaking news about terror attacks in the US, Europe, and 

Canada and mainly included jihadi and white nationalist terror attacks. One common hashtag 

among these tweets was #islamkills. 

 

 

Table 8. Frequencies of words and bigrams in anger category 

Word Frequency Bigram Frequency 

crime 2649 man accused 523 

man 2490 pleads guilty 427 

news 2412 fatal shooting 422 

politics 2127 supreme court 331 

shooting 2073 death penalty 313 



 

 

death 1789 hate crime 208 

police 1578 world news 235 

accused 1546 accused killing 235 

court 1315 terrorist attack 220 

gun 1061 armed robbery 219 

 

 

 

 

 

Table 9. Samples of tweets in anger category and their corresponding themes 

Tweets Coded Themes 

‘supreme court rejects texas death 

row inmates appeal crime news’ 

Death penalty 

‘cleveland man accused in shooting 

death of 5monthold aavielle wakefield 

appears in court video holmes faces an 

aggravated crime’ 

Crime news 

‘carson doesnt support exceptions for 

abortions in rape incest politics’ 

Politics 

‘lisamurkowski lisa  all the terrorist 

attacks shock me it was a terrorist 

attack wasnt it columbianchemicals 

neverforget’ 

Terror attack 

 

 

 

 

 

 

 



 

 

6.2.3 Trust Category Analysis 

 
Figure 7. Trust frequent word cloud 

 

 

 

Police appreciation. There was a common theme under the ‘police officer’ bigram of news 

about heroic acts of police officers and praise for their service (Table XX). Within the police 

theme, the majority of tweets describe harm inflicted upon police officers rather than harm 

inflicted by police. Included in this theme were tweets about general respect for the law and 

law enforcement appreciation (including ICE). Illinois, Texas, and Ohio were the most 

mentioned states.  

 



 

 

Patriotism. The ‘god bless’ bigram consisted of the most thematically congruent tweets. 

Tweets praised the American flag, the military, and the police. In many tweets, users call 

each other ’patriots’, celebrate the 4th of July (US day of independence), and report proud 

feelings towards the US. Although there were a few critical tweets about Trump, the majority 

were pro-Trump and many thanked President Trump for his support of the military and 

police.  

 

Table 10. Frequencies of words and bigrams in trust category 

Word Frequency Bigram Frequency 

police 1668 police officer 367 

news 1476 white house 231 

top 806 attorney general 213 

president 781 god bless 226 

trump 719 world news 152 

white 619 president trump 146 

school 616 local news 125 

officer 607 high school 120 

county 575 united states 89 

good 546 police say 88 

 

 

 

 

 



 

 

Table 11. Samples of tweets in trust category and their corresponding themes 

Tweets Coded Themes 

‘god bless our soldiers they are the 

elite of our nation and the guarantee 

of our freedom’ 

Patriotism, Military appreciation 

‘god bless the police lets pray well 

never hear about new assassinations 

on our law enforcement officers’ 

Police appreciation 

‘good morning patriots fly our 

wonderful flag high and proud god 

bless america’ 

Patriotism 

‘i am proud of police officers who do 

their job for such little pay and such 

little appreciation’ 

Police appreciation 

 

 

 

 

 



 

 

6.2.4 Sadness Category Analysis

 

Figure 8. Sadness category frequent word cloud 

 

 

Death penalty. Within the ‘death penalty’ bigram, the majority of tweets mention cases with 

charges of the death penalty, and a couple of tweets mention the case of the Boston marathon 

bomber and a possible death penalty. The majority of the tweets appear to be news items and 

likely contained links to news sources.  

 

Weight loss. Users in this theme stressed how much they aspire to lose weight, are hateful 

towards their bodies and are communicating tips on losing weight. Within this theme, the 



 

 

tweets were less formal and personal. Unlike the death penalty theme, the tweets were mostly 

written in first-person.  

 

Violence towards black men. Within this theme, there were lots of tweets about a police 

killing of a mentally ill black man in Brooklyn. In addition, the majority of tweets 

communicated news about police violence towards black men and unjust treatment in prison. 

Also within this theme were news about instances of racial discrimination and possible hate 

crime charges. The majority of tweets were news items and in the third person.  

 

 

Table 12. Frequencies of words and bigrams/trigrams in sadness category 

Word Frequency Bigram/Trigram Frequency 

news 1264 lose weight 792 

death 1168 pleads guilty 258 

weight 1093 weight loss 247 

man 933 death penalty 217 

lose 886 found guilty 129 

black 807 black man 127 

case 787 fatal crash 117 

guilty 687 new orleans 93 

crash 637 need lose weight 90 

murder 617 local news 88 



 

 

 

 

 

 

Table 13. Sample of tweets in sadness category and their corresponding themes 

Tweets Coded Themes 

‘on the 50th anniversary of king 

assassination nyc police shot and 

killed a mentally ill black man in 

crown heights brooklyn he had a 

shower head in his hand’ 

Violence towards black men 

‘all i want in life is to lose weight and 

gain money yet instead here i am 

gaining weight and losing money’ 

Weight loss 

‘accused shooter in death penalty trial 

was ready to kill news’ 

Death penalty 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

6.2.5 Anticipation Category Analysis 

 

Figure 9. Anticipation frequent word cloud 

 

 

Patriotism. Under the ‘god bless’ bigram, the majority of tweets espouse patriotic views; 

suggesting to praise the American flag and appreciate the police and military and ‘people 

who protect this country’. Alongside this, the majority of tweets were pro-Trump, suggesting 



 

 

that he ‘owns every narrative’ and praising his public appearances. Users call each other 

‘patriots’ and ‘fellow americans’, wish each other ‘happy sundays’, and praise the American 

flag. Within this theme, there were nods to Christianity, wishing users a ‘blessed sunday’ and 

notions of praying for police and for the military. 

 

White supremacy. Tweets within this category were mostly against white supremacy and 

mostly anti-Trump. Several tweets stated that President Trump and the White House spread 

and legitimated white supremacy and others argued that the Democrats invented white 

supremacy. The majority of tweets were informal and opinionated and commonly responded 

to current events (e.g. Charlottesville Unite the Right rally and reactions to Trump). De blasio 

was frequent mentioned within this theme as tweets stated that he called ‘63 million trump 

supporters a white supremacist movement.’  

 

 

Table 14. Frequencies of words and bigrams in anticipation category 

Word Frequency Bigram Frequency 

news 1060 god bless 283 

time 911 white house 221 

top 793 make money 160 

good 781 supreme court 144 

money 636 world news 126 



 

 

white 605 happy birthday 105 

god 568 good morning 90 

court 533 white supremacist 83 

watch 504 lose weight 82 

death 481 de blasio 76 

 

 

 

 

 

Table 15. Samples of tweets in anticipation category and their corresponding themes 

Tweets Coded Themes 

‘bannon is out but trump white house 

spreads white supremacy and hate 

time to purge racially divisive forces 

inside the wh rootoutracism’ 

White supremacy 

‘we wont let some hateful extremists 

blacken the name of our protectors we 

stand with our cops god bless america’ 

Pro-police 

‘it feels great to finally have a 

president that respects the military 

god bless president trump maga’ 

Pro-Trump, Patriotism 

‘i am ready to fight for america god 

bless america instotus patriots patriot 

conservative politics’ 

Patriotism 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

6.2.6 Joy Category Analysis  

 

 
 

Figure 10. Joy category frequent word cloud 

 

 

 

Inspirational messages. The word ‘love’ was related to messages about romance, parenting, 

religious inspirational messages, and general inspirational messages. Under the ‘god bless’ 



 

 

bigram there were messages about American as the best country in the world. ‘Lose weight’ 

renders positive and inspirational messages of weight loss and ‘make money’ about making 

money. 

 

Crime news. Under ‘found safe’ there were mainly news stories of children and who were 

found safe after being missing. The ‘oh my god’ trigram rendered several tweets inconsistent 

with the joy category as many contained negations, sarcasm and irony. For example, there 

were several tweets which concerned the possible poisoning of store-bought turkeys during 

Thanksgiving and blaming Koch Farms.  

 

Patriotism. Under the ‘white house’ bigram, tweets were mostly feel-good messages about 

Trump, Obama, and previous political leaders. The ‘god bless america’ trigram renders 

patriotic posts celebrating the 4th of July, praising the American flag and military, and calls 

other users ‘patriots’.  

 

 

Table 16. Frequencies of words and bigrams/trigrams in joy category 

Word Frequency Bigram/Trigram Frequency 

love 806 god bless 343 

god 697 make money 157 

good 683 lose weight 152 



 

 

happy 527 happy birthday 123 

news 476 happy thanksgiving 95 

money 459 good morning 87 

bless 362 oh my god 81 

entertainment 340 white house 76 

laughing 335 found safe 71 

found 314 god bless america 69 

 

 

 

 

 

Table 17. Samples of tweets in joy category and their corresponding themes 

Tweets Coded Themes 

‘every time you smile at someone it is 

an action of love a gift to that person a 

beautiful thing mother teresa’ 

Inspirational message 

‘good morning patriots let the sun 

always shine upon our wonderful land 

god bless america’ 

Inspirational message, Patriotism 

‘happy thanksgiving thanks god ive 

got allergy to a turkey kochfarms cant 

poison me’ 

Crime news 

‘missing ohio toddler found safe with 

mother reports say’ 

Crime news 

 

 

 

 



 

 

 

 

 

 

 

 

6.2.7 Disgust Category Analysis 

 

Figure 11. Disgust frequent word cloud 

 



 

 

Weight loss. Within the ‘lose weight’ bigram, the majority of tweets highlighted user 

insecurities about losing weight. Tweets mentioned tips on losing weight, problems with 

losing weight, and a general wish to lose weight. Within this theme, tweets were apolitical, 

very informal, and written in the first person.  

 

Anti-McCain. All tweets surrounding John McCain were negative. Many tweets used foul 

language to insult him and called him a ‘traitor’, a ‘rat’, ‘jealous’, and a ‘liar.’ The majority 

of tweets did not read like news stories, but rather as opinions of John McCain. When a few 

tweets within this category mentioned Trump, they were overtly pro-Trump.  

 

Murder news. Within the ‘death’ and ‘murder’ word frequencies, tweets commonly reported 

crimes involving rape, shootings, murder, and death. Several tweets reported violent crimes 

perpetrated by ‘illegal aliens.’ Tweets were written as news bites and likely contained URLs 

to the reported news stories.  

 

Special counsel/Anti-Mueller. Tweets which mentioned the special counsel called it an 

‘abuse of power’ or ‘gross abuse.’ Robert Mueller was frequently insulted as a ‘witchhunter’, 

‘pathetic’, a ‘dirty cop’, and a ‘swamp creature.’ Within this theme, tweets were all negative 

and opposed to the special counsel and Robert Mueller. When Russia was mentioned, users 

called the investigation a ‘fake russia lie’ concocted by the US Democrats.  



 

 

 

 

Table 18. Frequencies of words and bigrams in disgust category 

Word Frequency Bigram Frequency 

weight 785 lose weight 737 

lose 777 john mccain 104 

death 367 need lose 103 

trump 309 gross abuse 82 

fat 261 special counsel 82 

hate 220 traitor john mccain 82 

news 208 counsel gross abuse 80 

john 184 lawyer rips special 77 

just 176 swamp creature 75 

murder 170 deep state 72 

 

 

 

 

 

Table 19. Samples of tweets in disgust category and their corresponding themes 

Tweets Coded Themes 

‘i have a great idea you wanna lose 

weight get your fat ass up and go to 

the damn gym deanmachine’ 

Weight loss 

‘illegal alien beats 4 year old child to 

death in denver  judge calls it the most 

violent child murder she has seen’ 

Murder news, Immigration 



 

 

‘traitor mccain goes on face the nation 

2 trash trump over bogus russian 

hackers john mccain still believes that 

his opinion really matters’ 

Anti-Mccain 

‘dobbs  nasty swamp creature mueller 

assembling clinton team in trump 

coup’ 

Special counsel, Anti-Mueller 

 

 

 

 

 

 

 

 

 

 

6.2.8 Surprise Category Analysis 

 

 



 

 

 

Weight loss. Users tweeted about wanting to lose weight and tips on losing weight. In 

contrast with tweets in other themes the content was very informal and written in the first 

person.  

 

Pro-/Anti- Trump. Under the ‘trump supporters’ bigram, tweets communicated hate crime 

hoaxes and violence towards Trump supporters. Within this category, there was a mix of both 

pro-Trump and anti-Trump tweets. Pro-trump tweets expressed how Trump is a businessman 

able to earn money while anti-Trump tweets communicated news stories about Trump’s 

inability to serve the US as President. There were also a lot of tweets about Missouri senator 

Maria Chappelle-Nadal saying that she hopes Trump will be assassinated.  

 

Antifa. Many tweets communicated news about Antifa (anti-fascism group) and violence 

perpetrated by that group, especially towards Trump supporters. Several tweets conveyed 

sarcasm and irony about Antifa as a ‘peaceful’ and non-violent’ group, yet tweets stated that 

Antifa’s website calls upon protestors to ‘stab trump supporters.’  

 

 

Table 20. Frequencies of words and bigrams/trigrams in surprise category 

Word Frequency Bigram/Trigram Frequency 

trump 655 lose weight 410 

lose 454 trump supporters 79 



 

 

weight 438 trump won 73 

good 318 coup trump 71 

money 201 blm leader called 69 

death 178 violent coup 69 

horror 151 shock video 65 

hope 139 media silent 64 

video 128 antifa thugs 63 

vote 125 donald trump 54 

 

 

 

 

Table 21. Sample of tweets in surprise category and their corresponding themes 

Tweets Coded Themes 

‘another hate hoax muslim teen who 

claimed 3 drunk trump supporters 

called her a terrorist amp attacked her 

on the subway lied about it all’ 

Trump, Hate hoax 

‘today is sun 25 feb 2018  400 days 

into the worst presidency in the 

history of the  just another citizen of 

the world i too call for the resignation 

of donald trump  a corrupt erratic 

dishonest vindictive unstable man 

unfit to serve’ 

Anti-Trump 



 

 

‘rt joerodr36477397 will the ag 

jeffsessions finally go after the antifa 

terrorist groups sponsored by george 

soros or after trump support’ 

Antifa 

‘rt 614swat thanks donald trump 

business is the best its been in years 

im not only sick of winning im sick of 

all this money trum’ 

Pro-Trump 

 

 

 

 

 

 

6.3 Chapter Conclusion 

 

The results of the present study demonstrate the presence of all 8 of Plutchik’s emotions in 

the IRA tweets dataset; fear, anger, trust, sadness, anticipation, joy, disgust, and surprise. 

Fear was the most present emotion by a large margin; the next most frequent emotion, anger, 

was present in half as many tweets as fear. Through summative content analysis we 

showcased themes within the 8 different emotion categories. Fear, the most present category, 

contained themes of violence towards police, terror attacks and general reports about crime. 

Anger was most similar to fear, but produced more content on the state of the death penalty 

and didn’t include the popular theme ‘Weight loss.’ Trust, most similar to anticipation 

contained tweets which conveyed American patriotism and appreciation for the police and 



 

 

the military. While anticipation also contained the ‘Patriotism’ theme, this emotion category 

was more political as it also contained pro-Trump tweets. Although the joy category included 

patriotic tweets, it was one of the most apolitical emotion categories. The sadness category 

included themes of violence towards black men (only present in the sadness category), death 

penalty news, and ‘Weight loss’. Disgust, arguably the most political emotion category was 

fixed on anti-McCain sentiments and opposing the White House Special Counsel. Lastly, the 

surprise category focused on pro and anti-Trump sentiments, hate hoaxes, weight loss, and 

Antifa. 

 

In the next chapter we will discuss the results of both the quantitative and qualitative analyses 

and connect them with the larger disinformation literature.  

 

 

Table 22. Summary of themes in each emotion category 

 Themes 

Fear Crime news, Violence towards police, Police shooting, Terror 

attack, Weight loss 

Anger Crime news, Death penalty, Terror attack, Politics 

Trust Police appreciation, Patriotism, Military appreciation 

Sadness Death penalty, Weight loss, Violence towards black men 

Anticipation Patriotism, White supremacy, Pro-police, Pro-Trump 

Joy Inspirational messages, Crime news, Patriotism 



 

 

Disgust Weight loss, Anti-McCain, Murder news, Special counsel, Anti-

Mueller, Immigration 

Surprise Weight loss, Pro-Trump, Anti-Trump, Antifa, Hate hoax 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter 7 Discussion of Results 

 

The present study aimed to answer three interrelated research questions: 

 

RQ1: What emotions exist in Russian disinformation (IRA) on Twitter?  

 



 

 

We found presence of all 8 of Plutchik’s emotions in the IRA tweet corpus; fear, anger, trust, 

anticipation, sadness, joy, disgust, and surprise. Within the tweet corpus, approximately 5% 

of tweets belonged to a discrete emotional frame. This finding runs contrary to previous 

studies which found significantly higher degrees of emotion. Farkos and Bastos (2018) 

demonstrated that 10% of IRA tweets comprised of highly emotional statements. Spangher et 

al (2018) noted an even higher number of emotionality. After coding IRA tweets researchers 

found 42% of them ‘neutral’ and approximately 20% as ‘high’ or ‘very high’ in emotionality. 

This finding suggests that Russian disinformation may not be as highly emotionalised as 

previously thought, at least within IRA tweets.  

 

Another interpretation of this finding may be explained by differences in methodology. 

Farkos and Bastos (2018) and Spangher et al (2018) manually coded tweets for emotionality 

whereas the present study adopted quantitative emotion analysis. This lends us to ask the 

question of whether qualitative analyses overstate the levels of emotion or whether the 

present methodology was too stringent in assigning tweets to emotion categories.  

 

RQ2: Are certain discrete emotions more prevalent than others in Russian disinformation 

(IRA) on Twitter?  

 

Within the IRA tweet dataset, fear was by far the most prevalent emotion. The fear emotion 

category contained an abundance of crime-related news, and tweets related to developing or 

past terror attacks. This corroborates the findings of Farkas and Bastos (2018) who 

discovered IRA tweet bias towards issues around public security, (particularly crime), fatal 

accidents and natural disasters. Furthermore, the fear category possessed similar themes to 

the second most present emotion in the IRA dataset, anger. Both fear and anger contained 



 

 

themes of terror attacks and crime-related news. We noted that anger is a key emotion linked 

to political action, and unlike fear, the anger category possessed news related to politically 

divisive social issues in the US (Roseman, 2018).  

 

RQ3: Do specific themes or topics emerge from discrete emotion categories in Russian 

disinformation (IRA) on Twitter?  

 

 Yes, several distinct themes emerged in each emotion category. Within the fear category we 

witnessed themes of violence towards police, terror attacks and general reports about crime. 

Anger, while most similar to fear, additionally contained political content regarding 

immigration, abortion, and gun violence. Trust, most similar to anticipation contained tweets 

which conveyed American patriotism and appreciation for the police and the military. While 

anticipation also contained the ‘Patriotism’ theme, this emotion category was more political 

as it also contained pro-Trump tweets. Although the joy category included patriotic tweets, it 

was one of the most apolitical emotion categories. The sadness category included themes of 

violence towards black men (only present in the sadness category), death penalty news, and 

‘Weight loss’. Disgust, arguably the most political emotion category was fixed on anti-

McCain sentiments and opposing the White House Special Counsel. Lastly, the surprise 

category focused on pro and anti-Trump sentiments, hate hoaxes, weight loss, and Antifa. In 

addition to the themes  

 

 

Polarising news stories. Within many of the emotion categories, there were several political 

and  highly disseminated news stories. Within the surprise category, IRA tweets focused on 

Missouri senator Chappelle-Nadal, who appeared in a genuine news story in August of 2017 

(Wong & Bever, 2017; Oppenheim, 2017). Chappelle-Nadal, an outspoken critic of racial 



 

 

discrimination in the US,  criticised the shooting of Michael Brown in Ferguson in 2014 

(Oppenheim, 2017). In response to a comment on her Facebook page, she wrote ‘I hope 

Trump is assassinated!’ (Wong & Bever, 2017). This sparked outrage among the 

conservative voices in the US and IRA accounts took advantage and propagated this story. 

Further in the surprise category, IRA accounts frequently disseminated news story about 

Antifa (short for anti-fascism) violence, especially towards Trump supporters. Many of the 

tweets were posted around the time of the Unite the Right rally in Charlottesville in August 

2017,  a white nationalist demonstration which included both far-right groups and counter-

protesters including Antifa (Stockman, 2017; Cammeron, 2017). The dissemination of these 

stories around the same time as the ‘Unite the Right’ rally provides a microcosm of the way 

IRA accounts attach themselves to genuine news and aggravate existing racial and political 

tensions. 

 

 

Weight loss category. The weight loss theme was one of the most surprising themes given it 

is apolitical and strongly spread in several emotion categories. The weight loss theme 

occurred in the fear, sadness, disgust, and surprise emotion categories and tweets were mostly 

negative in sentiment. One explanation for the substantial presence of this theme is a strategy 

within the IRA to appear more human, relatable, and authentic as a proxy for credibility 

(Linvill et al., 2019). 

 

Political emotion categories. Miller’s (2019) analysis of IRA tweets contained a significant 

amount of discussion around political issues. We noted earlier that this did not occur in the 

fear category, however anger, anticipation, and disgust contained the most politicised tweets. 

Anger, containing very similar themes to the fear category distinctively contained political 



 

 

news and opinions. The most frequent topics included gun violence, gun rights, abortion, 

immigration, LGBT rights, terrorism, and domestic abuse. Miller (2019) also noted refugee 

and border issues, former President Obama, Russia/Putin, and black lives matter 

movement/black power movement. Both the present study, Miller (2019), and Spangher et al 

(2018) found evidence of the IRA exacerbating both liberal and conservative issues.  

 

Disgust, while also very political, was one of the most singularly coherent categories and 

contained anti-Mueller and anti-McCain sentiment. Arizona senator John McCain has been a 

target of Russian disinformation for years and Robert Mueller is an understandable target as 

he is leading the US Special Counsel Russia investigation. What struck out most however 

was the tone of the tweets describing the two political leaders as ‘dirty’, ‘rats’, and ‘traitors.’ 

The disgust category was by a large margin the most polarising and contained the most 

extreme sentiments. Under the anticipation category tweets spread informal and opinionated 

content around current events (e.g. Charlottesville Unite the Right rally). 

 

 

Patriotism. One theme that did not occur in the disinformation literature is patriotism. 

Within the trust and anticipation emotion categories, IRA tweets spread informal messages to 

praise the American flag, and appreciate the police and military, and ‘people who protect this 

country.’ One very related theme to patriotism that we also observed was Christianity which 

corroborates what Miller (2019) found in his topic model of IRA tweets.  

 

 

 



 

 

7.1 Criticism 

 

A valid criticism of the current study may be that over the entire tweet corpus, the majority of 

IRA tweets are banal content which is not reflective of an overall disinformation strategy. 

IRA accounts may tweet not to influence, but rather for other seemingly innocuous strategies, 

like maintaining credibility or trying to increase their follower count. Furthermore, previous 

studies of IRA content have found that news stories, oftentimes recycled for tweet content are 

irrelevant content for a massive disinformation manipulation campaign (Linvill et al., 2019). 

To this criticism, we argue that even if news stories are being repurposed, previous studies 

have shown that they are statistically different in their language use (Boyd et al., 2018). Boyd 

et al (2018: 7) found ‘evidence that the IRA actors were not only composing their own 

tweets, but were doing so in a carefully constructed, intentionally deceptive manner.’ 

Therefore, tweets were directly composed by IRA accounts as their style and composition 

was unique and consistently differentiable from the general Twitter population (Boyd et al., 

2018). This provides justification that even if the tweets are banal news stories, IRA actors 

still directly choose the stories to cover and disseminate into the Twitter environment.  

 

While this study explored the presence of emotion in Russian disinformation, it did not 

compare the disinformation sample to a sample of genuine Twitter users. As such, this 

renders it difficult to make conclusions as we don’t have a standard sample to compare to. 

We do not know what the average levels of each emotion are on Twitter which makes it 

difficult to draw final conclusions.  

 

 

 



 

 

7.2 Conclusion and Implications 

 

This study provides a first look at the emotions present in Russian disinformation on Twitter.  

Within a Twitter dataset from IRA-linked accounts, we observed that the most present 

emotions were fear and anger, followed by anticipation, trust, joy, sadness, disgust, and 

surprise. While fear and anger have been widely cited as effective emotional appeals within 

public health communication contexts (Tannenbaum et al., 2018), to our knowledge these 

appeals have not been studied within the context of disinformation. This research provides 

researchers a starting point for analysis - especially qualitative researchers - to look into fear 

and anger in Russian disinformation. As we also completed a summative content analysis of 

the tweets in each emotion category, the study brings new themes to light into the discussion 

of Russian disinformation (e.g. violence against black men, patriotism, and weight loss).  
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Appendix A.  



 

 

# Load in relevant libraries  
library(syuzhet) 
library(dplyr) 
library(tm) 
library(textclean) 
 
# Load in data 
data_agn <- read.csv('~/Desktop/new_ira/50000 XE split up/Big E xae.csv', header = TRUE) 
 
#Data preprocessing  
 
#turn data_agn into corpus 
clean_corpus<- Corpus(VectorSource(data_agn$tweet_text)) 
clean_corpus <- tm_map(clean_corpus, tolower) 
 
# remove URLs 
removeURL <- function(x) gsub("http[^[:space:]]*", "", x) 
clean_corpus <- tm_map(clean_corpus, content_transformer(removeURL)) 
 
#turn corpus back into dataframe  
clean_df <- data.frame(text = sapply(clean_corpus, as.character), stringsAsFactors = F) 
  
clean_df<- apply(clean_df, 2, function(x) gsub(" :) ", "smile", x)) 
 
#replace slang words 
clean_df<- replace_internet_slang(clean_df, slang = paste0("\\b", 
                                                           lexicon::hash_internet_slang[[1]], "\\b"), 
                                  replacement = lexicon::hash_internet_slang[[2]], ignore.case = TRUE,) 
 
#word elongation  
clean_df<- replace_word_elongation(clean_df) 
 
#emoticon replacement 
clean_df<- replace_emoticon(clean_df, emoticon_dt = lexicon::hash_emoticons,) 
 
#back to normal data frame 
cleaned_df <- as.data.frame(t(clean_df)) 
cleaned_df <- as.data.frame(t(as.matrix(cleaned_df))) 
 
#remove punctuation 
cleaned_corpus<- Corpus(VectorSource(cleaned_df$V1)) 
cleaned_corpus <- tm_map(cleaned_corpus, removePunctuation) 
 
#back to data frame for sentiment analysis  
cleaned_df <- data.frame(text = sapply(cleaned_corpus, as.character), stringsAsFactors = F) 
 
#remove non-ascii characters 
cleaned_df$text <- gsub("[^\x20-\x7E]", "", cleaned_df$text) 
 
# Extract nrc sentiment from each tweet 
nrc_list <- c() 
for (tweet in cleaned_df$text) { # Loop over each tweet to get nrc sentiment 
  nrc <- get_nrc_sentiment(tweet, language = 'english') 



 

 

  nrc_list <- c(nrc_list, nrc) 
} 
 
 

 

 

 

 

 



 

 

# Put nrc_list into a data frame  
df_nrc <- data.frame(matrix(unlist(nrc_list), nrow = length(nrc_list), byrow = TRUE)) 
df_nrc$index <- 1:nrow(df_nrc) 
df_nrc$type <- 
rep(c('anger','anticipation','disgust','fear','joy','sadness','surprise','trust','negative','positive'), 
times = (length(nrc_list) / 10)) 
names(df_nrc)[names(df_nrc) == 'matrix.unlist.nrc_list...nrow...length.nrc_list...byrow...TRUE.'] 
<- 'value' 
 
# Separate data per 10 units by nrc quality 
anger <- c() 
for (r in df_nrc$index) { 
  if (r %% 10 == 1) { 
    anger <- append(anger, df_nrc[r, 1]) 
  } 
} 
anticipation <- c() 
for (r in df_nrc$index) { 
  if (r %% 10 == 2) { 
    anticipation <- append(anticipation, df_nrc[r, 1]) 
  } 
} 
disgust <- c() 
for (r in df_nrc$index) { 
  if (r %% 10 == 3) { 
    disgust <- append(disgust, df_nrc[r, 1]) 
  } 
} 
fear <- c() 
for (r in df_nrc$index) { 
  if (r %% 10 == 4) { 
    fear <- append(fear, df_nrc[r, 1]) 
  } 
} 
joy <- c() 
for (r in df_nrc$index) { 
  if (r %% 10 == 5) { 
    joy <- append(joy, df_nrc[r, 1]) 
  } 
} 
sadness <- c() 
for (r in df_nrc$index) { 
  if (r %% 10 == 6) { 
    sadness <- append(sadness, df_nrc[r, 1]) 
  } 
} 
surprise <- c() 
for (r in df_nrc$index) { 
  if (r %% 10 == 7) { 
    surprise <- append(surprise, df_nrc[r, 1]) 
  } 
} 
trust <- c() 



 

 

for (r in df_nrc$index) { 
  if (r %% 10 == 8) { 
    trust <- append(trust, df_nrc[r, 1]) 
  } 
} 
negative <- c() 
for (r in df_nrc$index) { 
  if (r %% 10 == 9) { 
    negative <- append(negative, df_nrc[r, 1]) 
  } 
} 
positive <- c() 
for (r in df_nrc$index) { 
  if (r %% 10 == 0) { 
    positive <- append(positive, df_nrc[r, 1]) 
  } 
} 
 
# Create new data frame 
tweets <- as.vector(cleaned_df$text) 
data_clean <- data.frame(tweets, anger, anticipation, disgust, fear, joy, sadness, surprise, trust, 
negative, positive) 
 
#Save file 
setwd("~/Desktop/new_ira/Sentiment") 
write.csv(data_clean, 'XE_e_sentiment50,000.csv') 



 

 

negative <- c() 
for (r in df_nrc$index) { 
  if (r %% 10 == 9) { 
    negative <- append(negative, df_nrc[r, 1]) 
  } 
} 
positive <- c() 
for (r in df_nrc$index) { 
  if (r %% 10 == 0) { 
    positive <- append(positive, df_nrc[r, 1]) 
  } 
} 
 
# Create new data frame 
tweets <- as.vector(cleaned_df$text) 
data_clean <- data.frame(tweets, anger, anticipation, disgust, fear, joy, sadness, surprise, trust, 
negative, positive) 
 
#Save file 
setwd("~/Desktop/new_ira/Sentiment") 
write.csv(data_clean, 'XE_e_sentiment50,000.csv') 
 

 


