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Abstract: Reading comprehension and question answering are computer science
disciplines in the field of natural language processing and information retrieval.
Reading comprehension is the ability of the model to read text, process it and un-
derstand its meaning. One of its applications is in question answering tasks,
which is concerned with building a system that can automatically find an answer
in the text to a certain question relied on the content of the text. It is a well-
studied task, with huge training datasets in English. However, there are no Czech
datasets and models for this task.

This work focuses on building reading comprehension and question answering
systems for Czech, without requiring any manually annotated Czech training
data. Our main focus is to create Czech training and development datasets,
create the models for the Czech question answering system using Czech data,
and create the models for the Czech question answering system using English data
and cross-lingual transfer and compare the results and select the best model. First
of all, we translated freely available English question answering datasets SQuAD
1.1 and SQuAD 2.0 to Czech to create training and development datasets. We
then trained and evaluated several BERT and XLM-RoBERTa baseline models
used for the question answering task in English. The best results were obtained
XLM-RoBERTa model trained on English and evaluated directly on Czech. This
model achieved very good results, similar to the model trained on the translated
Czech data. However, we consider the result obtained from XLM-Roberta to be
overperforming the models trained on Czech because the model does not require
any Czech data during training. This also proves that the cross-lingual transfer
approach is very flexible and provides reading comprehension in any language,
for which we have enough monolingual raw texts to pretrain the language model.
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1. Introduction
Question answering is a computer science discipline within the fields of natural
language processing and information retrieval. The target is to build a system
that can automatically find the answer to a question related to a certain text.
To answer correctly, the computer needs to understand the question, answer,
the whole text and all the relations among words and sentences. Computer
understanding of the texts is achieved by such numerical internal representation
of sentences which preserves language semantics and word relations thoroughly.
Syntactical and semantical analysis of the question, answer and corresponding
text are also necessary to answer the question correctly.

Many English datasets have been developed for English question answering
tasks, some of them are very large. In this work, we consider the frequently
used SQuAD 1.1 [Rajpurkar et al., 2016], an English question answering dataset
with around 100,000 question-answer pairs, which is widely used to train many
different question answering models with relatively good accuracy. We also utilize
SQuAD 2.0 [Rajpurkar et al., 2018], which combines SQuAD 1.1 dataset with
50,000 unanswerable questions linked to already existing paragraphs, making this
dataset more challenging for question answering systems.

The target of this thesis is to produce such datasets and train question-
answering models also for the Czech language as there is not a dataset or a model
for this task, although Czech is one of the best processable languages in Natural
Language Processing and one of the languages with the greatest coverage of cor-
pora and other language data. We change this deficiency by creating the Czech
QA dataset and developing and comparing several Czech QA systems. This
thesis covers not only the creation of a Czech question-answering dataset but
also the building, evaluation and comparison of similar models in the Czech lan-
guage by reusing English models and English datasets. This thesis was created
as an extension of the author’s Master Thesis [Macková, 2020] and of the author’s
published article [Macková and Straka, 2020].

1.1 Our Contribution

In this thesis, we describe the creation of a question answering system for Czech
without having any manually annotated Czech training data. This is achieved
by reusing English models and English datasets. Our contributions are fol-
lowing. We translated both SQuAD 1.1 and SQuAD 2.0 to Czech by CUB-
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BITT [Popel et al., 2020] translator and relocated the answers in the trans-
lated text using MorphoDiTa [Straková et al., 2014] and DeriNet [Vidra et al.,
2019]. We released the translated dataset at LINDAT/CLARIAH-CZ, http:

//hdl.handle.net/11234/1-3249.
Every dataset becomes noisy after the machine translation. In our case, we

have lost the information about the position of the real answer to the ques-
tion in the context paragraphs. The position is specified by the starting index
of the answer in the text. We had to relocate the starting indices of all answers
in the text as follows: We lemmatized the translated text and answer using Mor-
phoDiTa. We replaced the lemmas with roots of their word-formation relation
trees according to the DeriNet 2.0 lexicon. Then, we found all continuous sub-
sequences of the text with the same DeriNet roots as the answer, but with any
word order. Finally, if several occurrences were located, we chose the one with
the relative position in the text being the most similar to the relative position
of the original answer in the original text. We selected the starting index of such
an answer as the new starting index and updated this information in the trans-
lated dataset. We believe this algorithm has a sufficiently high precision after
manually verifying several of the located answers. In the SQuAD 2.0 training
dataset, we have preserved 82.2% of the English questions and in the develop-
ment dataset, we kept 91.3% of the questions of the original dataset. The ratio
of the kept data in SQuAD 1.1 is lower because unanswerable questions of SQuAD
2.0 are always preserved.

After the translation of the datasets, we trained several baseline systems using
BERT [Devlin et al., 2018] and XLM-RoBERTa [Liu et al., 2019] architectures.
Firstly, we trained and evaluated a system on the translated Czech data. Sec-
ondly, we trained and evaluated a system which first translates a text and a ques-
tion from Czech to English, uses an English model and translates the answer
back to Czech. Thirdly, we trained and evaluate cross-lingual systems based
on BERT and XLM-RoBERTa, which are trained on English and then evaluated
directly on Czech. We report that such systems have very good performance
despite not using any Czech data nor Czech translation system. As to the mod-
els, XLM-RoBERTa significantly overperformed all other BERT-based models.
With XLM-RoBERTa trained on English and evaluated directly on Czech, we
have reached 73.64% exact match and 84.07% F1 score on SQuAD 1.1 dataset,
and 73.50% exact match and 77.58% F1 score on SQuAD 2.0 dataset. With such
good results, this model can be reused for any language for which only raw mono-
lingual data are available while still reaching very good performance.
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2. Question Answering
Question answering (QA) is a computer science discipline in the area of artificial
intelligence within the Natural Language Processing (NLP) and Information Re-
trieval (IR) fields. QA concerns with building a system that can automatically
find an answer to a certain question related to a certain text, which is posed
by the human in natural language. To find the correct answer, the computer
needs to understand the meaning of the whole text and the meaning of the ques-
tion properly. It is achieved by using reading comprehension methods that allow
to decompose and analyse of the text beginning with the single words and whole
sentences and up to the overall meaning. The fundamental application of QA
systems is to assist human-machine interactions and help with querying a struc-
tured database and automatically extracting important information from large
texts. QA is an important task often implemented as an extension of other tasks
processing natural language. The most common ones are the text search and di-
alogue systems.

There are two types of question answering tasks: closed-domain and open-
domain. Closed-domain QA system can answer only questions related to a spe-
cific domain, for example, medicine, sports or literature. Open-domain QA
systems can answer arbitrary questions without specification of the particular
domain. Those systems can rely only on general ontologies and general world
knowledge that they have learned from unstructured data. They are less accu-
rate and need significantly larger datasets for the training of deduction of answers
and to obtain general world knowledge. Therefore, it is more complicated to train
them. On the other hand, they can be used for arbitrary questions from any
area [Cimiano et al., 2014].

2.1 Related Disciplines

There are three main disciplines related to QA: natural language processing,
reading comprehension and information retrieval.

Natural language processing (NLP) is a sub-area of linguistic, artificial
intelligence and computer science, which analyses natural language tasks that
require natural language comprehension. It investigates the interaction between
human and machine language intending to represent and work with data from
natural language. The real-world applications of NLP are for example speech
recognition, information retrieval, natural language generation and recognition,
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text to speech processing and the question answering which is described in this
thesis.

Reading comprehension (RC) is a subarea of the NLP. It is concerned
with the understanding of the meaning of a text, which is crucial for particular
tasks of NLP working with natural language. Fundamental skills for reading
comprehension compose from

• understanding of the meaning of single words

• understanding of the meaning of whole sentences,

• understanding of the relations among words and sentences,

• ability to make links to previous words or sentences in the text,

• understanding of the meaning of the whole text in general,

• extract the main idea of the text,

• capabilities of other deductions from the text,

• determination the other situation in fluences (mood, intonation, environ-
ment, context).

Computer understanding of a text can be described as a text preprocessing
that can reuse the context and meaning of words and sentences to create an in-
ternal numerical representation of input text which preserves language semantics
and word relations. The system uses such a representation to return a relevant
response to a posed query.

Information retrieval (IR) is the task of retrieving desired pieces of in-
formation from a collection of documents. IR systems are used for searching
in the database of documents for the particular information in the document,
or for the document itself. The correct response for the given query is obtained
by enabling indexing in the collection of documents and selecting the particular
parts of the documents by keyword extraction. This is important for the question
answering task where an answer for a given question is to be found in the collec-
tion of texts.

2.2 History of Question Answering

The history of QA starts in the 1950s not so long after the beginning of NLP.
The first systems invented to answer the question were BASEBALL [Green et al.,
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1961] and LUNAR [Woods, 1972]. BASEBALL was the first domain-based QA
system made in America in 1960 and able to answer questions about baseball
leagues in the US. LUNAR was another domain-based system able to answer
the questions about the geological analysis of rocks from the Apollo mission
to the Moon. Both of the systems were similarly efficient. They were not like
today’s QA systems as they did not understand the text properly, but they were
only decomposing the question into single words, extracting the keywords and us-
ing deduction in the knowledge database to find correct answers.

During the following years, other domain-based QA systems were developed.
The biggest boom was in the 1970s when a lot of knowledge-based domains
for plenty of different areas with relatively good accuracy were released. They all
were similar to today’s ones but they all were based only on deduction. As the LU-
NAR and BASEBALL, they all had a huge knowledge database about the partic-
ular domain from which they deduced answers without understanding the mean-
ing of the text. One of the examples of such a system was ELIZA [Weizenbaum,
1966]. It was a computer program for the study of natural language communica-
tion between man and machine based on the keywords extraction and deduction
from a knowledge database.

In the 1970s-1980s, more complex development of statistical linguistic theories
started. That motivated humans to teach machines how to understand the mean-
ing of the texts and not only to deduce some information without a deeper un-
derstanding of it. One of the first systems was Unix Consultant [Chin, 1983]
developed by the end of the 1980s. It was able to answer specific questions
about the Unix operating system and it was used as an assistant for Linux users.
LILOG [Herzog and Rollinger, 1991] was a similar system for understanding
the text concerning about tourism industry in one of the German cities. All
of those systems helped in the development of computer deduction and reading
and text comprehension.

Nowadays, specialized systems based on deep neural network language mod-
els such as Transformers [Wolf et al., 2019] to answer questions in natural lan-
guage automatically are developed. They can understand the meaning of the text
and the question and easily find the answer in the text for the posed question.
Wolfram Alpha [Hoy, 2010] is an online computation machine that can be consid-
ered one of the examples of such a system. Another example can be EAGLi [Bauer
and Berleant, 2012], which answers questions about liver health. With the bigger
and bigger boom of deep neural networks, more and more systems are trained
to solve QA problems.
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2.2.1 Application

QA systems are important and useful systems with applications in a wide va-
riety of tasks in different areas, especially in information retrieval. There are
plenty of huge unstructured and unlabeled data in the world freely accessible by
anybody. Extraction of important information from such data can be an exhaus-
tive and time-consuming task. Originally, the main information from the data
was extracted manually by humans. Nowadays, it is not possible anymore with
the constantly increasing amount of available data. Therefore, QA systems allow
us to facilitate such tasks and do the exhaustive work automatically by comput-
ers.

QA has applications in many common areas and it is used in the background
of many other NLP systems.

1. Search Engines Common search engines are based on simple indexing
and matching of single keywords and they are not able to analyse the mean-
ing of the request. Search engines based on QA have a stronger capacity
to analyse the query, understand its meaning, and return the most relevant
response. These systems can facilitate searching for particular information
in educational and general information retrieval systems.

2. Chatbots and Dialogue Systems Dialogue systems and chatbots are
designed to simulate human conversation and help people to solve their
problems and receive useful information. Question answering in these sys-
tems enables chatbots to analyse the humans’ questions and answer them
correctly. These systems have practical utilisation for example in customer
support on shop websites, education, and online assistance services.

2.3 Question Answering Systems

Question Answering Systems are computer programs used for solving QA tasks.
They should return the correct answer to the posed question. The question is
posed by the human in natural language. The computer needs to process the ques-
tion, process the related text, understand the meaning of both and then reply
appropriately. The answering process in basic QA systems is based on finding
and marking the correct answer in the text, or in advanced QA systems, announc-
ing that the question is not present.
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2.3.1 Creation of Question Answering Systems

The basic approach to the creation of a QA system consists of the 1) defini-
tion of a model that will be able to answer the questions and 2) the creation
of the dataset for model training. In earlier approaches, keywords extraction
and deduction from the knowledge database were used. Nowadays, deep learning
neural network-based models that exploit the definitions and datasets are widely
used with surprisingly good results for this task.

2.3.2 Model Definition

QA model is a machine learning or deep learning-based structure for solving QA
tasks. Standard models have several layers where each layer has its specified func-
tion. Every model has an input layer, which reads the input text and question
and an output layer which returns the span of the text with the correct answer.
Between these two layers, there are several hidden layers. The number and type
of hidden layers depend on the concrete model but they should process input
text and the question, decompose them to single words, analyse the relations be-
tween the words and whole sentences, understand their meaning extract the main
keywords and the type and target of the question, analyse the relationship be-
tween the question and return the corresponding part of the text as the answer
for the question.

To enable this a suitable internal numerical representation of text need to be
created. Such a representation called text embeddings is widely used for all
the NLP tasks. It consists of converting words into vectors in multidimensional
space so that words with similar properties are close to each other. This approach
can be generalized to entire sentences and documents. Word and text embeddings
are used to represent and preserve word and whole sentence relations to enable
NLP models to solve human-language related tasks.

2.3.3 Training Dataset

For training of the model, a huge labelled training set is necessary to teach
the model how to find the answer to the questions related to certain context
paragraphs correctly. The dataset has to consist of paragraphs with linked ques-
tions and answers to them marked in the texts. Usually, the dataset has to be
created manually to ensure its quality for the model learning.

The training dataset is split into two disjoint parts. The first part is used
for training the model and the second part is used for evaluation of the accu-

10



racy of the model. Ordinarily, the size of the training dataset is around three
times larger than the testing dataset to balance the training and evaluation parts
of the process [Lin, 2002].

2.3.4 Training Procedure

The basic training process consists of the preprocessing of the dataset by to-
kenizing each paragraph with content, question and answer into single words.
Then, relations among the words and whole sentences are found using reading
comprehension and NLP techniques and the most important words are marked.
According to it, the most suitable input data representation is created and the
training of the model is started.

Training is the process of learning mappings from the questions to the text,
from the questions to the answers and from the answers to the text and vice
versa. After the model is trained, its accuracy is evaluated. If it is accurate
enough, it can be used to answer questions in previously unseen data from which
it is necessary to extract particular information.

The trained model works as follows. It reads input questions, decomposes
them into single words and performs keyword extraction using word tagging.
Keywords such as ’who’, ’where’, ’which’, etc. are crucial for deciphering the tar-
get of the question and finding then the correct answer in the text. After analysing
the most relevant keywords, information retrieval from the text can be used to ob-
tain the answer to a given question.

The purpose of this thesis is to produce such datasets and train question
answering models also for the Czech language as there is not a dataset or a model
for this task although Czech is one of the best processable languages in NLP
and one of the languages with the greatest coverage of corpora and other language
data. In this thesis, we change this deficiency by developing Czech QA systems.
This thesis covers not only the creation of a Czech question answering dataset
but also building similar models in the Czech language without having any Czech
training datasets by reusing English models and English datasets [Das et al.,
2018], [Prager et al., 2000].
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3. Question Aswering Datasets
There are several English datasets for the English question answering task. In this
chapter, the most common ones are explored. SQuAD datasets, which were used
as the training datasets in this thesis, are described in more detail.

3.1 Existing Datasets

Reading comprehension is the ability to read and understand a text and then
eventually answer the question posed to the particular text. It is a big chal-
lenge for the machines as it requires natural language understanding and basic
knowledge of the world. There exist several English datasets for the question
answering task. They vary in size, difficulty, and collection methodology. Un-
fortunately, the high-quality datasets require to be created by humans and thus
they are often too small. The datasets generated automatically by machines
are usually larger but they are not so suitable for training as the questions are
not posed in human language and for that, they may not test natural language
comprehension directly. We begin with a brief survey and comparison of avail-
able datasets. We describe SQuAD [Rajpurkar et al., 2016], MCTest [Richardson
et al., 2013], TREC-QA [Voorhees and Tice, 2000] Wiki-QA [Yang et al., 2015],
News-QA [Trischler et al., 2016], CNN Daily [Chen et al., 2016] and CBT [Hill
et al., 2015].

3.1.1 MCTest

Machine Comprehension Test (MCTest) [Richardson et al., 2013] is a freely avail-
able dataset that consists of 660 elementary-level children’s stories with associated
questions for the machine comprehension of the text. This dataset was created by
crowd-workers with 4 questions per paragraph and 4 different choices of answers
for each question. The stories and questions were carefully limited by reducing
the world knowledge that is required to be known for the task. The questions
are designed to require a basic level of reasoning. That makes the dataset quite
challenging. Moreover, the data set is not large enough to produce a good result.
Therefore, it was not used for the training of question answering models in this
thesis.
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3.1.2 Wiki-QA

Wiki-QA [Yang et al., 2015] is a freely available dataset for open-domain question
answering created by crowd-workers. This dataset contains 3047 questions orig-
inally sampled from real-life Bing queries based on Wikipedia articles. The cre-
ation process of this dataset is similar to the SQuAD dataset. The only dif-
ference is that the whole sentences were used for the answer selection in Wiki-
QA. The SQuAD dataset only requires selecting a specific span in the sentence
in the text as the answer.

3.1.3 TREC-QA

Text retrieval Conference (TREC) [Voorhees and Tice, 2000] has been focusing
on the creation of different question answering datasets since 1999. Since that
time, several different QA datasets were released. The very last dataset con-
tains 1479 question-answer pairs. The dataset is not large enough to be used
for training new question answering models.

3.1.4 News-QA

News-QA [Trischler et al., 2016] is a freely available reading comprehension
dataset containing almost 120,000 human-generated question-answer pairs based
on more than 10,000 news articles from CNN. Answers in this dataset are spans
of text in corresponding articles as in the SQuAD dataset. The SQuAD dataset
is the most closely related comprehension dataset but the questions and answers
are more realistic than in News-QA. Some of the questions in News-QA have no
answer in the corresponding article, which makes this dataset more challenging.

3.1.5 CNN/Daily

The CNN/Daily Mail corpus [Chen et al., 2016] consists of 1.4 million question-
answer pairs from the news articles from CNN newspapers. This dataset was cre-
ated automatically by taking articles as a source text. For each article, questions
were generated synthetically by deleting a single entity from abstract summary
texts, which follow each article. Finding the correct answer is therefore mostly
achieved by recognizing the contextual link between the article and the ques-
tion. The process of creation of this dataset is automatic and it is not difficult
to create a huge amount of data. Unfortunately, the question answering task
on this dataset needs only a limited amount of reasoning steps and the accuracy
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of the best model is not so high [Chen et al., 2016]. Therefore, this dataset does
not have enough quality to be used for the question answering task in this thesis.

3.1.6 Children’s Book Test

The Children’s Book Test (CBT) [Hill et al., 2015] was created by a similar process
as CNN/Daily Mail. Instead of news articles, 20-sentence excerpts were selected
from children’s books. Questions were generated by deleting a single word in each
21st sentence of the text. The dataset was generated automatically. There are
4 splits of the dataset and each split contains over 100,000 stories. The dataset is
large enough to train deep learning models for the question answering task, but
it is not considered a real QA and reading comprehension task, because there it
requires no questioning, but only filling a missing word in each 21st sentence.

3.1.7 Summary

Several datasets were presented, described and compared here. Reading compre-
hension is a complex and difficult task which requires a huge and high-quality
dataset to allow to train the models precisely. These two requirements are
of the same importance for the datasets to achieve good results while train-
ing the question answering models. Therefore, the SQuAD datasets were se-
lected and used in this thesis as they fulfil both of these requirements for the size
and the quality of the dataset the most, see Section 3.2.

3.2 SQuAD Datasets

3.2.1 SQuAD 1.1

The Stanford Question Answering Dataset (SQuAD) version 1.1 [Rajpurkar et al.,
2016] is a freely available reading comprehension dataset. It was created by crowd-
workers on a rich set of Wikipedia article and it consists of 107,785 question-
answer pairs based on 536 articles. Unlike the other datasets, every answer
to a question is a segment of text from the corresponding reading paragraph.
It was not the first dataset for reading comprehension tasks, but it was the first
huge and high-quality one.
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3.2.2 Data Collection

This dataset was collected in three stages:

1. Article selection

The top 10,000 articles from the English Wikipedia website were taken
to obtain high-quality data. From this amount of data, 536 articles were
randomly sampled. These articles were divided into individual paragraphs
and all non-textual data were erased. Also, the articles and paragraphs
shorter than 500 characters were removed as they do not contain enough
information to pose questions. The resultant 23,215 paragraphs were split
into a training, test and development set, while the training set is 80% size
of the original dataset, the test set is 10% and the development set is re-
maining 10%.

2. Question-answer collection

On each paragraph, crowd-workers made manually up to 5 questions asking
about its content. Each answer to each question was required to be a part
of the text.

3. Additional answers collection

To make the evaluation more robust, at least 2 additional answers were
created for each question in the development and test set. If some ques-
tions were unanswerable in the text, crow-workers created answers without
marking them in the text.

3.2.3 Dataset Analysis

It is necessary to analyze the questions and the answers to understand the prop-
erties of the whole dataset. Three main aspects were analyzed for measuring how
difficult the answer is for the system [Rajpurkar et al., 2016]:

1. Diversity of answer types

Diversity in answers is an automatical categorisation of the answers into
numerical or non-numerical. Non-numerical answers are subsequently sep-
arated according to the word class called a POS tag. In POS tags, there
are several categories and one of them is nouns, which are further tagged
accordingly to the place, time, person, etc. These tags are called NER tags,
see Figure 3.1.
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2. Reasoning required to answer questions

The reasoning is necessary for selecting the correct answer. The difficulty
of answering questions based on the reasoning can be measured to verify
dataset quality. Several questions were sampled from each article and they
were manually labelled with the categories mentioned above. The results
showed, that each of the answers has some syntactical or lexical deviation
between the question and answer in the text. These deviations are described
more in [Rajpurkar et al., 2016].

3. Degree of syntactic divergence between the question and answer

Stratification by syntactic divergence is an automatic method for quantifica-
tion of syntactical divergence between answer and question which measures
the difficulty of the answer. It was established as a minimum distance
between all possible words which belong to the answer, see Figure 3.2.
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(a) Histogram of syntactic divergence.

Q: Who went to Wittenberg to hear Luther speak?
S: Students thronged to Wittenberg to hear Luther
speak.
Path:

Wittenberg nmod←−−− went
nsubj−−−→ Who

Wittenberg nmod←−−− thronged
nsubj−−−→ Students

(b) An example of a question-answer pair with edit distance 0 be-
tween the dependency paths (note that lexical variation is ignored
in the computation of edit distance).

Q: What impact did the high school education movement have on the presence of skilled workers?
S: During the mass high school education movement from 1910 – 1940 , there was an increase in skilled workers.
Path:

school
compound←−−−−− movement

nsubj←−−− have
dobj−−→ impact det−→ What

school
compound←−−−−− movement nmod−−−→ 1910 acl−→ was

nsubj−−−→ increase

(c) An example of a question-answer pair with edit distance 6.

Figure 4: We use the edit distance between the unlexicalized dependency paths in the question and the sentence containing the

answer to measure syntactic divergence.

Candidate answer generation. For all four meth-
ods, rather than considering all O(L2) spans as can-
didate answers, where L is the number of words
in the sentence, we only use spans which are con-
stituents in the constituency parse generated by
Stanford CoreNLP. Ignoring punctuation and arti-
cles, we fnd that 77.3% of the correct answers in the
development set are constituents. This places an ef-
fective ceiling on the accuracy of our methods. Dur-
ing training, when the correct answer of an example
is not a constituent, we use the shortest constituent
containing the correct answer as the target.

5.1 Sliding Window Baseline

For each candidate answer, we compute the uni-
gram/bigram overlap between the sentence contain-
ing it (excluding the candidate itself) and the ques-
tion. We keep all the candidates that have the max-
imal overlap. Among these, we select the best
one using the sliding-window approach proposed
in Richardson et al. (2013).

In addition to the basic sliding window ap-
proach, we also implemented the distance-based ex-
tension (Richardson et al., 2013). Whereas Richard-
son et al. (2013) used the entire passage as the con-
text of an answer, we used only the sentence con-
taining the candidate answer for effciency.

5.2 Logistic Regression

In our logistic regression model, we extract several
types of features for each candidate answer. We
discretize each continuous feature into 10 equally-
sized buckets, building a total of 180 million fea-
tures, most of which are lexicalized features or de-
pendency tree path features. The descriptions and
examples of the features are summarized in Table 4.

The matching word and bigram frequencies as
well as the root match features help the model pick
the correct sentences. Length features bias the
model towards picking common lengths and posi-
tions for answer spans, while span word frequencies
bias the model against uninformative words. Con-
stituent label and span POS tag features guide the
model towards the correct answer types. In addi-
tion to these basic features, we resolve lexical vari-
ation using lexicalized features, and syntactic varia-
tion using dependency tree path features.

The multiclass log-likelihood loss is optimized
using AdaGrad with an initial learning rate of 0.1.
Each update is performed on the batch of all ques-
tions in a paragraph for effciency, since they share
the same candidates. L2 regularization is used, with
a coeffcient of 0.1 divided by the number of batches.
The model is trained with three passes over the train-

Figure 3.1: An example showing the keyword selection and dependencies mod-
elling between answer and question. Source [Rajpurkar et al., 2016].
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Reasoning Description Example Percentage

Lexical variation
(synonymy)

Major correspondences between
the question and the answer sen-
tence are synonyms.

Q: What is the Rankine cycle sometimes called?
Sentence: The Rankine cycle is sometimes re-
ferred to as a practical Carnot cycle.

33.3%

Lexical variation
(world knowledge)

Major correspondences between
the question and the answer sen-
tence require world knowledge to
resolve.

Q: Which governing bodies have veto power?
Sen.: The European Parliament and the Council of
the European Union have powers of amendment
and veto during the legislative process.

9.1%

Syntactic variation After the question is paraphrased
into declarative form, its syntac-
tic dependency structure does not
match that of the answer sentence
even after local modifcations.

Q: What Shakespeare scholar is currently on the
faculty?
Sen.: Current faculty include the anthropol-
ogist Marshall Sahlins, ..., Shakespeare scholar
David Bevington.

64.1%

Multiple sentence
reasoning

There is anaphora, or higher-level
fusion of multiple sentences is re-
quired.

Q: What collection does the V&A Theatre & Per-
formance galleries hold?
Sen.: The V&A Theatre & Performance gal-
leries opened in March 2009. ... They
hold the UK’s biggest national collection of
material about live performance.

13.6%

Ambiguous We don’t agree with the crowd-
workers’ answer, or the question
does not have a unique answer.

Q: What is the main goal of criminal punishment?
Sen.: Achieving crime control via incapacitation
and deterrence is a major goal of criminal punish-
ment.

6.1%

Table 3: We manually labeled 192 examples into one or more of the above categories. Words relevant to the corresponding

reasoning type are bolded, and the crowdsourced answer is underlined.

Q: What department store is thought to be the �rst in the world?
S: Bainbridge's is often cited as the world's �rst department store.

Path:

�rst
xcomp←−−−−thought

nsubjpass−−−−−→ store
det−−→what

⇓delete ⇓substitute ⇓insert

�rst
amod←−−−store

nmod←−−− cited
nsubjpass−−−−−→Bainbridge's

Edit cost:
1 +2 +1=4

Figure 3: An example walking through the computation of the

syntactic divergence between the question Q and answer sen-

tence S.

Stratifcation by syntactic divergence. We also
develop an automatic method to quantify the syntac-
tic divergence between a question and the sentence
containing the answer. This provides another way to
measure the diffculty of a question and to stratify
the dataset, which we return to in Section 6.3.

We illustrate how we measure the divergence with
the example in Figure 3. We frst detect anchors
(word-lemma pairs common to both the question
and answer sentences); in the example, the anchor
is “frst”. The two unlexicalized paths, one from

the anchor “frst” in the question to the wh-word
“what”, and the other from the anchor in the answer
sentence and to the answer span “Bainbridge’s”, are
then extracted from the dependency parse trees. We
measure the edit distance between these two paths,
which we defne as the minimum number of dele-
tions or insertions to transform one path into the
other. The syntactic divergence is then defned as
the minimum edit distance over all possible anchors.
The histogram in Figure 4a shows that there is a
wide range of syntactic divergence in our dataset.
We also show a concrete example where the edit dis-
tance is 0 and another where it is 6. Note that our
syntactic divergence ignores lexical variation. Also,
small divergence does not mean that a question is
easy since there could be other candidates with sim-
ilarly small divergence.

5 Methods

We developed a logistic regression model and com-
pare its accuracy with that of three baseline methods.

Figure 3.2: An example showing the computation of syntactic divergence between
answer and question. Source [Rajpurkar et al., 2016].

3.2.4 Dataset Answers Selection

The dataset answer selection process is as follows. For selecting the correct answer
to the question, the system must get through all possible spans in the text and find
the one that is the most matching to the posed question. It generates a high
number of possible candidates which must be compared and evaluated. Then,
the best one must be chosen as the required answer. For that, special techniques
based on distances and dependency trees are used. In SQuAD 2.0, the model
has to verify whether the answer for the question is present in the paragraph by
checking whether the possible answer similarity is above a certain limit [Rajpurkar
et al., 2016].

Methods for Analysis

A logistic regression model [Rajpurkar et al., 2016] was created and compared
to the candidate answer generation method and sliding window method. Gener-
ating candidate answers consists of passing character by character and generat-
ing all possible answers and finding the best one. The sliding window method is
based on computing unigram/bigram overlap between sentence containing answer
and question and by using sliding-window select the best answer.

In the logistic regression model, several types of features for each candidate
question were selected. They were devised according to the linguistic analysis
and they are matching of word frequency, match of bigram frequency, match
of the root, a span of word frequency, lexicalization, parsing and path in the de-
pendency tree. Loss is computed by AdaGrad with an initial learning rate of 0.1.
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3.2.5 Evaluation

Several metrics for evaluation process are commonly used.

1. Exact match

An exact match between every word in the real answer and the predicted
answer is computed. To obtain a point, both compared words must be
the same.

2. F1 score

F1 score is computed as
F1 = 2 · p · r

p + r
, (3.1)

where p is the precision, which is the number of correct positive results
divided by the number of all positive results returned by the classifier,
and r is the recall, which is the number of correct positive results divided
by the number of all samples that should have been identified as positive.
The F1 score is the harmonic mean of precision and recall. It has values
between 0 and 1.

3.2.6 SQuAD 2.0

The SQuAD version 2.0 [Rajpurkar et al., 2018] combines existing SQuAD data
with over 53,776 unanswerable questions written adversarially by crowd workers
to look similar to answerable ones. The questions are relevant to the original
SQuAD 1.1 paragraphs but the answers are not present. Moreover, the para-
graphs contain plausible answers to the questions. It means that it contains
something of the same type as what the question asks for. The relevance and the
plausibility of the questions for the paragraphs are crucial. Otherwise, simple
heuristics based on word overlap and type-matching could distinguish answerable
and unanswerable questions and there will not be any pressure for understanding
the meaning of the texts.

The unanswerable questions were shuffled together with the original ones
to ensure the dataset’s generality. Models trained on SQuAD 2.0 must not only
answer questions when possible but also determine when there is no suitable
answer in the paragraph for a given answer. Therefore, SQuAD 2.0 is a more
challenging dataset for natural language understanding tasks.
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3.2.7 SQuAD 1.1 and 2.0 Datasets Comparison

The datasets have 3 parts: train, test and development part. The total num-
ber of examples in the train part in SQuAD 1.1 is 87,599 and in SQuAD 2.0 it is
130,319 from which 43,498 examples are unanswerable questions. These questions
were posed to in total of 442 articles from which 285 articles contain also unan-
swerable questions in SQuAD 2.0. The development part has in total of 10 ques-
tions in SQuAD 1.1. and 11,873 in SQuAD 2.0 from which 5,945 questions are
unanswerable. These questions were posed in articles 48 and 35 which contain
also unanswerable questions. In the test dataset, there are in total of 9,533 ques-
tions in SQuAD 1.1. and 8,862 in SQuAD 2.0 from which 4,332 questions are
unanswerable. These questions were posed in articles 46 and 28 which contain
also unanswerable questions. The test dataset is not publicly available and there-
fore, train and development datasets are used for training models. Moreover,
in the SQuAD 2.0 development and test sets, the articles without unanswerable
questions were removed. This resulted in approximately one to one ratio of an-
swerable and unanswerable questions, whereas the train data has approximately
twice more answerable questions than unanswerable.

Three models were trained on SQuAD 1.1 and 2.0 datasets to compare their
difficulty: BiDAF-No-Answer [Seo et al., 2016], DocQA [Clark and Gardner,
2017], and DocQA+ELMo [Peters et al., 2018]. Average exact matches and F1
scores were compared also to human accuracy to measure overall quality and dif-
ficulty. The best model on the SQuAD 2.0 test set DocQA + ELMo achieved
a 66.3% F1 score which is 23.2 percentage points lower than the human accu-
racy of 89.5% F1 scores. The best model on the SQuAD 1.1 test set, DocQA
+ ELMo, achieved an 85.8% F1 score on the test set, which is 5.4 percentage
points lower than the human accuracy of 91.2% F1 scores. The results show
that there is a much larger gap between humans and machines on SQuAD 2.0
compared to SQuAD 1.1, which confirms that SQuAD 2 is the much harder
dataset for the training of existing models. The best model on the SQuAD 2.0
development set DocQA + ELMo achieved a 67.6% F1 score which is 21.4 per-
centage points lower than the human accuracy of 89.0% F1 score but the results
on the SQuAD 1.1 development set were not evaluated and therefore, could not
be compared [Rajpurkar et al., 2018], see Table 3.1.
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Model F1 DocQA + ELMo [%] F1 human[%]
SQuAD 2.0 test 66.3 89.5
SQuAD 1.1 test 85.8 91.2
SQuAD 2.0 dev 67.6 89.0
SQuAD 1.1 dev - -

Table 3.1: Comparison of results of English QA models evaluated on the SQuAD
1.1 dataset.

3.3 Conclusion

The SQuAD 1.1 dataset was selected as the best one for the QA task in this thesis
as it is high-quality and large enough for training deep learning neural networks.
However, it does not handle the problem of unanswerable questions. Therefore,
SQuAD 2.0 dataset was also used to train the models to not only find the answer
for a given question in the text but also to verify, whether the answer is present
there. Models trained on SQuAD 2.0 have in general lower accuracy than mod-
els trained on SQuAD 1.1 because unanswerable questions are more challenging
and require deeper reading comprehension and natural language understanding.
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4. Question Answering Models
In this chapter, several question answering models are selected and compared.
BERT based models which were selected to create a question answering model
in this thesis are described in more detail.

4.1 Existing Models

Question answering models are machine learning or deep learning-based models
that can answer questions given some context. Usually, they are trained to ex-
tract and mark the answers in the context paragraphs. The accuracy of such
a model depends on the dataset which was used for training and the overall
model architecture and used technologies.

The question answering model should understand the structure of the lan-
guage, understand the meaning of the context and the questions and it should
have the ability to locate the position of an answer in the context paragraph.
Training such a model is a difficult task and there are several commonly used
approaches. At first, recurrent neural network-based (RNN) or convolution neu-
ral network-based (CNN) models were trained. However, the best results were
achieved with neural network models based on an attention mechanism called
Transformer. The most commonly used model based on Transformer architecture
called BERT is recently used to train question answering models with the highest
accuracy. Before Transformers and BERT language models, there were other ap-
proaches for solving the problem of Question Answering. We begin with a brief
survey and comparison of available models trained and evaluated on SQuAD
dataset and their results comparisons. We describe BiAttFlow [Seo et al., 2016],
DrQA [Chen et al., 2017], jNet [Zhang et al., 2017] and QANet [Yu et al., 2018].

4.1.1 BiDirectional Attention Flow

BiDirectional Attention Flow [Seo et al., 2016] (BiDAF) was used for the ques-
tion answering task before BERT-based models. It was one of the first models
using the attention mechanism. Therefore, it outperformed all previously used
models. BiDAF has a hierarchical multi-stage architecture which is modelling
representation of context in several layers as character layer, word layer and con-
textual layer with the usage of attention mechanism which works in both direc-
tion context-query and query-context. It allows both sides to share information
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about the contexts among words and reduces the loss of information and increases
the model accuracy. By the time BiDAF was released, it was trained on SQuAD
dataset and it has outperformed all already known models. After BERT based
models were released, they overperformed the BiDAF model and replaced them.
Therefore, BiDAF models are not used anymore for the question answering task.

[Seo et al., 2016] trained the model on the SQuAD dataset with an F1 score
of 81.1% and an EM score of 73.3% on the development dataset. These results
were overcome by the best BERT models by 11.8 percentage points in the F1 score
and in 10.7 percentage points in the EM score.

4.1.2 Document Reader Question Answering

Document Reader Question Answering (DrQA) [Chen et al., 2017] is a model
that combines document retrieval, which means finding the relevant articles,
with machine comprehension of text, which means identifying the answer spans
from selected articles. This approach searches for the main components to find
relevant articles using the TF-IDF score and then trains a multi-layer recur-
rent neural network model to detect answers in selected paragraphs. It is one
of the approaches based on classical RNNs which were used before the atten-
tion mechanism. This model trained and evaluated on the SQuAD 1.1 dataset
reaches 69.5% EM and 78.8% F1 score. These results were beaten by attention-
mechanism-base approaches and they are not so commonly used anymore.

4.1.3 Neural-Network-Based Question Answering: jNet

jNet [Zhang et al., 2017] is another RNN-based approach for QA. Unlike the clas-
sic RNNs using chain-structured LSTM, this model uses TreeLSTM that captures
long-distance interaction in a tree structure and enables the training of the model
faster and preserves more relations among words and texts. The baseline model is
composed of five components: word embedding layer, input encoder layer, a text
alignment layer, aggregation layer, and prediction layer where each component
has its specific function to train the model and preserve semantic relations over
given syntactic structures. This model trained and evaluated on the SQuAD 1.1
dataset reaches 68.73% EM and 77.39% F1 score which are insufficient results
compared to other approaches.
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4.1.4 Question Answering Net

Question Answering Net (QANet) [Yu et al., 2018] is an architecture which does
not exploit recurrent networks. Its encoder consists only of convolution and self-
attention layers. Convolutions ensure local interactions and self-attention models
global interactions. The structure of the QANet model is similar to most exist-
ing reading comprehension models. It contains five major layers: an embedding
layer, an embedding encoder layer, a context-query attention layer, a model en-
coder layer and an output layer. The difference is that both the embedding
and modelling encoders use only convolutions and attention. This model enabled
several times faster training than previous RNN based approaches while achiev-
ing equivalent accuracy. This speed-up allows training the model on much larger
data. On the SQuAD 1.1 dataset, the QANet model achieves an 84.6 F1 score
on the test set, which is slightly better than BiDAF but still 7.2 percentage points
worse than BERT.

4.1.5 Summary

Overall results show that the most suitable models for Question Answering tasks
are obtained by BERT-based models, see Table 4.1. Therefore, the BERT model
was selected as the best model for the training question answering system in this
thesis, see Section 4.2.

System EM [%] F1[%]
BERT 85.1 91.8
BiDAF 73.3 81.1
QANet - 84.6
DrQA 69.5 78.8
jNet 68.73 77.39

Table 4.1: Comparison of results of English QA models evaluated on the SQuAD
1.1 dataset.
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4.2 Bidirectional Encoder Representations from
Transformers

Bidirectional Encoder Representations from Transformers (BERT) [Devlin et al.,
2018] is a new universal language representation model based on the Trans-
former [Wolf et al., 2019] language model designed to pretrain deep bidirectional
representations from the unlabeled text. It can be finetuned with only one ad-
ditional output layer to create a specific model for a certain task, for example,
for a question answering task.

Previous general language processing models only used unidirectional lan-
guage models to learn general language representations from left to right. [Wolf
et al., 2019] proved that this restricts the power of the pretrained representa-
tions because it limits the choice of architectures as each token can only attend
to the previous one in self-attention layers. This restriction can be very harmful
when applying to finetune for certain tasks. For example, in question answering,
it is very important to consider the context in both directions in the question,
the answer and the whole context paragraph.

BERT mitigates this deficiency by using a language model, which randomly
masks some of the tokens from the input and tries to predict the original words
based on the context. It allows to link left and right context and to pretrain
bidirectional Transformer, which subsequently creates contextual representation.
It also uses next sentence prediction to achieve better results. In the next sen-
tence prediction, a model receives an input document and the pair of sentences
and tries to predict whether the second sentence is following the first sentence
in the documents. Finally, the whole sentence context is represented in the em-
bedding of each word, see Figure 4.1.
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Figure 2: BERT input representation. The input embeddings are the sum of the token embeddings, the segmenta-
tion embeddings and the position embeddings.

The NSP task is closely related to representation-
learning objectives used in Jernite et al. (2017) and
Logeswaran and Lee (2018). However, in prior
work, only sentence embeddings are transferred to
down-stream tasks, where BERT transfers all pa-
rameters to initialize end-task model parameters.

Pre-training data The pre-training procedure
largely follows the existing literature on language
model pre-training. For the pre-training corpus we
use the BooksCorpus (800M words) (Zhu et al.,
2015) and English Wikipedia (2,500M words).
For Wikipedia we extract only the text passages
and ignore lists, tables, and headers. It is criti-
cal to use a document-level corpus rather than a
shuffed sentence-level corpus such as the Billion
Word Benchmark (Chelba et al., 2013) in order to
extract long contiguous sequences.

3.2 Fine-tuning BERT

Fine-tuning is straightforward since the self-
attention mechanism in the Transformer al-
lows BERT to model many downstream tasks—
whether they involve single text or text pairs—by
swapping out the appropriate inputs and outputs.
For applications involving text pairs, a common
pattern is to independently encode text pairs be-
fore applying bidirectional cross attention, such
as Parikh et al. (2016); Seo et al. (2017). BERT
instead uses the self-attention mechanism to unify
these two stages, as encoding a concatenated text
pair with self-attention effectively includes bidi-
rectional cross attention between two sentences.

For each task, we simply plug in the task-
specifc inputs and outputs into BERT and fne-
tune all the parameters end-to-end. At the in-
put, sentence A and sentence B from pre-training
are analogous to (1) sentence pairs in paraphras-
ing, (2) hypothesis-premise pairs in entailment, (3)
question-passage pairs in question answering, and

(4) a degenerate text-∅ pair in text classifcation
or sequence tagging. At the output, the token rep-
resentations are fed into an output layer for token-
level tasks, such as sequence tagging or question
answering, and the [CLS] representation is fed
into an output layer for classifcation, such as en-
tailment or sentiment analysis.

Compared to pre-training, fne-tuning is rela-
tively inexpensive. All of the results in the pa-
per can be replicated in at most 1 hour on a sin-
gle Cloud TPU, or a few hours on a GPU, starting
from the exact same pre-trained model.7 We de-
scribe the task-specifc details in the correspond-
ing subsections of Section 4. More details can be
found in Appendix A.5.

4 Experiments

In this section, we present BERT fne-tuning re-
sults on 11 NLP tasks.

4.1 GLUE
The General Language Understanding Evaluation
(GLUE) benchmark (Wang et al., 2018a) is a col-
lection of diverse natural language understanding
tasks. Detailed descriptions of GLUE datasets are
included in Appendix B.1.

To fne-tune on GLUE, we represent the input
sequence (for single sentence or sentence pairs)
as described in Section 3, and use the fnal hid-
den vector C ∈ RH corresponding to the frst
input token ([CLS]) as the aggregate representa-
tion. The only new parameters introduced during
fne-tuning are classifcation layer weights W ∈
RK×H , whereK is the number of labels. We com-
pute a standard classifcation loss with C and W ,
i.e., log(softmax(CW T )).

7For example, the BERT SQuAD model can be trained in
around 30 minutes on a single Cloud TPU to achieve a Dev
F1 score of 91.0%.

8See (10) in https://gluebenchmark.com/faq.

Figure 4.1: BERT input representation. Source [Devlin et al., 2018]
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4.2.1 BERT Architecture

BERT model architecture is based on deep neural networks, and it consists of two
parts. The first part is used for pretraining of the language model, and the
second part is used for finetuning to the particular task. Apart from output
layers, the same architectures are used in both the pretraining and finetuning
phase. These architectures consist of several Transformer blocks and then one
fully connected layer that predicts the output for the given input, see Figure 4.2.

BERT BERT
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Masked Sentence A Masked Sentence B

Pre-training Fine-Tuning
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Figure 1: Overall pre-training and fne-tuning procedures for BERT. Apart from output layers, the same architec-
tures are used in both pre-training and fne-tuning. The same pre-trained model parameters are used to initialize
models for different down-stream tasks. During fne-tuning, all parameters are fne-tuned. [CLS] is a special
symbol added in front of every input example, and [SEP] is a special separator token (e.g. separating ques-
tions/answers).

ing and auto-encoder objectives have been used
for pre-training such models (Howard and Ruder,
2018; Radford et al., 2018; Dai and Le, 2015).

2.3 Transfer Learning from Supervised Data

There has also been work showing effective trans-
fer from supervised tasks with large datasets, such
as natural language inference (Conneau et al.,
2017) and machine translation (McCann et al.,
2017). Computer vision research has also demon-
strated the importance of transfer learning from
large pre-trained models, where an effective recipe
is to fne-tune models pre-trained with Ima-
geNet (Deng et al., 2009; Yosinski et al., 2014).

3 BERT

We introduce BERT and its detailed implementa-
tion in this section. There are two steps in our
framework: pre-training and fne-tuning. Dur-
ing pre-training, the model is trained on unlabeled
data over different pre-training tasks. For fne-
tuning, the BERT model is frst initialized with
the pre-trained parameters, and all of the param-
eters are fne-tuned using labeled data from the
downstream tasks. Each downstream task has sep-
arate fne-tuned models, even though they are ini-
tialized with the same pre-trained parameters. The
question-answering example in Figure 1 will serve
as a running example for this section.

A distinctive feature of BERT is its unifed ar-
chitecture across different tasks. There is mini-

mal difference between the pre-trained architec-
ture and the fnal downstream architecture.

Model Architecture BERT’s model architec-
ture is a multi-layer bidirectional Transformer en-
coder based on the original implementation de-
scribed in Vaswani et al. (2017) and released in
the tensor2tensor library.1 Because the use
of Transformers has become common and our im-
plementation is almost identical to the original,
we will omit an exhaustive background descrip-
tion of the model architecture and refer readers to
Vaswani et al. (2017) as well as excellent guides
such as “The Annotated Transformer.”2

In this work, we denote the number of layers
(i.e., Transformer blocks) as L, the hidden size as
H , and the number of self-attention heads as A.3

We primarily report results on two model sizes:
BERTBASE (L=12, H=768, A=12, Total Param-
eters=110M) and BERTLARGE (L=24, H=1024,
A=16, Total Parameters=340M).

BERTBASE was chosen to have the same model
size as OpenAI GPT for comparison purposes.
Critically, however, the BERT Transformer uses
bidirectional self-attention, while the GPT Trans-
former uses constrained self-attention where every
token can only attend to context to its left.4

1https://github.com/tensorfow/tensor2tensor
2http://nlp.seas.harvard.edu/2018/04/03/attention.html
3In all cases we set the feed-forward/flter size to be 4H ,

i.e., 3072 for the H = 768 and 4096 for the H = 1024.
4We note that in the literature the bidirectional Trans-

Figure 4.2: Pretraining and finetuning process for BERT. Source [Devlin et al.,
2018]

Transformer

The Transformer [Wolf et al., 2019] is a deep learning model designed to process
and handle text sequential data. It is widely used for NLP tasks such as question
answering or language translation. Before Transformers, recurrent neural network
approaches were used for text processing. The difference from traditional RNN
is that the Transformers do not necessarily process the data in the order they
obtain them, in other words from the beginning to the end of the sequence. They
rather identify the context that provides meaning to each word in the sentence.
Transformers allow better parallelization and reduce training time therefore, they
replaced classical RNNs in text processing tasks.

The Transformer architecture consists of several repeating blocks of multi-
head-attention, normalization and feedforward layer, see Figure 4.3.
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Figure 1: The Transformer - model architecture.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The frst is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
of the values, where the weight assigned to each value is computed by a compatibility function of the
query with the corresponding key.

3

Figure 4.3: Overall Transformer architecture. Source [Vaswani et al., 2017]

Attention

Transformers are based on attention mechanism [Vaswani et al., 2017], which
strongly improves the model’s ability of generalisation. This mechanism allows
systems to concentrate on the target area in the context of a query and use
the most relevant parts of the input sequence for predicting the output. It is
achieved by a weighted combination of all of the encoded input vectors, where
the most relevant vectors are attributed by the highest weights.

Bidirectional attention is an attention mechanism with two directions of pro-
cessing vectors. The first direction is text to attention query, which marks words
in the question which are most relevant for each word in the content text. The sec-
ond direction is a query to attention that marks, which words from the text are
the most relevant for each word in the question and which of them are also im-
portant for the answer. A matrix saying how much the words from the query
fit the words from the text is created. A vector saying what from the question
matches the words in the text the most is obtained from this matrix. For each
word in the text, a vector saying what from the question matches this word
the most is obtained as well. These two direction vectors allow encoding the con-
text better and create more accurate models, see Figure 4.4.

The multilayer Transformer in combination with a multi-head bidirectional
attention mechanism creates powerful architecture to train a language model
for a variety of natural text processing tasks.
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Scaled Dot-Product Attention Multi-Head Attention

Figure 2: (left) Scaled Dot-Product Attention. (right) Multi-Head Attention consists of several
attention layers running in parallel.

3.2.1 Scaled Dot-Product Attention

We call our particular attention "Scaled Dot-Product Attention" (Figure 2). The input consists of
queries and keys of dimension dk, and values of dimension dv . We compute the dot products of the
query with all keys, divide each by

√
dk, and apply a softmax function to obtain the weights on the

values.

In practice, we compute the attention function on a set of queries simultaneously, packed together
into a matrix Q. The keys and values are also packed together into matrices K and V . We compute
the matrix of outputs as:

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (1)

The two most commonly used attention functions are additive attention [2], and dot-product (multi-
plicative) attention. Dot-product attention is identical to our algorithm, except for the scaling factor
of 1√

dk
. Additive attention computes the compatibility function using a feed-forward network with

a single hidden layer. While the two are similar in theoretical complexity, dot-product attention is
much faster and more space-effcient in practice, since it can be implemented using highly optimized
matrix multiplication code.

While for small values of dk the two mechanisms perform similarly, additive attention outperforms
dot product attention without scaling for larger values of dk [3]. We suspect that for large values of
dk, the dot products grow large in magnitude, pushing the softmax function into regions where it has
extremely small gradients 4. To counteract this effect, we scale the dot products by 1√

dk
.

3.2.2 Multi-Head Attention

Instead of performing a single attention function with dmodel-dimensional keys, values and queries,
we found it benefcial to linearly project the queries, keys and values h times with different, learned
linear projections to dk, dk and dv dimensions, respectively. On each of these projected versions of
queries, keys and values we then perform the attention function in parallel, yielding dv-dimensional
output values. These are concatenated and once again projected, resulting in the fnal values, as
depicted in Figure 2.

4To illustrate why the dot products get large, assume that the components of q and k are independent random
variables with mean 0 and variance 1. Then their dot product, q · k =

Pdk
i=1 qiki, has mean 0 and variance dk.

4

Figure 4.4: Multi-head attention architecture. Source [Vaswani et al., 2017]

4.2.2 Training Procedure

Pretraining

The training procedure has 2 steps. The goal of the first step is to train and create
a high capacity language model on an unlabeled corpus. Unlabeled corpus for such
training is arbitrary texts split into sentences and single words where each word is
called a token. The input for the language model during pretraining is a sequence
of tokens, that is first embedded into vectors and then processed by the neural
network-based model. The output is a sequence of vectors of a particular size
while a vector at a particular position corresponds to an input token with the same
position. The training process consists of two parts: Masked Language Models
and Next Sentence Prediction, see Figure 4.5.
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Figure 3: Differences in pre-training model architectures. BERT uses a bidirectional Transformer. OpenAI GPT
uses a left-to-right Transformer. ELMo uses the concatenation of independently trained left-to-right and right-to-
left LSTMs to generate features for downstream tasks. Among the three, only BERT representations are jointly
conditioned on both left and right context in all layers. In addition to the architecture differences, BERT and
OpenAI GPT are fne-tuning approaches, while ELMo is a feature-based approach.

to converge. In Section C.1 we demonstrate that
MLM does converge marginally slower than a left-
to-right model (which predicts every token), but
the empirical improvements of the MLM model
far outweigh the increased training cost.

Next Sentence Prediction The next sentence
prediction task can be illustrated in the following
examples.

Input = [CLS] the man went to [MASK] store [SEP]

he bought a gallon [MASK] milk [SEP]

Label = IsNext

Input = [CLS] the man [MASK] to the store [SEP]

penguin [MASK] are flight ##less birds [SEP]

Label = NotNext

A.2 Pre-training Procedure

To generate each training input sequence, we sam-
ple two spans of text from the corpus, which we
refer to as “sentences” even though they are typ-
ically much longer than single sentences (but can
be shorter also). The frst sentence receives the A
embedding and the second receives the B embed-
ding. 50% of the time B is the actual next sentence
that follows A and 50% of the time it is a random
sentence, which is done for the “next sentence pre-
diction” task. They are sampled such that the com-
bined length is ≤ 512 tokens. The LM masking is
applied after WordPiece tokenization with a uni-
form masking rate of 15%, and no special consid-
eration given to partial word pieces.

We train with batch size of 256 sequences (256
sequences * 512 tokens = 128,000 tokens/batch)
for 1,000,000 steps, which is approximately 40

epochs over the 3.3 billion word corpus. We
use Adam with learning rate of 1e-4, β1 = 0.9,
β2 = 0.999, L2 weight decay of 0.01, learning
rate warmup over the frst 10,000 steps, and linear
decay of the learning rate. We use a dropout prob-
ability of 0.1 on all layers. We use a gelu acti-
vation (Hendrycks and Gimpel, 2016) rather than
the standard relu, following OpenAI GPT. The
training loss is the sum of the mean masked LM
likelihood and the mean next sentence prediction
likelihood.

Training of BERTBASE was performed on 4
Cloud TPUs in Pod confguration (16 TPU chips
total).13 Training of BERTLARGE was performed
on 16 Cloud TPUs (64 TPU chips total). Each pre-
training took 4 days to complete.

Longer sequences are disproportionately expen-
sive because attention is quadratic to the sequence
length. To speed up pretraing in our experiments,
we pre-train the model with sequence length of
128 for 90% of the steps. Then, we train the rest
10% of the steps of sequence of 512 to learn the
positional embeddings.

A.3 Fine-tuning Procedure

For fne-tuning, most model hyperparameters are
the same as in pre-training, with the exception of
the batch size, learning rate, and number of train-
ing epochs. The dropout probability was always
kept at 0.1. The optimal hyperparameter values
are task-specifc, but we found the following range
of possible values to work well across all tasks:

� Batch size: 16, 32

13https://cloudplatform.googleblog.com/2018/06/Cloud-
TPU-now-offers-preemptible-pricing-and-global-
availability.html

Figure 4.5: Illustration of pretraining BERT model architecture. Source [Devlin
et al., 2018]

1. Masked Language Models

The challenge is to create suitable vectors for the input tokens so that the re-
lations among words and sentences are preserved. Therefore, in BERT
model 15% words in each sequence are replaced with a [MASK] token
and the model then attempts to predict the original value of the masked
token based on the context of other non-masked words. Many models
predict the next word in a sequence by a unidirectional approach, which
predicts the masked words based on previous words only. This approach
strongly limits context learning. Therefore, BERT uses a bidirectional ap-
proach which predicts the masked words based on both previous and fol-
lowing words and it enables the preservation of more relations among words
and text context. The model is trained to predict the original token with
cross-entropy loss based on the prediction of the masked values. Devlin
et al. [2018].

2. Next Sentence Prediction

In the second step of the pretraining process of BERT, the model receives
pairs of sentences as input and learns to predict if the second sentence is
following the first sentence in the original document. In 50% pairs, the sec-
ond sentence is the actual subsequent sentence in the original document,
and in the remaining 50% pairs, a random sentence from the corpus is taken
as the second sentence. The model is trained with the accuracy of the next
sentence prediction Devlin et al. [2018].

During the pretraining phase, the loss function of the BERT model is computed
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as the combination of the loss functions of these two strategies. The target
of the pretraining process is to minimize this overall loss function.

Finetuning

In the second step, the language model can be finetuned and adapted on the la-
belled dataset specific to the target task. BERT can be used for a wide variety
of language tasks by adding only one output layer to the model and training its
parameters.

In question answering, the model receives a context and the question and it
is required to mark the answer in the context. The input for the model is a pair
of contexts and questions related to it. The output is a starting index and length
of the answer to the question in the context. BERT model is trained by using
the same architecture as in the pretraining phase extended by two extra vectors
that can mark the beginning and the end of the answer in the context Devlin
et al. [2018], see Figure 4.6.
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Figure 4: Illustrations of Fine-tuning BERT on Different Tasks.

SST-2 The Stanford Sentiment Treebank is a
binary single-sentence classifcation task consist-
ing of sentences extracted from movie reviews
with human annotations of their sentiment (Socher
et al., 2013).

CoLA The Corpus of Linguistic Acceptability is
a binary single-sentence classifcation task, where
the goal is to predict whether an English sentence
is linguistically “acceptable” or not (Warstadt
et al., 2018).

STS-B The Semantic Textual Similarity Bench-
mark is a collection of sentence pairs drawn from
news headlines and other sources (Cer et al.,
2017). They were annotated with a score from 1
to 5 denoting how similar the two sentences are in
terms of semantic meaning.

MRPC Microsoft Research Paraphrase Corpus
consists of sentence pairs automatically extracted
from online news sources, with human annotations

for whether the sentences in the pair are semanti-
cally equivalent (Dolan and Brockett, 2005).

RTE Recognizing Textual Entailment is a bi-
nary entailment task similar to MNLI, but with
much less training data (Bentivogli et al., 2009).14

WNLI Winograd NLI is a small natural lan-
guage inference dataset (Levesque et al., 2011).
The GLUE webpage notes that there are issues
with the construction of this dataset, 15 and every
trained system that’s been submitted to GLUE has
performed worse than the 65.1 baseline accuracy
of predicting the majority class. We therefore ex-
clude this set to be fair to OpenAI GPT. For our
GLUE submission, we always predicted the ma-

14Note that we only report single-task fne-tuning results
in this paper. A multitask fne-tuning approach could poten-
tially push the performance even further. For example, we
did observe substantial improvements on RTE from multi-
task training with MNLI.

15https://gluebenchmark.com/faq

Figure 4.6: Illustration of finetuning BERT model on question answering task.
Source [Devlin et al., 2018]

4.2.3 Results

The model was trained on the unlabeled dataset and it was finetuned for the QA
task on SQuAD 1.1 dataset [Devlin et al., 2018]. Two versions of models were
used: BERTBASE and BERTLARGE. They differ in the number of layers, the num-
ber of self-attention heads and hidden layer size. The BERTLARGE has outper-
formed the BERTBASE model and has reached an F1 score of 93.2% on the testing
dataset and 92.2% on the development dataset, see Table 4.2.
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System Dev(EM) Dev(F1) Test(EM) Test(F1)
BERTbased 84.2% 91.1% 85.1% 91.8%
BERTlarge 86.1 % 92.2% 87.4% 93.2%

Table 4.2: Comparison of results of BERTs trained on English. Source [Devlin
et al., 2018].

4.3 Other BERT-based Approaches

There is a huge family of models based on BERT architecture that are extending
and improving BERT-based architecture and results.

4.3.1 Multilingual BERT

Multilingual BERT (mBERT) [Devlin et al., 2018], released by [Devlin et al.,
2018], is a single language model pretrained on monolingual corpora in 104 lan-
guages including Czech. Cross-lingual transfer capability of mBERT has been
mentioned in 2019 by many authors [Kondratyuk, 2019], [Hsu et al., 2019] for mor-
phosyntactic analysis or for reading comprehension.

4.3.2 XLM-RoBERTa

XLM-RoBERTa (XLM-R) [Liu et al., 2019] is another BERT-based model pre-
trained on 100 languages and is available in both base and large sizes. It has
355M parameters (which is 3 times more than the BERT model) which enabled
the training of more powerful and accurate models for question answering tasks.
It has also modified its structure to improve overall results. The model was
trained for a longer time on longer sequences with bigger batches of an extended
dataset. The next sentence prediction objective was removed and the dynamic
changing of the masking pattern applied to the training data was added. These
changes increased the EM to 94.6% and the F1 score to 89.4% on SQuAD 1.1
dataset which overcame the BERT results.

4.4 Conclusion

Overall model results and accuracies prove that the highest score for the ques-
tion answering task is achieved by BERT-based models. The best global results
among the BERT-based models were obtained from XLM-RoBERTa. The overall
accuracies and cross-lingual transfer capabilities of mBERT and XLM-RoBERTa
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indicate that these models are the most suitable for QA tasks in multiple lan-
guages. Therefore, these two models were selected for training the Czech question
answering model in this thesis.
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5. Constructing Czech Question
Answering Dataset
There are plenty of datasets for question answering in English. However, QA
in Czech does not have such a boom, although Czech is one of the best processable
languages in NLP and one of the languages with the greatest coverage of corpora
and other language data. In this thesis, we try to change this and develop Czech
QA systems.

The SQuAD datasets [Rajpurkar et al., 2016] and BERT-based models Devlin
et al. [2018] were selected as the most suitable for the training of the Czech
question answering model. The selection process of the dataset is more described
in Chapter 3 and the selection process of the model is more described in Chapter
4. However, SQuAD dataset is only in the English language. To train similar
models for QA in the Czech language, the dataset has to be translated. As every
translation brings noise into the dataset, the ideal model training would not
require the necessity of translating any data. This chapter shows how previously
described datasets and models can be reused for reaching this goal.

5.1 Dataset

The source English datasets SQuAD 1.1 and SQuAD 2.0 were downloaded from
https://rajpurkar.github.io/SQuAD-explorer/ and they were used for train-
ing, evaluation and creation of the Czech dataset.

The structure of the datasets is as follows. There are two JSON files. The first
one train-v1.1.json contains data for training. It consists of context paragraphs
with several questions and each question has one correct answer. The second one
dev-v1.1.json is used for evaluation. The structure of this file is almost the same
with the only difference. As it was annotated manually by several crowd workers,
there can be several answers to one question. While the evaluation process,
the most matching answer was always chosen to be compared with the predicted
one to reach the highest accuracy. This also allows a little deviation in answering,
which can be useful as the predicted answer is not always identical to the original
one and still can be correct. The size of the training dataset is 87,599 questions
and the development set is 10,570 questions for SQuAD 1.1 and 130,319 questions
of the training set and 11,873 questions in the development set. Both SQuAD
datasets are almost the same as SQuAD 2.0 is only SQuAD 1.1 extended by
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43,498 unanswerable questions [Rajpurkar et al., 2016].
The structure of both data files looks as follows. There is a tag data containing

a list of all articles. Inside this tag, there is always a title of the article in title tag
having a list of single paragraphs containing the context related to the title. They
are called paragraphs tags. Each paragraph has its list with answers and questions
in qas tag, which furthermore consists of three tags. The first one is the question
tag, which contains the text of the question. The second one is the id tag, as each
question has its id for easier identification. Last one is answers tag containing
the text of the answer in text tag, and also, starting index of the answer in the text
represented in the answer start tag. See Listing 5.1

Listing 5.1: An example of the structure of the dataset.

{ Data [{
t i t l e
paragraphs { [

context
qas [{

answers [
t ex t
an swe r s ta r t

]
} ]
que s t i on
id

]}
} ]
v e r s i on }

5.1.1 Translation of the Data

We have used several data translations of the SQuAD dataset to Czech and pos-
sibly back to the English language. We have used CUBBITT Translator [Popel
et al., 2020], which is the best translator between Czech and English developed
at the Faculty of Mathematics and Physics at Charles University by the Institute
of Formal and Applied Linguistics. Translation of all texts, questions and answers
from SQuAD 2.0 took 3 days and from SQuAD 1.1 similarly.

In English dataset, the answer in the text tag in the answers tag is exactly
the same as a part of the text in the context tag. Unfortunately, the translation
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of the dataset brings a noise into it and the part of the text containing the correct
answer and the answer is text in answers tag may differ. It is caused by different
grammatical rules and word lengths in both of these languages. The Czech lan-
guage has a much richer inflectional morphology which can cause problems during
translation. Moreover, the sentence in the context of the paragraph can be trans-
lated in a different way than the answer itself. Therefore, the answer start tag
value must be recomputed as the order and the length of the words may have
changed after translation.

5.1.2 Index Recomputation

Because the answers are subsequences of the given text in SQuAD, we needed
to locate the translated answers in the text. We considered several alternatives.

1. Attention mechanism for estimation of the alignment

Estimate the alignment of the source and target tokens using the atten-
tion of the machine translation system and then choose the words aligned
to the source answer. Unfortunately, we could not reliably extract align-
ment from the attention heads of a Transformer-based machine translation
system.

2. Marking the answer before translation

Mark the answer in the text before the translation, using for example quota-
tion marks. Such an approach would however result in a dataset with every
question linked to a custom text, which would deviate from the SQuAD
structure.

3. Locate the answer in the given text after the translation indepen-
dently

Locate the answer in the given text after the translation, without relying
on assistance from the machine translation system.

We chose the third alternative and located the translated answers in the texts
independently of the translation process. The problem is that we cannot use
an exact match as the answers may not fit the text exactly. At first, we have
considered going word by word and finding the longest common substring by
starting with the whole text and computing a match between it and the trans-
lated answer. Meanwhile, we would systematically delete the first word from
the remaining words until we have an empty string and we would measure which
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Table 5.1: Size of the translated Czech variant of SQuAD 1.1 and SQuAD 2.0.

Dataset
English Czech Percentage
Questions Questions Kept

SQuAD 1.1
Train 87,599 64,164 73.2%
Development 10,570 8,739 82.7%

SQuAD 2.0
Train 130,319 107,088 82.2%
Development 11,873 10,845 91.3%

of the resultant common substrings is the longest one. We found out that we
would unnecessarily lose a lot of answers because of the Czech grammar and dec-
lination and conjugation and therefore, we have used a more complex algorithm.

1. We lemmatized the translated text and answer using MorphoDiTa.

2. We replaced the lemmas with roots of their word-formation relation trees
according to the DeriNet 2.0 lexicon.

3. We found all continuous subsequences of the text with the same DeriNet
roots as the answer, but with any word order.

4. Finally, if several occurrences were located, we chose the one with the rel-
ative position in the text that is the most similar to the relative position
of the original answer in the original text.

We believe the proposed algorithm has high enough precision after man-
ually verifying many of the located answers. From the SQuAD 1.1 training
dataset, we kept 64,164 questions (73.2% of the questions from the original
English training dataset) and in the development dataset, we kept 8,739 ques-
tions (82.7% of the questions from the original English development dataset).
In the SQuAD 2.0 training dataset, we kept 107,088 questions (82.2% of the ques-
tions from the original English training dataset). In the development dataset, we
kept 10,845 questions (91.3% of the questions from the original English develop-
ment dataset). See Table 5.1.

To facilitate our work with translated data, we have modified the final JSON
file. Two new tags into the answers tag were added. The first one is answer end,
which is computed during the recomputation of the starting index. It is pointing
to the end of the last word of the answer in the text and it was added because
of the easier visualization of the answer in the context paragraph. This tag is also
useful while selecting the answer from the text as in text tag, we have translated
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the answer and not exactly the text of the answer from the text. The other one
is answer match and it is the value of the score of the match. See Listing 5.2.
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Listing 5.2: An example of the updated structure of the dataset.

{ Data [{
t i t l e
paragraphs [{

context
qas [{

answers [
t ex t
an swe r s ta r t
answer end
answer match

]
} ]
que s t i on
id

} ]
} ]
v e r s i on }

5.1.3 Machine Translation Problems

Every machine translation causes mismatches between the original and the trans-
lated text. The most common ones are listed here.

1. Word order

During the translation, word order is not preserved as every language has
its own grammatical rules. It is confusing the system while recomputing
the start index of the answer in the text. See Figure 5.1.

2. Synonyms

Some words in the original language can have several different translations
in the target language. The translator may choose two different Czech
words in the question and answer for one word in English. See Figure 5.2.

3. Declination and conjugation

Each language has different grammar rules for word creation and declination
or conjugation. Czech words are declined, and English ones are not. See
Figure 5.3
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4. Numbers

Numbers can be written as words and after the translation written as num-
bers which are also confusing for the index recomputing index process. See
Figure 5.4. The same problem is with the names. See Figure 5.5.

CONTEXT

Jako jižanský gotický román a Bildungsroman obsahují hlavní témata filmu Zabít ptáčka rasovou nespravedlnost a zničení
nevinnosti. Učenci zaznamenali, že Lee se v americkém hlubokém jihu zabývá také otázkami třídních, odvahy, soucitu a
genderových rolí. Kniha je široce vyučována ve školách ve Spojených státech s lekcemi, které zdůrazňují toleranci a
dehonestující předsudky. Navzdory svým tématům je "Zabít ptáčka" předmětem kampaní za odstranění z veřejných tříd, které
jsou často napadány za používání rasových nadávek.

QUESTION O tom, jak zabít ptáčka, se hodně čte ve školách ve kterých zemích?
ANSWER Spojené státy

CONTEXT
Díky své poloze v Jižním Jersey, obklopujícím Atlantský oceán mezi bažinami a ostrovy, bylo Atlantic City vnímáno
developery jako prvotřídní nemovitost a potenciální rekreační město. V roce 1853 byl postaven první komerční hotel The
Belloe House, který se nacházel u Massachusetts a Atlantic Avenue.

QUESTION Jak se jmenuje první komerční hotel postavený v Atlantic City?
ANSWER Dům Belloe

CONTEXT Pes domácí (Canis lupus familiaris neboli Canis familiaris) je domestikovaný kanid, který byl po tisíciletí selektivně chován
pro různé způsoby chování, smyslové schopnosti a fyzické vlastnosti.

QUESTION Co je Canis familiaris?
ANSWER domácí pes

Question Answering

To_Kill_a_Mockingbird

Atlantic_City,_New_Jersey

Pes

Create PDF in your applications with the Pdfcrowd HTML to PDF API PDFCROWD

Figure 5.1: Example of the selected answer by the algorithm with changed word
order between text and answer.

CONTEXT

Všechny Chopinovy skladby zahrnují klavír. Většina je určena pro sólový klavír, i když napsal také dva klavírní koncerty,
několik komorních skladeb a některé písně k polským textům. Jeho klávesový styl je vysoce individuální a často technicky
náročný; jeho vlastní výkony byly proslulé svými nuancemi a citlivostí. Chopin vymyslel koncept instrumentální balady. K
jeho významným klavírním dílům patří také mazurky, valčíky, nokturnovky, polonézy, études, impromptus, scherzos, předehry
a sonáty, z nichž některé vyšly až po jeho smrti. K vlivům na jeho kompoziční styl patří polská lidová hudba, klasická tradice J.
S. Bacha, Mozarta a Schuberta, hudba všech, které obdivoval, a také pařížské salony, kde byl častým hostem. Jeho inovace ve
stylu, hudební formě a harmonii a spojení hudby s nacionalismem měly vliv po celé pozdní romantické období i po něm.

QUESTION Jaký nástroj obsahovaly všechny Frédéricovy skladby?
ANSWER piano

CONTEXT

Jeden senátor zastupuje ostrov ve francouzském Senátu. První volby se konaly 21. září 2008 a poslední v září 2014. Svatý
Bartoloměj se dne 1. ledna 2012 stal zámořským územím Evropské unie, ale obyvatelé ostrova zůstávají francouzskými občany
se statusem EU, kteří jsou držiteli pasů EU. Francie je odpovědná za obranu ostrova a jako taková na ostrově rozmístila
bezpečnostní síly, které tvoří šest policistů a třináct četníků (vysláni na dvouleté období).

QUESTION Kolik senátorů zastupuje St. Barts ve Francii?
ANSWER Jedna

Frédéric_Chopin

Saint_Barths

Create PDF in your applications with the Pdfcrowd HTML to PDF API PDFCROWD

Figure 5.2: Example of the selected answer by the algorithm with synonyms
in text and answer.

CONTEXT

Jako jižanský gotický román a Bildungsroman obsahují hlavní témata filmu Zabít ptáčka rasovou nespravedlnost a zničení
nevinnosti. Učenci zaznamenali, že Lee se v americkém hlubokém jihu zabývá také otázkami třídních, odvahy, soucitu a
genderových rolí. Kniha je široce vyučována ve školách ve Spojených státech s lekcemi, které zdůrazňují toleranci a
dehonestující předsudky. Navzdory svým tématům je "Zabít ptáčka" předmětem kampaní za odstranění z veřejných tříd, které
jsou často napadány za používání rasových nadávek.

QUESTION O tom, jak zabít ptáčka, se hodně čte ve školách ve kterých zemích?
ANSWER Spojené státy

CONTEXT
Díky své poloze v Jižním Jersey, obklopujícím Atlantský oceán mezi bažinami a ostrovy, bylo Atlantic City vnímáno
developery jako prvotřídní nemovitost a potenciální rekreační město. V roce 1853 byl postaven první komerční hotel The
Belloe House, který se nacházel u Massachusetts a Atlantic Avenue.

QUESTION Jak se jmenuje první komerční hotel postavený v Atlantic City?
ANSWER Dům Belloe

CONTEXT Pes domácí (Canis lupus familiaris neboli Canis familiaris) je domestikovaný kanid, který byl po tisíciletí selektivně chován
pro různé způsoby chování, smyslové schopnosti a fyzické vlastnosti.

QUESTION Co je Canis familiaris?
ANSWER domácí pes

Question Answering

To_Kill_a_Mockingbird

Atlantic_City,_New_Jersey

Pes

Create PDF in your applications with the Pdfcrowd HTML to PDF API PDFCROWD

Figure 5.3: Example of the selected answer by the algorithm with different dec-
lination in text and answer.

CONTEXT

Všechny Chopinovy skladby zahrnují klavír. Většina je určena pro sólový klavír, i když napsal také dva klavírní koncerty,
několik komorních skladeb a některé písně k polským textům. Jeho klávesový styl je vysoce individuální a často technicky
náročný; jeho vlastní výkony byly proslulé svými nuancemi a citlivostí. Chopin vymyslel koncept instrumentální balady. K
jeho významným klavírním dílům patří také mazurky, valčíky, nokturnovky, polonézy, études, impromptus, scherzos, předehry
a sonáty, z nichž některé vyšly až po jeho smrti. K vlivům na jeho kompoziční styl patří polská lidová hudba, klasická tradice J.
S. Bacha, Mozarta a Schuberta, hudba všech, které obdivoval, a také pařížské salony, kde byl častým hostem. Jeho inovace ve
stylu, hudební formě a harmonii a spojení hudby s nacionalismem měly vliv po celé pozdní romantické období i po něm.

QUESTION Jaký nástroj obsahovaly všechny Frédéricovy skladby?
ANSWER piano

CONTEXT

Jeden senátor zastupuje ostrov ve francouzském Senátu. První volby se konaly 21. září 2008 a poslední v září 2014. Svatý
Bartoloměj se dne 1. ledna 2012 stal zámořským územím Evropské unie, ale obyvatelé ostrova zůstávají francouzskými občany
se statusem EU, kteří jsou držiteli pasů EU. Francie je odpovědná za obranu ostrova a jako taková na ostrově rozmístila
bezpečnostní síly, které tvoří šest policistů a třináct četníků (vysláni na dvouleté období).

QUESTION Kolik senátorů zastupuje St. Barts ve Francii?
ANSWER Jedna

Frédéric_Chopin

Saint_Barths

Create PDF in your applications with the Pdfcrowd HTML to PDF API PDFCROWD

Figure 5.4: Example of the selected answer by the algorithm with non-translated
numbers in text and answer.
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CONTEXT

Jako jižanský gotický román a Bildungsroman obsahují hlavní témata filmu Zabít ptáčka rasovou nespravedlnost a zničení
nevinnosti. Učenci zaznamenali, že Lee se v americkém hlubokém jihu zabývá také otázkami třídních, odvahy, soucitu a
genderových rolí. Kniha je široce vyučována ve školách ve Spojených státech s lekcemi, které zdůrazňují toleranci a
dehonestující předsudky. Navzdory svým tématům je "Zabít ptáčka" předmětem kampaní za odstranění z veřejných tříd, které
jsou často napadány za používání rasových nadávek.

QUESTION O tom, jak zabít ptáčka, se hodně čte ve školách ve kterých zemích?
ANSWER Spojené státy

CONTEXT
Díky své poloze v Jižním Jersey, obklopujícím Atlantský oceán mezi bažinami a ostrovy, bylo Atlantic City vnímáno
developery jako prvotřídní nemovitost a potenciální rekreační město. V roce 1853 byl postaven první komerční hotel The
Belloe House, který se nacházel u Massachusetts a Atlantic Avenue.

QUESTION Jak se jmenuje první komerční hotel postavený v Atlantic City?
ANSWER Dům Belloe

CONTEXT Pes domácí (Canis lupus familiaris neboli Canis familiaris) je domestikovaný kanid, který byl po tisíciletí selektivně chován
pro různé způsoby chování, smyslové schopnosti a fyzické vlastnosti.

QUESTION Co je Canis familiaris?
ANSWER domácí pes

Question Answering

To_Kill_a_Mockingbird

Atlantic_City,_New_Jersey

Pes

Create PDF in your applications with the Pdfcrowd HTML to PDF API PDFCROWD

Figure 5.5: Example of the selected answer by the algorithm with partially trans-
lated names in text and answer.

5.1.4 Translated Data Analysis

After data translation and start and end indices recomputation, we measured
newly created data sizes to ensure their quality. See Table 5.1. Note that we
have obtained a bit different results for both sets. The number of preserved
answers in the training dataset is lower than in the development dataset, which is
probably caused by the character of answers as the development dataset contains
more answers for one question – the question is preserved when at least one
of the answers is with the required match. Also, note that the ratio of the kept
data in SQuAD 1.1 is lower because unanswerable questions of SQuAD 2.0 are
always preserved.

5.2 Evaluation Metrics

For evaluation, we have used the same metrics as in [Rajpurkar et al., 2016]. Exact
match score compares translated answers with the answer in the text and returns
a point if they are equal. F1 score is based on precision and recall. See more
detailed description in Chapter 3.

The words in the Czech language are declined or conjugated which causes
differences in word morphology in predicted and original answers. Afterwards,
the evaluation of translated Czech dataset is not accurate. Therefore, we have
lemmatized all predicted answers and the original answers in the development
dataset by MorphoDiTa before comparing them during the evaluation. To obtain
the model accuracy, we have evaluated these lemmatized answers to achieve more
relevant results.
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6. Constructing Czech Question
Answering Model
We have translated SQuAD 1.1 and 2.0 datasets [Rajpurkar et al., 2016], [Ra-
jpurkar et al., 2018] to Czech using CUBBITT [Popel et al., 2020] translator
to create Czech question answering datasets and we have trained several BERT-
based models: BERT [Devlin et al., 2018], Multilingual BERT [Devlin et al.,
2018] and XLM-RoBERTa [Liu et al., 2019] to create Czech question answering
models. The training took from 3 to 20 hours on GPU depending on the model
and size of the datasets.

During the training process, the English embeddings used for the English
dataset had to be changed to Czech embeddings. We have used Czech embeddings
created on 4 billion Czech words using the word2vec model, keeping embeddings
for the most frequent 15 million words.

After translation, starting indices of answers in newly created Czech datasets
had to be recomputed. We lemmatized the translated texts and answers, we re-
placed the lemmas with roots of their word-formation relation trees, we found all
continuous subsequences of the text with any word order, and if several occur-
rences were located, we chose the one with the most similar position in the text
to the position of the original answer in the original text. In the dataset, we kept
73.2% of the original training part and 82.7% of the testing part in SQuAD 1.1
and we kept 82.2% of the original training part and 91.3% of the testing part
in SQuAD 2.0. We have manually verified, that the dataset has high quality
and still is large enough to be used for further training of question answering
models.

6.1 BERT Models Selection

The current best SQuAD models are all BERT based and therefore, we trained
a BERT-based architecture. We downloaded the BERT from https://github.

com/google-research/bert and we finetuned it on the SQuAD dataset to create
Czech question answering models. Our main goal is Czech reading comprehen-
sion, and therefore, we considered also multilingual BERT-based models which
already included Czech in their pretraining procedure.

As a reference, we also include the English BERT [Devlin et al., 2018] base
in two versions: cased and uncased. BERT cased contains all paragraphs, ques-
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tions and answers with diacritics and both cases of the letters. BERT uncased is
the lowercased and diacritics-stripped version of BERT cased.

Subsequently, we trained the Multilingual BERT (mBERT) [Devlin et al.,
2018] in both versions: cased and uncased. It was an extension of the BERT model
to more languages. It was pretrained on the top 104 languages with the largest
Wikipedia using a masked language modelling objective. It extends BERT also
for QA in other languages.

Finally, we trained XLMRoBERTa (XLM-R) [Liu et al., 2019] in two versions:
base and large. The model was also pretrained on 2.5TB of filtered CommonCrawl
data containing 100 languages. The base and large versions only differ in the size
of the parameter, see Table 6.1.

Model Layers Hidden Heads Parameters
BERT 12 768 12 110 M
mBERT 12 768 12 110 M
XLM-R-base 12 768 12 125 M
XLM-R-large 24 1024 16 355 M

Table 6.1: Comparison of details of the models containing the number of layers,
number of hidden layers, number of heads in the attention mechanism and num-
ber of parameters. Source https://huggingface.co/transformers/v2.4.0/

pretrained_models.html

6.2 Selected Models Finetunning

We finetuned all models using the transformers library [Wolf et al., 2019]. For all
base models, we used two training epochs, learning rate 2e-5 with a linear warm-
up of 256 steps and batch size 16. For XLM-RoBERTa we increased batch size
to 32 and for XLM-RoBERTa large we decreased the learning rate to 1.5e-5
and increased warm-up to 500 [Macková and Straka, 2020].

6.2.1 Epoch Number Selection

We trained BERT on the original English SQuAD 1.1 dataset with several num-
bers of epochs. We obtained the best results with 2 epochs. Therefore, the other
models were trained with 2 epochs, see Table 6.2.
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BERT EM [%] F1 [%]
1 epoch 79.2 87.35
2 epochs 80.81 88.27
3 epochs 80.03 87.8

Table 6.2: Comparison of results of BERT trained and evaluated on English using
different numbers of epochs.

6.2.2 Finetuning Steps

• English

For reference, we trained and evaluated all the above models on English
SQuAD 1.1 and SQuAD 2.0 datasets. Our results are similar to the pub-
lished result with slightly lower accuracy, see Table 6.3 and Table 6.4.

Model Ref EM [%] Ref F1 [%] Our EM [%] Our F1 [%]
SQuAD 1.1 84.2 91.1 81.43 88.88
SQuAD 2.0 78.8 81.9 72.85 76.03

Table 6.3: Comparison of our results of training and evaluation BERT models
on English on the SQuAD 1.1 and 2.0 datasets. Source [Devlin et al., 2018]

Model SQuAD 1.1
Ref [%]

SQuAD 2.0
Ref [%]

SQuAD 1.1
Our [%]

SQuAD 2.0
Our [%]

BERT 91.1 81.9 88.88 76.03
XLM-R 94.6 89.4 93.24 86.23

Table 6.4: Comparison of F1 scores of training and evaluation BERT models
on English on the SQuAD 2.0 dataset. Source [Liu et al., 2019]

• Czech Training and Czech Evaluation

Our first baseline model is trained directly on the Czech training dataset
and evaluated directly on the Czech development dataset. The relative per-
formance of the BERT variants is very similar to English, but the absolute
performance is considerably lower. Several facts could contribute to the per-
formance decrease – a smaller training set, noise introduced by the trans-
lation system and morphological richness of the Czech language [Macková
and Straka, 2020], see Table 6.5.
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• English Models and Czech Evaluation via Machine Translation

Our second baseline system (denoted C-E-C in the results) reuses English
models to perform Czech reading comprehension – the Czech development
set is first translated to English, and the answers are then generated using
English models, and finally translated back to Czech. The translation-based
approach has slightly higher performance for base models, which may be
caused by the smaller size of the Czech training data. However, for the large
model, the direct approach seems more beneficial [Macková and Straka,
2020], see Table 6.6.

• Cross-lingual Transfer Models

The most interesting experiment is the cross-lingual transfer of the En-
glish models, evaluated directly on Czech (without using any Czech data
for training). Astonishingly, the results are very competitive with the other
models evaluated on Czech, especially for XLM-R large, where there are
within 1.6 percentage points in F1 score and 2.75 percentage points in an ex-
act match of the best Czech model [Macková and Straka, 2020], see Table
6.7.

Table 6.5: Development performance of models trained and evaluated in Czech
on translated Czech SQuAD 1.1 and 2.0 datasets.

Model
SQuAD 1.1 SQuAD 2.0

EM [%] F1 [%] EM [%] F1 [%]
mBERT cased 59.49 70.62 66.60 69.61
mBERT uncased 62.11 73.94 64.96 68.14
XLM-R base 69.18 78.71 64.98 68.15
XLM-R large 76.39 85.62 75.57 79.19
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Table 6.6: Development performance of models trained on English and evaluated
with translations from Czech to English and then back to Czech on SQuAD 1.1
and 2.0 datasets.

Model
SQuAD 1.1 SQuAD 2.0

EM [%] F1 [%] EM [%] F1 [%]
BERT cased 64.06 76.78 64.35 69.11
BERT uncased 63.57 76.61 65.26 69.86
mBERT cased 65.09 77.47 67.40 71.96
mBERT uncased 65.00 77.38 66.20 70.72
XLM-R base 64.52 76.91 65.62 70.00
XLM-R large 69.04 81.33 72.82 78.04

Table 6.7: Development performance of models trained on English and evaluated
directly on Czech without any translation using SQuAD 1.1 and 2.0 datasets.

Model
SQuAD 1.1 SQuAD 2.0

EM [%] F1 [%] EM [%] F1 [%]
BERT cased 9.53 21.62 53.48 53.84
BERT uncased 6.16 21.75 54.78 54.83
mBERT cased 59.49 70.62 58.28 62.76
mBERT uncased 62.09 73.89 59.59 63.89
XLM-R base 64.63 75.85 62.09 65.93
XLM-R large 73.64 84.07 73.50 77.58

6.3 Overall Results

All our results are presented in Table 6.8 and graphically in Figure 6.1.
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Table 6.8: Development performance of English and Czech models on SQuAD
1.1 and 2.0 datasets. Source [Macková and Straka, 2020].

Model Train Dev
SQuAD 1.1 SQuAD 2.0

EM [%] F1 [%] EM [%] F1 [%]
BERT cased EN EN 81.43 88.88 72.85 76.03
BERT uncased EN EN 80.92 88.59 73.35 76.59
mBERT cased EN EN 81.99 89.10 75.79 78.76
mBERT uncased EN EN 81.98 89.27 74.88 77.98
XLM-R base EN EN 80.91 88.11 74.07 76.97
XLM-R large EN EN 87.27 93.24 83.21 86.23

BERT cased EN CZ 9.53 21.62 53.48 53.84
BERT uncased EN CZ 6.16 21.75 54.78 54.83
mBERT cased EN CZ 59.49 70.62 58.28 62.76
mBERT uncased EN CZ 62.09 73.89 59.59 63.89
XLM-R base EN CZ 64.63 75.85 62.09 65.93
XLM-R large EN CZ 73.64 84.07 73.50 77.58

BERT cased EN C-E-C 64.06 76.78 64.35 69.11
BERT uncased EN C-E-C 63.57 76.61 65.26 69.86
mBERT cased EN C-E-C 65.09 77.47 67.40 71.96
mBERT uncased EN C-E-C 65.00 77.38 66.20 70.72
XLM-R base EN C-E-C 64.52 76.91 65.62 70.00
XLM-R large EN C-E-C 69.04 81.33 72.82 78.04

mBERT cased CZ CZ 59.49 70.62 66.60 69.61
mBERT uncased CZ CZ 62.11 73.94 64.96 68.14
XLM-R base CZ CZ 69.18 78.71 64.98 68.15
XLM-R large CZ CZ 76.39 85.62 75.57 79.19
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Figure 6.1: Development set performance of all models for English and Czech
SQuAD 1.1 and SQuAD 2.0 datasets. Source [Macková and Straka, 2020].
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6.4 Main Findings

• Why Does Cross-lingual Transfer Work

The performance of the cross-lingual transfer model is surprising. This
model never saw any Czech reading comprehension data or any parallel
Czech-English data before. Despite this, it reaches nearly the best results
among all evaluated models. This strong performance is an indication that
mBERT and XLM-R represent different languages in the same shared space,
without getting an explicit training signal in form of parallel data. Instead,
we hypothesise that if there is a large enough similarity among languages
the model exploits by reusing the same part of the network to handle this
phenomenon across multiple languages. This in turn saves the capacity
of the model and allows reaching a higher likelihood, improving the qual-
ity of the model. Furthermore, word embeddings for different languages
demonstrate a remarkable amount of similarity even after a simple lin-
ear transformation, as demonstrated for example by [Artetxe et al., 2018].
Such similarities are exploitable (and as indicated by the results also ex-
ploited) by BERT-like models to achieve shared representation of multiple
languages [Macková and Straka, 2020].

• Pre-training on Czech is Required

The strong performance of cross-lingual models does not necessarily mean
the models can “understand” Czech – the named entities could be simi-
lar enough in Czech and English, and the model could be capable of an-
swering without understanding the question. Therefore, we also consid-
ered an English reading comprehension model based on English BERT,
which did not encounter any other language but English during pretrain-
ing. Evaluating such a model directly on Czech delivers surprisingly good
performance on SQuAD 2.0 – the model is unexpectedly good in recog-
nizing unanswerable questions. However, the performance of such a model
on SQuAD 1.1 is rudimentary – 9.53% exact match and 21.62% F1 score,
compared to 62.90% exact match and 73.89% F1 score of an mBERT un-
cased model [Macková and Straka, 2020].

• Cased versus Uncased

Consistently with intuition, cased models seem to perform generally better
than uncased. However, in the context of cross-lingual transfer, we repeat-
edly observed uncased models surpassing the cased ones. We hypothesise
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that this result could be caused by a larger intersection of Czech and English
subwords of the uncased models (which discard not only casing information,
but also diacritical marks) because a larger shared vocabulary could make
the cross-lingual transfer easier [Macková and Straka, 2020].

The paper [Lewis et al., 2019] published in November 2019 was concerned
with a similar problem. The authors also trained the BERT model for question
answering in 6 different languages however, the Czech language was not used.
They confirmed our hypothesis and results that Multilingual BERT is good even
for other languages than English.

6.5 Summary

We have explored Czech reading comprehension without any manually anno-
tated Czech training data using BERT-based models and SQuAD datasets. We
trained several baseline BERT-based models using translated data. We also eval-
uated a cross-lingual transfer model trained on English and evaluated directly
on Czech to avoid unnecessary translations. The performance of this model is
exceptionally good, even though no Czech training data nor Czech translation
system was needed to train it. This model achieved 73.64% EM and 84.07% F1
score on SQuAD 1.1 and 73.50% EM and 77.58% F1 score on SQuAD 2.0 datasets.
These results are overpassing all the BERT, multilingual BERT and XLM-R base
models trained on Czech or English and evaluated on Czech with or without trans-
lations. Its accuracy is comparable to other XLM-R large models with a huge
advantage – it does not require any Czech data to train and the problem with
the translation noise is eliminated.
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7. Conclusion
In this thesis, we explored Czech reading comprehension and question answering
without any manually annotated Czech training data. We translated the English
datasets SQuAD 1.1 and SQuAD 2.0 to Czech to create Czech training and devel-
opment datasets. We trained several baseline BERT-based models using original
English data and also translated Czech data. We also evaluated a cross-lingual
transfer model trained on English and then evaluated directly on Czech without
the necessity of any translations. We compared all the models’ results and se-
lected the best one for the Czech QA task.

In particular, we trained and evaluated BERT and XLM-RoBERTa models
on the Czech dataset. We also trained them on the original English dataset
and we evaluated them on the Czech dataset translated to English and we trans-
lated the English answers from the model back to Czech. Finally, we trained
Multilingual BERT in English and we evaluated on Czech dataset without any
requirements for the data translation.

We compared the results and we observed that training in English gives better
overall results than training in Czech. Moreover, XLM-RoBERTa has achieved
much higher results in all QA tasks than BERT-based models in all compared
approaches.

If we compare the results of the training of all models trained on Czech
and evaluated on Czech, we can see that XLM-RoBERTa large is significantly bet-
ter than the other models and the other models have lower but similar accuracy.
The same result can be observed comparing models trained on English and eval-
uated on the data with Czech-English-Czech translations and also on models
trained and evaluated only on English.

The most interesting comparisons can be observed on models trained on En-
glish and evaluated directly on Czech without the necessity of any translations.
The basic BERT models have reached much worse results than the other models.
It is caused by the fact that they were trained only in English and they have not
seen any other language data before. Multilingual BERTs have similar results
to the basic RoBERTA and overall they are slightly worse than the results with
the translations.

We obtained the most surprising results with RoBERTa large which has
reached similar accuracy as the other RoBERTa large models trained on Czech
or on English with the translations. This result is extremely good, as the model
has not seen any Czech data during training. We hypothesise that if there is
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a large enough similarity among languages, the model exploits it by reusing
the same part of the network to handle this phenomenon across multiple lan-
guages. This in turn saves the capacity of the model and allows reaching a higher
likelihood, improving the quality of the model. This cross-lingual transfer ap-
proach is very flexible and provides reading comprehension in any language,
for which we have enough monolingual raw texts, see Table 6.8.
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A. Overview of Electronic
Attachments

• Czech SQuAD

Translated SQuAD training and development datasets to Czech are too
huge to be attached, but we have released them at https://lindat.mff.

cuni.cz/repository/xmlui/handle/11234/1-3249.

• English SQuAD

Source SQuAD 1.1 and SQuAD 2.0 training and development datasets
are too huge to be attached, but they are available https://rajpurkar.

github.io/SQuAD-explorer/.

• Article

We have published an article about reading comprehension in Czech via
machine translation and cross-lingual transfer [Macková and Straka, 2020].
The arXiv preprint of the original article is attached.

• Scripts

The file containing translation, preprocessing, lemmatizaton, evaluation
and visualization scripts.

– compare lcs and accord.py

– create html visualization.py

– evaluate-v1.1.py

– lemmatize dev.py

– lemmatize pred.py

– select data above threshold.py

– translate answers EN-CZ.py

– translate dev CZ-EN.py

– translate dev EN-CZ.py

– translate predictions to cz.py

– visualize czech several epochs epochs.py

– vizualize all results all models.py

– vizualize data sizes after translation.py
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