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Abstract: We present a study of exact solutions to the coupled system of Einstein—
Maxwell equations for Robinson—Trautman and Kundt geometries with a cosmo-
logical constant in 241 gravity. We also consider an electromagnetic field without
any charges or currents. The equations are fully integrated for the nonexpanding
Kundt family of spacetimes which only admit an aligned electromagnetic field,
and for the aligned Robinson—Trautman class. A special subclass of these solu-
tions is then identified as the charged black hole spacetime in 3D gravity. The
nonaligned Robinson—Trautman solution decouples into a separated system of
differential equations for the metric and the electromagnetic field. We show that
the Robinson—-Trautman spacetime admits a nonaligned electromagnetic field by
finding a simple particular solution to the equations. Furthermore, we develop
a new method of algebraic classification of spacetimes in three dimensions based
on the projections of the Cotton tensor onto a suitable null basis. We then show
that this classification is equivalent to the Petrov classification of the Cotton—York
tensor in 241 gravity.

Keywords: 3D gravity, exact spacetimes, Einstein-Maxwell equations, Robinson—
Trautman geometry, Kundt geometry, algebraic classification

Abstrakt: V praci studujeme presnd feseni vazaného systému Einsteinovych—
Maxwellovych rovnic pro Robinsonovu-Trautmanovu a Kundtovu geometrii s
kosmologickou konstantou v 2+1 gravitaci. Uvazujeme také elektromagnetické
pole bez ndboji a proudi. Rovnice jsou plné vyintegrované pro neexpandujici
Kundtovu rodinu ¢asoprostorti, které pripoustéji jen alignované elektromagnet-
ické pole a pro alignovanou Robinsonovu—Trautmanovu tiidu. Specialni podttida
téchto Teseni je potom identifikovana jako nabitd cernd dira v 3D gravitaci.
Nealignované Robinsonovo-Trautmanovo feSeni je privedeno do separovaného
systému diferencidlnich rovnic pro metriku a elektromagnetické pole. Déle ukazu-
jeme, ze Robinsontv—Trautmantv c¢asoprostor pripousti nealignované elektro-
magnetické pole, a to nalezenim jednoduchého partikularniho reSeni rovnic. Také
prezentujeme novou metodu algebraické klasifikace prostorocasii ve trech di-
menzich zaloZenou na projekcich Cottonova tenzoru na vhodnou nulovou bézi.
Ukazujeme, ze tato klasifikace je ekvivalentni s Petrovovou klasifikaci Cotton—
Yorkova tenzoru v 2+1 gravitaci.
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Introduction

Exact solutions to Einstein’s general relativity have always presented a highly
interesting field of studies, ever since its formulation in 1915. Not only are exact
solutions a good approximation of real physical problems, they also serve as a
window to all the intricacies of general relativity which at that time highly differed
from a classical theory of gravitation. The first exact solution was published by
Schwarzschild 1] only a few months after the publication of general relativity.
Nowadays, there exists a large catalogue of exact solutions nicely summarized in
books like [2,13].

The problem of quantum gravity and the need for an alternative to Einstein’s
theory of relativity lead many researches to more dimensions than four, be it
the string theory or just a higher dimensional generalization of relativity sum-
marized in [4]. The interest in gravitational theory in dimensions less than four
comes quite late, with the first ever publication on the subject by Staruszkiewicz
in 1963 [5], where he studied the motion of point particles in 241 dimensional
spacetimes. The interest in the theory spiked with the revelation that a quantum
theory of gravity is possible in three dimensions. In these spaces the Weyl tensor
identically vanishes and the number of independent components of the Riemann
and the Ricci tensor is the same. There is no room for dynamical degrees of free-
dom in three dimensional gravity which is the main reason behind a successful
quantization. A nice review of the subject is given in [6].

The lack of dynamical degrees of freedom means that vacuum solutions to Ein-
stein’s equations in three-dimensional gravity must necessarily be the maximally
symmetric spacetimes. These are the flat Minkowski spacetime or, depending on
the sign of the cosmological constant, the de Sitter or anti-de Sitter spacetime
for positive and negative cosmological constant, respectively. In this sense there
does not exist a Schwarzschild black hole solution. However, it was shown by
Banados, Teitelboim and Zanelli (BTZ) in [7-9] that by nontrivial identifications
of a locally anti-de Sitter geometry a black hole like solutions can be constructed
for vacuum, pure radiation and electromagnetic field.

The study of exact spacetimes in 241 dimensions is not only limited to a
toy model for studying quantum gravity. Recently, some solutions found their
application in description of 2+1 black holes on a brane [10], while others play
important role in the AdS/CFT correspondence [11]. Therefore, the search for
more exact solutions can widen the horizons in standard four-dimensional theories
of gravity. Plethora of exact solutions have already been found — a nice review
of them is [12].

In this study we wish to augment the research recently done by Podolsky,
Svarc and Maeda in [13], where they systematically investigated the expanding
Robinson—Trautman and the nonexpanding Kundt class of spacetimes in three
dimensions for vacuum, pure radiation and gyratons. They showed an interesting
result, which was also observed by Chow, Pope and Sezgin in [14], that a three-
dimensional manifold only allows geometries which are twist-free and shear-free,
or in other words, three-dimensional spacetimes which admit a null geodesic field
k must be either Robinson—Trautman or Kundt.

We will focus on generalizing these solutions to also contain an electromagnetic



field. The first solution to the Einstein—-Maxwell equations in 241 gravity belongs
to Gott and Alpert, who in 1984 derived an electrostatic solution [15]. More
recent study, using the Rainich geometrization of the electromagnetic field, was
done in [16]. Another interesting study in this field was done in [17] where the
authors found a black hole solution with a real scalar field coupled to a Maxwell
field via a duality transformation.

In this work we perform a step-by-step integration of the Einstein—-Maxwell
equations. In chapter 1 we summarize the results obtained in [13], namely the
construction of the metric tensor in canonical coordinates. In section 1.1 we re-
view some basic properties of the electromagnetic field in 2+1 gravity. Section
1.2 presents the coupled Einstein—-Maxwell equations, and in section 1.3 we show
the correspondence between a massless scalar field and the dual electromagnetic
tensor. In chapter 2 we focus on the Kundt class of spacetimes. Sections 2.1-
2.3 contain the solution of Einstein—-Maxwell equations, and section 2.4 reviews
the results. Chapter 3 deals with the Robinson—Trautman spacetimes with an
aligned electromagnetic field. Full integration of the equations is performed in
sections 3.1-3.3. In section 3.4 we present a summary of obtained results and a
identification of a charged black hole solution. We then focus on the nonaligned
case for Robinson—Trautman geometry in chapter 4. In sections 4.1-4.3 we try to
solve the Einstein—-Maxwell equations, but only achieve a separation of variables
for the metric functions and the electromagnetic field. We then show a simple
nonaligned solution in section 4.4. We already published the results obtained
in chapters 1-4 in our paper [18]. It is also contained in appendix . The last
chapter of this thesis, not yet published, is devoted to the problem of algebraic
classification of spacetimes in 2+1 gravity. We first review the Cotton and the
Cotton—York tensor in sections 5.1 and 5.2. The process of algebraic classifica-
tion is summarized in section 5.3, and in section 5.4 we show its equivalence to
the Penrose-style algebraic classification. In the last section 5.5 we classify the
electrovacuum spacetime found in chapter 3.



1. Kundt and
Robinson—Trautman spacetimes
in 241 gravity

General spacetimes which admit a null geodesic vector field were previously in-

vestigated by Podolsky, Svarc and Maeda in [13]. It was proven that under this

assumption, the only possible geometries in 2+1 dimensions are the nonexpand-

ing Kundt class and the expanding Robinson—Trautman class of spacetimes; see

Theorem 1 in [13]. Another important result was the equivalence between the null

vector field being geodesic and hypersurface orthogonal; see Theorem 2 in [13].
At any point we can construct a null triad e; = {k,1, m} satisfying

k-1=-1, m-m=1, (1.1)

with every other scalar product being zero, in which k is the null vector field along
the geodesic congruence. This can be achieved in any spacetime which is at least
C!, since we need to guarantee the existence of the covariant derivative. The
remaining vector 1 is a complementary null vector, and m is a spacelike vector
orthogonal to both k and 1. With respect to this triad, the optical matrix can be
defined by

p = kapym®mb. (1.2)

As a consequence of Theorem 1, the only non-trivial component of p is the ex-
pansion scalar ©, while twist and shear vanish identically.

Combining Theorem 1 and Theorem 2, we can establish the canonical coordi-
nates {r, u, x}, and it can be shown that the metric in these canonical coordinates
takes the form

ds® = gue(r,u, 7) dz® + 2 guu (1, u, ¥) dudr — 2dudr + guu(r,u, ) du?;  (1.3)

see Theorem 3 of [13]. The coordinate r is the affine parameter of the geodesic
null congruence k, coordinate u labels the hypersurfaces © = const. to which k is
hypersurface orthogonal, and = span the transverse 1-dimensional subspace with
uw and r constant. The contravariant metric components are given by the relations

TT 1 ur T gux rr g?w:
gt =—, ¢"=-1,  g'="=, ¢ =Gt (1.4)

As suggested in [13], the best choice for a null triad satisfying (1.1)) is

1 1
k:ara 1= 7guuar+au7 m = 7(guzar+ax> (15)

2 N

Now, the covariant derivative of k, appearing in (1.2)), can be easily calculated
and it is equal to kqyp = % Jab,r- Using this, the expansion scalar can be evaluated
as 0 = k., m*m” which gives

_ 1 Guayr

9:p—2 P

(1.6)
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The spacetimes can now be split into two distinct classes, namely the nonex-
panding Kundt class which is invariantly given by vanishing of the expansion
0 = 0, and the expanding Robinson—Trautman class which is complementary to
the Kundt class and satisfies 6 # 0.

For later convenience, it is helpful to introduce a shorthand for the square root
of the metric component g,,. For this purpose we define the function G(r,u, )
as

G= & Gow = G2, (1.7)

\V gmx
With this notation the equation (1.6)), for the scalar expansion, simplifies to

0= —(logG),. (1.8)

The Christoffel symbols and the components of the Riemann and Ricci tensors,
needed for the gravitational field equations, were already calculated in [13] and
for an easy access we present the results in appendix [A]

1.1 Electromagnetic field in Kundt and
Robinson—Trautman spacetimes

Exact solutions for vacuum, gyratons and pure radiation spacetimes in Kundt and
Robinson—Trautman classes were already presented in the paper [13]. Therefore,
in this work we wish to focus on an important case of nonvacuum spacetimes,
namely the ones containing an electromagnetic field.

We will consider a general electromagnetic field given by the Maxwell tensor
Fy. The antisymmetric Maxwell tensor can also be considered as a 2-form,
defined by F = %Fab dz® A dz®. In 3D, the electromagnetic tensor has three
independent components, and the 2-form explicitly reads

F=F,drAdu+ F,,dr ANde + F,, du Adx. (1.9)

Equivalently, the electromagnetic field can be described by the potential 1-form
A using the relation
F=dA. (1.10)

The contravariant components of the Maxwell tensor are given as F'® = ¢g*g¢*F.,,
and utilizing the contravariant metric (1.4]) we find that

1

F = 7(guxFrz_gxx Fru)y (111)
1
1
F“=__—F,. (1.13)
Gz

Interestingly, the Hodge dual of the electromagnetic tensor will play an im-
portant role in the field equations later, and it is beneficial to already establish
the notion here. We define the Hodge dual *F'* of the electromagnetic field as

1
=g £ Fy. | (1.14)



abc

where £%°¢ is the Levi-Civita tensor, and we use the convention

g = \/1__9 € = cope = —v/—0 €ape s (1.15)
in which g denotes the determinant of the metric, ¢** and €, represent the
completely antisymmetric Levi-Civita symbol, with the convention that ¢™* =
€-ue = 1 and all even permutations of indices leave the sign unchanged, while odd
permutations of indices change the sign.

Straightforward calculation for the determinant of the metric yields

abc

—9 = Gza = Gi? . (116)

From the definition (|1.14]), the corresponding components of the dual electromag-
netic tensor are

*F"=GF,, ‘F‘'=-GF,, ‘F'=GF,,. (1.17)

The dual electromagnetic 1-form given by *F = *F,dz* can be obtained by
simply lowering the index of the dual ((1.14). Before we continue further, it is
useful to introduce a shorthand Fj,, such that

*Fa
G )
in which we factor out the square root of the metric determinant from the com-

ponents of the dual 1-form. This definition allows us to simply express the 1-form
components as

(1.18)

F,=GF,, (1.19)

where, after evaluating (1.18]), we get
F.=F,.,, (1.20)
It is also true that *F* = G F°, and the explicit expressions for F'* can be

immediately seen from (|1.17)). The inverse relations to the dual electromagnetic
tensor are

Fo=—cae " F¢, or  F%=_gt*F, (1.23)

The latter equation gives us a convenient way to express the contravariant com-
ponents of the Maxwell tensor, and in view of this equation we can compute that

Fre — —G2Fx, Fre — GQFU, Fue — —GQFT ] (124)

As the next step we now define the electromagnetic invariants, namely we set

F?=F,F* and *F*=*F,"F". (1.25)

The invariant F,, *F**F? is identically equal to zero because of the symmetry
reasons, and the corresponding calculation of ((1.25) gives

F?= -2"F? = 2G*(guu F2, + 2 Fo(Fue — Gue Fru) + Gua F2) - (1.26)
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Taking the inspiration from the Newman—Penrose formalism in standard 4D
gravity, we define additional set of invariants by projecting the Maxwell tensor
onto the frame formed by the null triad . Due to the antisymmetry of the
Maxwell tensor only three such invariants are independent, and they fully describe
the three independent components of the electromagnetic field. We choose to
define these invariants in the following way

¢o = Fap k*m’ (1.27)
¢ = F k10, (1.28)
By = Fyym®I°. (1.29)

After an easy evaluation we obtain the results

(ZSOIGFTx? (bl:Fru: ¢2:G(guxFru_Fux_%guuFrx) (130>

By inverting the relations ([1.20)—(1.22)), the components of the electromagnetic
tensor can be expressed as

Frw = F, (1.31)
Fry :G2(Fx+guz Fr), (1.32)

Using this, the scalars (1.30)) can be then simplified to
¢O - GF'I‘7 le :G2<Fx+guxFr)a ¢2 :G(Fu_’_%guuFr) (134>

Taking a look back at the equation ([1.26) and with the help of the results given
in (1.30]), we can also obtain a compact expression for the electromagnetic scalar,
specifically

P = 20060 63, (1.35)

In the definition of the Newman—Penrose scalars —, there is a free-
dom in the choice of the null frame. One can perform Lorentz transformations
that leave the normalization unchanged. For example one such transforma-
tion is a boost

k' = Bk, I'=B7"1, m' =m, (1.36)

which is done by rescaling the null vectors with a constant parameter B, and the
Newman—Penrose scalars undergo the following change

dop=DBdo, S =d1, dh=—-¢. (1.37)

We see that the scalars ¢y, ¢, ¢, have respective boost weights of +1, 0, —1. In
accord with the alignment of general tensors which was established by Milson,
Coley, Pravda, and Pravdova in [19], we say that the electromagnetic field is
aligned with the null vector field k, if the component with the highest boost
weight vanishes. In view of the equations and this implies the
condition

p=0&F,=0&F =0. (1.38)



By substituting the explicit definition ({1.27]) for the appropriate Newman—Penrose
scalar, we obtain the equation F,, k<*m® = 0. Thanks to the normalization (1.1]),
the before mentioned equation is equivalent to the statement

Fupk® = N &y + M. (1.39)

Since we also have to respect the antisymmetry property of the Maxwell tensor,
the projection F,, k% k® = 0 must be identically satisfied. This restricts the coef-
ficient M = 0. Thus we have proved an equivalent formulation for the alignment
of the electromagnetic tensor, or in other words, the electromagnetic tensor is
aligned with the vector field k if and only if

Fukb=Nk,. (1.40)

Another type of transformations which do not change the relation ([1.1]) are null
rotations. The most general form of a null rotation preserving the direction k is

kK =k, I'=1++v2Lm+ L%k, m =m+ V2Lk. (1.41)

Such a null rotation transforms the Newmann—Penrose scalars as

b = %o, (1.42)
¢\ = ¢1 + V2L o, (1.43)
¢y = o+ V2L + L* ¢y . (1.44)

It can be noted that whenever we have an aligned electromagnetic field (¢o = 0)

there exists a frame in which the scalar ¢, also vanishes, provided ¢, # 0. This is

given by the transformation ([1.44)), where we choose the parameter L = — \/‘gfm

Of course, this property is not exclusive to only aligned electromagnetic fields. In
the nonaligned case, the vanishing of the scalar ¢, is dependent on the existence
of a real solution to the quadratic equation given by .

Similarly, we can perform a null rotation with fixed 1, and in parallel with the
previous null rotation its general form is

k' =k +V2Em + E*1, =1, m =m+ V2EIL. (1.45)

This invokes the following transformations of the Newmann—Penrose scalars

¢y = do + V2E ¢1 + E* o, (1.46)
¢ = ¢1+ V2E ¢, (1.47)
Py = 2. (1.48)

The existence of a frame in which the electromagnetic field is aligned is determined
by the quadratic equation ¢; = 0, that is

¢+ V2E¢ + E’¢y = 0. (1.49)

However, it is not clear that a real solution to this quadratic equation exists in
general for all instances of the electromagnetic field.



Of course, there also exists a rotation which leaves m invariant. One example
of such transformation is the boost (1.36]). Excluding this boost, the general
transformation with m’ = m is

k'=R1, =k, m =m, (1.50)

which is just a trivial swapping of the vectors k and 1.

Based on the formalism of Newmann—Penrose scalars we can develop an al-
gebraic classification of the electromagnetic tensor. Namely, we distinguish two
distinct cases based on the value of the scalar (1.35). For F? = 0 we say that
the field in null and for F? # 0 the field in non-null. In the language of the
Newman—Penrose scalars the corresponding classification is

e the electromagnetic field is aligned < P =0,
e the aligned electromagnetic field is null & 01 =0,

e the aligned electromagnetic field is non-null < ¢y = 0.

The aligned electromagnetic field is given by , and is described by only
two components F,, and F,, encoded in ¢; = F,, and ¢o = G(gus Fru — Fuz)-
Furthermore, the electromagnetic field is null if F}., = 0. This describes purely
radiative electromagnetic field with the single component ¢ = —G F,,, and for
such a field the electromagnetic invariant vanishes, > = 0. Alternatively, non-
radiative and non-null field can be achieved by setting F,, = g..F,.. Here the
electromagnetic invariant is characterized by F? = —2 ¢?.

Lastly, let us take a look at the energy-momentum tensor of the electro-
magnetic field which makes an important connection between the curvature and
matter in Einstein’s general relativity. The energy-momentum tensor in any di-
mension is defined as

Ro

T,
b 8

1
<Fachc_ 4gabF2> ; (151)

where k¢ is a scaling constant defined for simpler transitions between different
unit conventions. The explicit evaluation of the energy-momentum tensor gives
the following components

8

—T, = G*F? (1.52)
Ko
8
ITrx = Gsz(ngru - guxFra:) ) (153)
Ko
1

as) 2
87 [P 2 1 2

0
8 1

8w 1



In any dimension other than four, the energy-momentum tensor is no longer
trace-free. Calculating the trace T = ¢® Ty, gives the result

8 1
Ko 2
It is not surprising that this is exactly equal to %T =1F? = —1"F? as this is

evident from the definition . Interestingly, rewriting the energy-momentum
tensor in terms of the dual electromagnetic field leads to a huge simplification.
The key equation is the inverse relation introduced in , but first it is good
to recall some properties of the Levi-Civita tensor. For the product of two Levi-
Civita tensors the following identity holds

Eabe € = —6 8y, 5y, 5 . (1.59)
Subsequently, for the contractions of the Levi-Civita tensor we obtain

Eapm T = 6F 6L — ok oL (1.60)

Eatm € = 267 . (1.61)

Now substituting ([1.23)) into (1.51)), and using the property ((1.60)), we find that

the energy-momentum tensor can be simply written in the form
Ko * * ]' * 2)
Tw=—\"F,"Fpy— =g F~ |, 1.62
"7 8 ( ’ 29 ’ ( )

where the relation between the electromagnetic invariant and the dual electro-
magnetic invariant was used. This can be independently checked by making
use of the second identity of the Levi-Civita tensor in the defining equation
(1.25]), which then leads to the relation F? = —2*F2.

1.2 Einstein—-Maxwell equations with a cosmo-
logical constant

After a general exposition of the electromagnetic field, in which we need not
specify any field equations, we now turn our focus to establish the equations
that govern the dynamics of our spacetimes. It is quite natural to assume that
the form of the Einstein equations is not changed in the 3D theory of general
relativity. Therefore, we assume that the following field equations hold

1
Rab — iRgab + Agab =87 Tab; (163)

where we also allow a nonvanishing cosmological constant A. Taking the trace
of this equation we can express the Ricci scalar as R = 2(3A — 87 T'), and by
substituting it back into the equation, we obtain an equivalent form of the field
equations, namely

Ry, = 2A Gab + 87T(Tab — Tgab) . (164)
Utilizing the form of the energy-momentum tensor and its trace i—:T =

—%*F 2 we find that the right hand side factors out nicely in terms of the dual
electromagnetic tensor as

Rab = 2Agab+"€0 *Fa *Fb- (165)

10



For computational purposes it is somewhat advantageous to return to the func-
tions F, given by the relation ((1.19)), for which we obtain similar field equations

Rapy = 2A gap + 1o G*F, Fy (1.66)

where we recall that the functions F, are given by (|1.20))-((1.22)).
For the electromagnetic field to be of any physical importance, it must also

satisfy the Maxwell equations. Nice geometrical formulation of these equations is
d*F =4n*J, dF =0. (1.67)

Another equivalent formulation can be achieved using the covariant derivative V
instead of the exterior derivative as

V.F=4rJ, V- F=0. (1.68)

In components these Maxwell equations read F? b = J% and Fg,) = 0. We will
only consider electromagnetic field in a vacuum, that is, we will not include any
electric charges or currents. This simplifies the right hand side of the equations,
where we can take the four-current J = 0. Using the identity for the covariant
divergence of an antisymmetric second rank tensor

1 1
F, = F“b> , 1.69
7 f_g< =), (1.69)

the system of equations can be then brought into an equivalent form

(V -9 Fab),b = 07 F[ab,c] =0. (170)

Or if we replace the first set by their equivalent counterpart from , and
evaluate the exterior derivative of the Maxwell dual, d*F = *F, , dz® A da®, using
the relation (|1.19)) we come to the following alternative formulation of the first
equation

(GFa),b - (GFb),a' (171)

In canonical coordinates this gives the following three equations
(GF,),=(GF,)., (GF,),=(GF) ., (GF,).=(GF;),. (1.72)

The second equation of (1.70]) in three dimensions adds only one more Maxwell
equation
Fru,z+Fuz,T _Frz,u =0. (173)

Together with the Einstein field equations , this represents a set of ten
equations (six Einstein field equations and four Maxwell equations) for the three
independent components of the metric tensor and the three independent
components of the Maxwell 2-form . The forthcoming chapters will be de-
voted to finding a general solution to this system of equations.

11



1.3 Minimally coupled scalar field in 2+1 grav-
ity

Before we continue with the integration of the Einsten—Maxwell equations, it
is worth mentioning a remarkable correspondence between a minimally coupled
scalar field and the electromagnetic field, which occurs in 3D gravity. We will
consider the following action

5 = /d?’x\/_—g (R~ 20 — 87 g V, @ V@), (1.74)
where R is the Ricci scalar and @ is the minimally coupled massless scalar field.
For convenience we will denote the gravitational part of the action as S and the

Klein—Gordon part, corresponding to the scalar field, as Skg. The action can be
then written in the form S = S + Skg, where we define the respective parts by

S = /d% V=g (R—21), (1.75)

Ske = —8 / B/ =g (9" V.8 V,) . (1.76)

The next step is to vary the action (1.74), obtaining the dynamical equations
for our system. The variation of the gravitational part Sg leads to the Einstein

tensor Ggp = Rap — %Rgab + A g, for proof see appendix E of [20]. By varying
the part Skxg we get the energy-momentum tensor

0SKka = —87r/d3sn V=0T 69 (1.77)

see equation (E.1.26) of [20]. Explicitly, the variation of the Klein—-Gordon part
of the action reads

5Ske = —8 / Q2 (5(v/=9) g% Ve Vg + =g V@ Vi@ 0g).  (L.78)
Employing the equation (E.1.17) in [20] which reads
o(v~g) = —;\/—_ggab 59", (1.79)
the expression then amounts to
8k = —8 / B/ —g (Vb ¥, — ;gab gIVD VD) 6g" . (1.80)

By comparing this result with the equation (1.77)), we see that the corresponding
energy-momentum tensor of the scalar field is

1
Ty =V, PV, P — 5 Jab V.oVD. (1.81)
The equation of motion for the field ® would arise from the variation of the action

(1.74)) with respect to the scalar field. Since a similar action was considered in [12],
see equation (13.1), where the coupling constant is b = 0, A — —A and the scalar

12



fields differ by a trivial gauge transformation, we can use the result given in
equation (13.2), which is
VeV, e =0. (1.82)

If we now compare the expression (|1.81)) with the energy-momentum tensor
of the electromagnetic field written in terms of the dual Maxwell 1-form (|1.62]),
we get a correspondence between the scalar field and the electromagnetic field,
namely
Ko 4
—F,. (1.83)
8T

Indeed, if we were to calculate T,, — T g, for the scalar field, using the result
for the trace T' = —%VCCD V¢®, which comes directly from , we get that
Tw — T gy = V,2V,®, and the Einstein equations for the scalar field then
become

V. @ =

Rap = 2A gy + 87V, 2 V, @, (1.84)

This is the same system of equations as for the electromagnetic field given by
(1.65)), and we see that due to the identification ((1.83)) the systems are equivalent.
The dual Maxwell 1-form can thus be written as

F = ,/S—Wd@, (1.85)
Ko

since for the scalar functions it holds that V& = d®. It remains to be proven that
the Maxwell equations or imply the Klein—Gordon equation (|1.82]),
and vice-versa. The vacuum Maxwell equations in terms of the dual Maxwell
1-form read

d'F =0, VIF=0. (1.86)

Substituting (1.85)) into the first equation we obtain d?® = 0, but that is trivially
satisfied. The second equation, after the same substitution, becomes V- (d®) = 0.
Using the identity V& = d®, we come to the Klein-Gordon equation

V-Vd=0. (1.87)

We have thus proven that from the Maxwell equations, the Klein—-Gordon equa-
tion follows. The opposite implication is even more trivial. By taking the exterior
derivative of we obtain the first Maxwell equation. And using the identity
for the exterior derivative of scalar function in the Klein—-Gordon equation (|1.87))
we get the second Maxwell equation.

Therefore, we can conclude that the minimally coupled massless scalar field
is fully equivalent to the electromagnetic field in 3D gravity.
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2. All Kundt spacetimes with
electromagnetic field in 2+1
gravity

In this chapter we systematically derive and present a general solution to the
coupled Einstein-Maxwell equations for the Kundt spacetimes. Kundt
spacetimes represent a family of geometries satisfying the condition that they
are nonexpanding, nontwisting and shear-free. As we mentioned in chapter [I]
all spacetimes in three dimensions are nontwisting and shear-free. This implies
that the only nontrivial condition for the Kundt spacetime in 2+1 gravity is the
vanishing of the expansion scalar, or explicitly

0=0. (2.1)
In view of the equation ([1.8]) this condition means
(logG), =0. (2.2)

Immediately it follows from this equation that the function G(r,u,z) does not
depend on the coordinate r and we can write a general solution in the form

G(r,u,z) = P(u,x), (2.3)

where P(u,x) is an arbitrary r-independent function. Due to the definition ([1.7])
we actually obtain a solution for the metric function g¢,,, and we see that

Gex = P2 (u, ). (2.4)
The gravitational field equations (1.66) can be then written as
Rab:2A9a6+KOP2Fan7 (25)

where we recall that the functions F, are given by ([1.20])-(1.22]).

2.1 Integration of the Einstein field equations,
step one

We are now in the position to start solving the system of equations (2.5, and in
this section we will show the solution to the first three of six field equations.

(i) Integration of R,, = kg P?F?:

Using the condition (2.1) to evaluate the component (A.24]) of the Ricci
tensor, we get that R,.. = 0. The corresponding field equation then reads

Ko PPF? =0, (2.6)
and since P(u,x) is arbitrary this implies

F.=0. (2.7)
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Moreover, as a consequence of the relation ({1.20f), the component F,., of the
electromagnetic tensor is identically equal to

F..=0. (2.8)
Evaluating now the Newmann—Penrose scalars ((1.34)), we come to the result

o =0, ¢ = P*F,, po=PF,. (2.9)

This shows that in the Kundt geometry of 2+1 gravity the electromagnetic
field must be aligned, and that it is in fact aligned with the key vector
field k = 0,. It parallels the same result that arises in the standard four-
dimensional gravity, where it can be also proven that the Kundt spacetime
allows only an aligned electromagnetic field, see chapter 18 of [3], or see
chapter 31.1 of [2].

(i) Integration of R,, = ko P*F, F,:

The Ricci component ([A.25)), after substituting # = 0 amounts to R,, =
—% Guzrr- Including also the previous result (2.7)), the field equation simply

states
Guar = 0. (2.10)
It can be easily integrated, and the solution can be written as
Guz = e(u,x) + f(u,x)r, (2.11)

where e(u, x) and f(u,x) are arbitrary functions independent of 7.
(iii) Integration of R,, = —2A + ko P%F, F:
Employing the solution (2.11)) alongside with (2.1]), the component (|A.26)

can be expressed as R,, = _%guu,rr + %P2( filz + f?), and subsequently
putting F, = 0, the field equation then reads
Guu,rr :4A+P2(f||x+f2>7 (212>

where the symbol || denotes the covariant derivative with respect to the
spatial one-dimensional subspace, and it is defined as

P, _(fP).

f||IEf7l‘_SFimf:f,x+f P P )

in which the Christoffel symbol (A.17) evaluates to I, = —%.

The right hand side of the equation (2.12)) is independent of r, and a solution

to such differential equation is

(2.13)

Guu = a(u, ) + b(u, x) r + c(u, z)r?, (2.14)

where the functions a(u,x) and b(u,x) are arbitrary, and by c(u,z) we
denoted the following

1
c=2A+ §P2(me + f?). (2.15)
We have now determined the r-dependence of all of the metric functions and

instead of continuing further with the Einstein field equations, it is actually easier
to solve the Maxwell equations first.
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2.2 Integration of the Maxwell equations

The electromagnetic 2-form in 3D is given by three independent components.
However, in Kundt spacetimes we showed that in canonical coordinates one of
the components must necessarily vanish, recall (2.8). The key functions F,, given

by (1.20))-(|1.22)) and using also ({2.3)), now have the form
Fr:O7 Fu:guxFru_Fuma Fx:P72Fru- (216>

They encode the remaining two independent components of the electromagnetic
tensor, but are yet to be subjected to the Maxwell equations ((1.70)). The first set

of Maxwell equations given in ([1.72)), after substituting from ({2.16), gives

(P'F), =0, (2.17)
[P(gua: Fru - Fu:p)],r = O, (2.18)
[P(gus Fru — Fuz)l o = (P Fr) - (2.19)

The last Maxwell equation comes from Fj,q = 0 and taking F,., = 0 in ([1.73]),
it reduces to the equation
Fuogr+ Fruz=0. (2.20)

Having assembled the system of equations, we can start by solving (2.17)) first.
Due to the function P(u,x) being r-independent, the equation then simplifies to
F,.r = 0 and the general solution is

Fr = Qu,x), (2.21)

where Q(u, z) is an arbitrary function. Using this in the second equation ([2.18)),
together with (2.11)), we obtain F,, , = f ). Since the right hand side is yet again
independent of r, after an easy integration we get

Fu=fQr—¢&(u,x), (2.22)

where {(u, z) is arbitrary. Instead of continuing to the third Maxwell equation,
it is advantageous to integrate the equation . Utilizing the found electro-
magnetic component , the corresponding equation reads F;, = —(Q ,, and
its solution is

Fuo=—Q.r—&(u,x). (2.23)

The expressions (2.22) and ([2.23)) should be equal, and by comparing the coeffi-
cients we obtain the constraints

Qu.=—-1Q, (2.24)
£E=¢. (2.25)
Therefore, we can omit the tilde in the expression for £, and simply write

Coming back to the third Maxwell equation (2.19)), while also applying (2.11))
and (2.22), we get the constraint

[P(e@+8)]. = (g)u . (2.27)
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Having thus fully integrated the Maxwell equations and obtaining all of the com-
ponents of the electromagnetic tensor, we can now express the functions ((1.20))-

([22) as
F.=0, F, = P%Q, F,=eQ+¢. (2.28)

The Newmann—Penrose scalars for the electromagnetic field (|1.34)) then amount
to

¢o =10, P11 =Q, ¢ =Ple@+E). (2.:29)
The field in null (¢; = 0) if and only if @ = 0. So the function @ is closely related

to the structure of the electromagnetic field, specifically it uniquely determines if
the field is null. Such a null field is then determined by ¢, = P£. For the field
to be non-null, ¢o = 0, while also @ # 0, and so to satisfy the condition ¢, = 0,
we see that e = —¢, and all the information about the field is encoded in the
remaining scalar ¢; = Q).

2.3 Integration of the Einstein field equations,
step two

We now return to the remaining three Einstein equations. Having found the
r-dependence of all the metric functions and all the components of the electro-
magnetic field, these equations will bring constraints on the integration constants
established before.

iv) Integration of R,, = 2A guu + ko P2F?:
(iv) Integ 9 h

The condition significantly simplifies the component of the Ricci tensor
, and after the substitution of the component equates to R,, =
—faw = —(fjlz + 3/?). Using g, = P2 and the form of the function F,
given in , the field equation reads

1
- (f,x + 2f2> =2AP % + ko P2Q. (2.30)
After a trivial manipulation, the equation can be brought into the form

ko Q? = —2A — P? <f|x + ;F) , (2.31)

and provided the right hand side is positive, the function @) is entirely
determined by the cosmological constant A and the metric functions P and
f. Furthermore, we can use the equation ([2.30) to express the covariant

derivative of f as

1
P?fi. = —2A — 5F — ko Q2 (2.32)

where we defined the new variable F' as follows
F = P2f2, (2.33)

and using these expressions in ([2.15]) we obtain a form of ¢ purely dependent
on the cosmological constant A and the functions F' and (), namely

1 Ko
=A+-F——=0Q%. 2.34
c=A+ P =20 (2.34)
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The equation (2.32)) can be rewritten as a first order differential equation
by substituting the definition of the covariant derivative (2.13]), which then
yields the constraint

P(Pf), = — (2/\ + ;F + ko Q2> . (2.35)

Another formulation of this constraint can be achieved by applying Pf =
V'F, and the resulting equation is

Fo.+({4A+F +2r0Q%)f =0. (2.36)

Integration of Ry, = 2A ¢y + ko P2F, Fy:

The Ricci component ((A.28)), after putting § = 0 and using the found metric
functions (2.4), (2.11) and (2.14)), can be expressed as a series in the affine
parameter r, specifically

where A,, and B,, denotes

P,
Aum:; l:f,u_b,z_ep2<f||m+f2>_fé ) (238>
Bum = _le[Em - 4’<50 QQ,LB + 2P2f<f||;t + f2>] ) (239>

where the new form of the metric function g,, was used, specifically the new
form of the coefficient ¢ from ([2.34])). The right hand side of the equation
explicitly reads

Riz=2Ne+ ko Q(eQ + &) +2A fr, (2.40)

in which we used (2.28) and g,, = e+ fr. By comparing the coefficients in
front of the respective powers of r, we obtain the following two equations

Az = 2N e+ ko Q(e@Q + §), (2.41)
Buw = 2A f . (2.42)

The second equation is not a new independent constraint, but by substitut-
ing in from the equation and also by substituting in the expression
for the covariant derivative of f we get after some trivial algebraical
manipulation that this equation reduces to . This leaves us with only
one constraint coming from the equation (2.41)). It can be simplified by
using the expression (2.32)) to

P, 1
bo = fu— [ = SN+ F +2ng Q%) e—2ro Q. (2.43)

Alternatively, we can use the equation ([2.35) to rewrite the constraint into
the form

b,=P (;) +eP(Pf). — 2K QE. (2.44)
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vi) Integration of R, = 2A guy + ko P?F?:
(vi) Integ g b

The last component of the Ricci tensor (A.29) can also be written as a
power series in the r coordinate. Using (2.1]) and the metric functions (2.4)),

(2.11), and ([2.14)), we thus get

Ruw = Auu + Buu 7 + Cou 7° (2.45)
where
ale—3
1 1 P 1 P P
2| _ = Z _ ) _ Ty T8
+P 2@,xac+ 2a,x (f P> 2b(€:x+e P + P3> (246>
+<eum+euj:’)>+(fu—bm—ce)e+ 73 —2P’4] )
B —b( Lp 1P(Pf>
1 1 P
P (=10 (=10 (%)
+ fu=3ba) +\Ju=3ba | (S + 5 (2.47)
P, P,
_c<ex+ef’)—|—’3>—26(cm+fc) :
1 1 P
_ _ _p2|_ - T
Cow=clc—F)—P {2079635—#20790(3]0—}— P> (2.48)
P 1,
+c(f,x+fp+2f>] .
The corresponding field equation, due to (2.2§)), then amounts to
Ruw =2M(a+br 4+ cr?) + ko P*(e Q + €)*. (2.49)

Again, by comparing the coefficients in front of the respective powers of r,
we get the ensuing three equations

Ay =2Ma + ko P*(e Q + €)?, (2.50)
By = 2Ab, (2.51)
Cuw = 2AcC. (2.52)

We will now derive a very useful relation for the derivative of the func-

tion ¢, given by ([2.34]). Using (2.24)) and (2.36)) the first derivative, and

subsequently the second derivative of ¢, can be evaluated as

c.=—fc, Cop = (f2 —fa)c. (2.53)

Taking advantage of these identities, it can be easily shown that the equa-
tion , applying also (2.35]), is identically satisfied. It is a little bit
more involved to show that the equation is satisfied identically as
well. The field equation (2.43) can be used to express the first and the sec-
ond derivatives of function b with respect to x. Substituting this into (2.51)),
while also using the derivative with respect to u of the constraint (2.35),
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the equation reduces to the already found constraint (2.27)), and therefore
does not contain any additional information.

Consequently, the only equation left is (2.50)) which constrains the last
metric function a. It can be simplified using (2.35]) and (2.43)) to

Uge — Oy (f - ];f) —a (f,m + f};z)

= b( +el= +P>+2< + P’”‘) (2.54)
= €. eP 3 € uz e,up )

2 7u Puu P2 2
—PE(Pf),Z‘i_z@f?_F p3 _2ﬁ —2:‘105.
It can be brought into a more compact form by utilizing the definition of
the covariant derivative (|, = (. + ¢ %, where ( represents a, f, e or e,.
The field equation can be then written as

P
oz — (fa)|jo = <6||m P3) +2(eu)ie — P fia (2.55)
u Puu P2 2
+2€fp+2<133—2p4> — 2K &",
P,

where we also denoted a2 = @ 0 + a5

This concludes the integration of all the Einstein-Maxwell equations for the
Kundt spacetimes, and we will now discuss some of its special cases.

2.4 Summary and discussion of the Kundt solu-
tions

We have fully integrated the system of Einstein-Maxwell equations with a cosmo-
logical constant in 2+1 gravity for the Kundt class of spacetimes. Their complete
solution lead to the metric functions

Gee = P2 (u, ), (2.56)
Guz = e(u, ) + flu,z)r, (2.57)
Guu = a(u, ) + b(u, x) r + c(u, z)r?, (2.58)
where

c=A+ 4F — —Q2 with  F = P%f?. (2.59)

The general metric for such spacetime can thus be written in the form

1

ds? ﬁdm +2(e+ fr)dudr —2dudr+ [a+ br + (A+ ZF — H;Q2> 7‘2] du?.
(2.60)

This geometry allows only aligned electromagnetic field, and the components of
the electromagnetic tensor are

F.=0, (2.61)
F..=Qu,x), (2.62)
Fur = flu,z) Q(u,z) r — &(u, x) . (2.63)
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The corresponding electromagnetic 2-form can be written as
F=QdrAdu+ (fQr—¢) dunde. (2.64)

Equivalently, we can find the vector potential given by the relation ((1.10)) as the
following 1-form

A=A.dr+ A, dx, (2.65)

where
AT:—/Qdu, Ax:r/deu—/gdu. (2.66)
The relation F = dA is preserved thanks to the field equation (2.24)). The dual

electromagnetic 1-form can be expressed as

F=PleQ — &) du+ gdx. (2.67)

We can also obtain the scalar potential, given by the equation (|1.85)) which cor-
respond to the Klein—-Gordon field, and thanks to the constraint (2.27)) it reads

8T Q
o= \/:O/de. (2.68)

The Newmann—Penrose scalars of the electromagnetic field amount to

o =0 0 =Q, ¢2 = P(eQ +¢€). (2.69)

We can perform a null rotation with fixed k, as in (1.42))-(1.44)), and by choosing
the parameter L = —% eP we get a new set of Newmann—Penrose scalars, namely
=0, ¢=Q, dy=P¢. (2.70)

We see that with respect to this new triad, the condition for the field being null is
purely determined by the function £. Actually, this is related to a gauge freedom
in the metric (2.60[), where we can gauge away the function e, as we will show
later. Lastly, the Einstein and Maxwell field equations imply the following five
constrains for the family of seven parameters, specifically five metric functions
P, e, f, a, b and two functions () and & connected to the electromagnetic field.
They satisfy the field equations

Qe =—/Q, (2.71)
P+l = (%) (272
P(Pf), = — <2A + ;F 1 ko Qz) , (2.73)
by=P (1’;) +eP(Pf), — 260 QE, (2.74)
Apz — Qg (f - %) —a (f,x + f%)
— P*(Pf) . + 2efP};“ + (1;;;“ - 21;?;) — 2K &2
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The metric (2.60)) is invariant with respect to two gauges. We can consider the
transformation of the coordinates

(u,x) = (u,z") with = xz(u,2'). (2.76)
This leads to the following transformation of the differential

Ox oxr |
dr = I du + p da’. (2.77)

The metric in the new gauge then reads

2
1 1
d52:ﬁ (f?j’) dx’Q—i—Qaa; <6+P2?)z+fr> duda’® —2dudr  (2.78)

1 (0z\ Ox 9 9
P2<8u> +26%+a+br+2Ar du”.
We can use this gauge to set the metric function P to P = 1, by choosing

specifically = [ Pdx’. The other gauge freedom is in shifting the r coordinate.
We can define a new coordinate

r'(ryu,z) =1 —ro(u, ), (2.79)
so that the corresponding transformation of the differential is
dr’ = dr —ro, du — 1o, dz. (2.80)

This gives us the metric

2_ L

ds = 72

dz® +2(e + 7o f +rox + f7') dudz — 2dudr’ (2.81)
+ [a +brg — 270, + crg + (b4 2ero)r’ + CTIQ] du?,

where ¢ is given in (2.59). This gauge can be used to eliminate the function
e by solving the equation e 4+ ro f + ro, = 0. It can be also noted that this
transformation does not change the metric component g,,. Therefore, we can
first do the gauge transformation to put P =1 and then set e = 0 by the
gauge transformation . In the upcoming discussion we will extensively use
this gauge to simplify the field equations.

The field equation can be thought of as a hypersurface equation, in
the sense that it does not contain any u derivative. This means that if we pre-
scribe some initial data on a hypersurface u = const., then this data stays on
that hypersurface during the evolution. We can therefore prescribe the function
f(u = const.,z) = f(x) and we will now discuss a special subclass f = 0.
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2.4.1 Special subclass of the Kundt solutions

We now consider the case, where the function f = 0. The Definition (2.33]) implies
that also F' = 0. Due to this choice the field equations significantly simplify to

Qa=0, (2.82)
[P@Q+fﬂz=(g)u, (2.83)
Ko Q% = —2A, (2.84)

b,a: = —2r0QE, (2.85)
(P@sz—b«P@@+§E>+2Gh@@+2(ig><—mmP8. (2.86)

Immediately from the equation (2.84]) we have the solution

2A
Q= -2, (2.87)
Ko
It is only valid for A < 0, and the metric (2.60]) for the solution reduces to
1
ds? = 2 dz? + 2edudx — 2dudr + (a + br + 2A7?) du?. (2.88)

We can discuss four different cases based on the algebraic classification of the
electromagnetic field.

(i) The case @ = 0 = & This leads to the vanishing of all the Newmann—
Penrose scalars, and so this is a case of a vacuum solution. Inevitably from
follows that A = 0, and in 2+1 dimensions a vacuum solution with
vanishing cosmological constant can only be the Minkowski spacetime. The
metric (2.88) is now in the form

2 L

= 2
It is in fact the Kundt metric obtained in equation (82) in [13], see the
case J = 0 = N. From equation (2.85) we get that b is independent
of z, specifically b = b(u). Using the gauge P = 1 and e = 0 the last
field equation gives that a is linear in the x coordinate. There exist a
gauge that transforms the metric into the standard Minkowski metric
in null coordinates, namely

ds da? + 2edudz — 2dudr + (a + br) du®. (2.89)

ds* = dz? — 2dudr. (2.90)

(ii)) The case @ = 0 and £ # 0: The electromagnetic field is null due to
¢1 = Q = 0. The equation (2.87) again implies A = 0, but now the electro-
magnetic field is described by a nonzero component

F=—-¢dunde. (2.91)

In the gauge P = 1 and e = 0 the field equation (2.83)) reads £, = 0 and
necessarily the radiative function ¢ is only function of u

§=(u). (2.92)

23



(iii)

The same is true for the metric function b = b(u), because of the field
equation (2.85). The last metric function can be found using the equation
(2.86]) and its solution leads to

a = ap(u) + ay(u) x — ko y?2* . (2.93)
The metric can be then written in the form

ds? = dz® — 2dudr + [ag(u) + a1 (u) © — Key*x® + br] du®. (2.94)

The case () # 0 and & = 0: This case complements the previous one as
the electromagnetic field for & = 0 is non-null, see equation (2.70). The
electromagnetic field is constant and is given as

F=QdrAdu, (2.95)

where @) is determined by and the only allowed value of the cosmo-
logical constant is A < 0. Equation then limits the function b to
b = b(u), and in the gauge P = 1 and e = 0 the remaining field equation
(2.86)) can be solved as

a=ap(u) +a(u)z, (2.96)

where the functions ag(u) and a1 (u) are arbitrary functions of u. The metric
in this gauge reads

ds®> = da® — 2dudr + [ag(u) + ay(u) z + br + 2Ar%] du? . (2.97)

For ag = 0 = a7 and b = 0 we get an analogous solution in 241 gravity to
the exceptional electro-vacuum type D metric found in standard 4D gravity
by Plebariski and Hacyan in [21]. The metric

ds* = dz? — 2dudr + 2Ar* du?, (2.98)
can be transformed applying U = ﬁ and V = 2(u + ﬁ) to the form

24U dV
1—AUV)?’

ds? = da? —

(2.99)

which is the direct product of E' x AdS,. For the four-dimensional coun-
terpart, see equation (7.20) in [3].

The case @) # 0 and £ # 0: This is the most general case of the family f =0
of the Kundt solutions. The electromagnetic field has its non-null compo-
nent () = const. which is a consequence of , and the cosmological
constant must be A < 0. There is now also the nontrivial null component
of the electromagnetic field &, and the electromagnetic 2-form is given as

F=QdrANdu—¢&dunde. (2.100)

The gauge P = 1 and e = 0 is still possible, even in this general case,
and the field equations can be fully integrated. Equation (2.83]) reduces to
§» = 0 and its solution is

& =~(u), (2.101)
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where y(u) is an arbitrary function. Equation then implies
b=bo(u) =2k Q. (2.102)
Lastly, the equation ([2.86|) can be integrated to obtain a in the form
a = ag(u) + ay(u) x — Koy 2%, (2.103)

where ag(u) and a;(u) are arbitrary functions of the u coordinate. The
metric can be then written as

ds? = do? =2 dudr+|ag(u)+a; (u) r—rkey? 22 —2k0 Q v 2 7+bo 7+2A7%] du® .
(2.104)

2.4.2 General case of the Kundt solutions

We will now consider the case f # 0 which implies F' # 0. The metric is now in
its most general form ([2.60). We will again consider four different cases based on
the vanishing of the Newman—Penrose scalars for the electromagnetic field (2.70]).

(i)

The case @ = 0 and & = 0: This condition implies that the electromagnetic
field identically vanishes which means this solution belongs to the family of
vacuum solution. Unlike the case f = 0 there is not any constraint on the
cosmological constant, and a vacuum solution in 2+1 gravity can either be
flat Minkowski spacetime, or spacetimes with constant curvature, namely
the de Sitter or the anti-de Sitter spacetimes. The metric has now
the form

2_ 1

ds =

1
dz? +2(e + fr)dudz — 2dudr + [a+b7’+ <A+F> T2] du?.

4
(2.105)
This is exactly the same as in equation (85) in [13] for the case J =0 = N.
The field equations also reduce to the ones derived in appendix C of [13].

The case Q = 0 and & # 0: Since the non-null component of the elec-
tromagnetic field is set to zero, the electromagnetic field is null, with the
Newman—Penrose scalars ¢; = 0 and ¢ = P£. The electromagnetic field
has now only one independent component given by

F=—-¢dundez. (2.106)

In the gauge P =1 and e = 0, the field equation ([2.71]) is trivially satisfied

and from (2.72]) we obtain
€ =(u). (2.107)

The field equation (2.73) reads f, = —(2A + % f?) and a general solution is
of the form
f=—-2VAtan(z),  forA >0, (2.108)

where we have denoted

F=VA(x+x0(u)) . (2.109)
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(iii)

We see that for A = 0 the function f = 0 and we discussed this case in the
previous subsection. For A < 0 we just need to replace the tangent function
with tanh. From (2.74]) we get the metric function b as

b= 2V/\ x,, tan(E) + bo(u) (2.110)

Again for A < 0 we replace tan with tanh. The last field equation ([2.75))
gives (a, —af) . = —2r¢ &% Tt can be integrated, and the result is a rather
complicated form of the metric function a, namely

2/‘10 1 1
2 v
a = Cos™ ¥ IOg CoST) + ——=vyxtanzx 71)0 tanx aplU 5

A
(2.111)
where ag(u) is an arbitrary function. For the A < 0 case, the identification
cos — cosh and tan — tanh needs to be done.

The case @ # 0 and £ = 0: The electromagnetic field in non-null with the
only nonzero Newman—Penrose scalar ¢; = (). The field has two compo-
nents,

F=QdrANdu+ fQrduAdx. (2.112)

Further simplification comes from utilizing the gauge P = 1 and e = 0. The
field equation (2.72) gives @, = 0, and we find that

Q=Q(z). (2.113)

The equation ([2.71)) implies (log @), = f and since the function @ is just
a function of the variable x, this means that

f=flx). (2.114)
Due to this, we can now integrate the equation (|2.74]) which gives
b="b(u). (2.115)
The last Einstein’s field equation takes the form
a,—af =a(u), (2.116)

where a;(u) is an arbitrary function of the variable u. Even though we can
write a solution to this system of equations in a closed form, we will not do
it, as it is rather complicated and not clear. The metric can be written as

ds® = da® + 2f(x)r dudz — 2dudr + [a + b(u)r + c(z)r?] du®, (2.117)

where the metric functions satisfy the field equations

Q.=—f0Q, f,x:—(2A+;f2+m0Q2), a, —af =a(u). (2.118)
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(iv) The case @ # 0 and & # 0: The general case of the electromagnetic field
containing both non-null component and a radiative component is too com-
plicated to be solved explicitly. Nevertheless, the gauge P =1 and e =0 is
still applicable, so the general metric can be written in the form

1
ds®* =da? + 2f rdude — 2dudr + |a +br + <A+ -F— KQOQQ) 7“2} du?.

4

(2.119)

The electromagnetic field is now described by
F=QdrAdu+ (fQr—¢)dundz, (2.120)

and the field equations are as follows
Q.=—/Q, (2.121)
g,x - Q,ua (2122)
1

fo=— <2A + 5f2 + K0Q2> : (2.123)
bo = fu — 2k0Q¢, (2.124)
Upp = (af) 2 = —2k0E” . (2.125)

They are too complicated to obtain a general solution, but if we treat the
function f(u,z) as an initial data and prescribe this function on some hy-
persurface u = const., we are then able to solve for () from equation ([2.121)).
This solution must also satisfy the equation (2.123). From (2.122)) we get
the remaining electromagnetic component &. The last two equations
and give us respectively the functions b and a.
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3. All Robinson—Trautman
spacetimes with an aligned
electromagnetic field in 241
gravity

Having investigated the nonexpanding Kundt family of spacetimes in the previous
chapter, we now solve the system of equations for the Robinson—Trautman
family which is defined as twist-free and shear-free class of spacetimes. This
means that we now allow a nonvanishing expansion scalar

0+40. (3.1)

Before we investigate the general case, in this chapter we consider an electro-
magnetic field which is aligned with the privileged geometrical direction k = 0,.
From the discussion of the Newman—Penrose scalars we noted that this
implies ¢p = 0, and from the explicit expression (1.30)), or (1.34)) for this scalar,
we get the condition

F,=0c F.=0. (3.2)

This significantly simplifies the field equations. In fact, it will allow us to com-
pletely integrate the coupled system of Einstein—-Maxwell equations.

3.1 Integration of the Einstein field equations,
step one

We recall that the field equations (|1.66) have the following form
Rap = 20 gap + ko G°F, Fy, . (3.3)

Because of the condition (3.2]), we are able to immediately integrate the first two
field equations, namely the equation R,, = kg G*F? and R,, = ko G*F, F,.

(i) Integration of R,.. = ko G*F?:

The Ricci component (A.24)) simply reads R,, = —(6, + 6%), by taking
F,. = 0 the field equation amounts to

0,+6°=0. (3.4)

It is a separable differential equation of the first order and its general solu-
tion can be written as

1
0= ——— 3.5
r+ro(u,x)’ (3.5)
where the function r¢(u, ) is arbitrary. We note that the metric ((1.3) is ac-
tually invariant with respect to the gauge transformation r — r — ro(u, ),
but also the condition (3.2]) stays invariant with respect to this transfor-

mation. This can be easily seen by substituting dr = dr — r¢,, du — 19, dz
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into the metric ([1.3)), and into the expression for the electromagnetic 2-form
(1.9). This means that without loss of generality we can set ro(u,z) = 0
and the expansion scalar is now simply given as

0 = - (3.6)

From the equation ([1.8]) we get the relation for the metric function G(r, u, ),

and we obtain P
G(r,u,x) = (v.2) , (3.7)

r

where P(u, x) is an arbitrary function independent of r. The metric function
gz can be expressed from (|1.7)) accordingly as

T2

s (3.8)

Gaz =
The contravariant form of the metric is related by ¢** = gi, and we get
explicitly

2
xx_P

g™ = (3.9)

ﬁ .
(i) Integration of R,, = ko G*F, F,:
Applying (.6) in the Ricci component (A.25) yields R, = —3(Guayr —

Guzr 7 1). The right hand side of the Einstein equation vanishes due to
(3.2)), and the respective field equation is

1
Guz,rr — — Quayr = 0. (310>
T

This is again a separable differential equation and its solution leads to the
expression
Gue = e(u, )7 + f(u,z), (3.11)

where e(u,x) and f(u,z) are arbitrary r-independent functions. The con-
travariant component can be calculated from relation ((1.4)), and is equal to

g7 =P e+ fr?). (3.12)

We will now pause our investigation of Einstein’s equations and instead we
switch to the Maxwell equations, as we are in a position to completely integrate
them. We will see later that this greatly helps us in solving the remaining field
equations.

3.2 Integration of the Maxwell equations

Setting F,, = 0 = F, in the Maxwell equations ((1.72)), while also using the
obtained solution (3.7) and the form of the functions F, from (1.20)-(1.22), we
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come to the following three equations for our electromagnetic field

(rFr)y =0, (3.13)
(P(guac Fry — Fua:))@ =17’ (T) Y : (315>

The last equation coming from Fl, = 0 is exactly the same as in the Kundt
case, that is
Fuogr+ Frygz=0. (3.16)

The first of the equations can be easily integrated, and the general solution to
(3.13) can be written as

_ﬂuzcx?x), (3.17)

where Q(u, x) is arbitrary. This now allows us to solve for the remaining compo-
nent F,, from the last Maxwell equation (3.16)). The general solution is

Fu.t = _Q,z IOg |T| - 5(“7 I) ) (318>

where &(u, z) is an arbitrary function independent of 7. We now have all of the
independent components of the electromagnetic field and the remaining equations
will lead to Constrains on the functions @) and &. Plugging the found solutions

(3-17) and (3.18) into (3.14) and applying (3.11]) as well, the field equation reads

9 g el (S—Q,m)i - 0. (3.19)
It can be satisfied if and only if
fQ =0, (3.20)
Qe=0, (3.21)
§=Qq. (3.22)

The last two constrains imply that & = 0, and it follows that F), is identically
equal to zero, or explicitly
F,.=0. (3.23)

Further restriction comes from (3.21]) and we see that the function @ is no longer
dependent on x
Q(U)

Q Q( ) or Fr =
Putting (3.24)) and ( in the equation (3.15] together with (| , gives the

(3.24)

constralnt 0
QU%LZ:(> . (3.25)
P/
The functions F, given by ((1.20)-(1.22) can now be expressed as
F.=0 F, = Q F, = 3.26
=0, > = D2l w=eQr. (3.26)
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The Newman—Penrose scalars given by ((1.34)) for this solution are thus

po=0, ¢r1=—, =ePQ. (3.27)

Up to now we have not satisfied the Maxwell equation (3.20)). We have two
possibilities how to solve this equation, either we take () = 0, or f = 0. The first
option (@ = 0) leads to the vanishing of the electromagnetic tensor and therefore
represents a vacuum case. This types of metrics were investigated in [13] and
surprisingly the function f stays without any restrain. However, in our work we
are interested in spacetimes containing an electromagnetic field, hence we choose
the function f to be identically zero, that is

f=0, and  gu = e(u,z) . (3.28)

This considerably simplifies the remaining Einstein’s field equations, to which we
now return.

3.3 Integration of the Einstein field equations,
step two

Having integrated the Maxwell equations, determining the electromagnetic field
up to a one arbitrary function Q(u), and simplifying the metric component g,
we can continue with the prevailing four Einstein’s equations.

(iii) Integration of R,, = —2A + ko G*F, F:
The component of the Ricci tensor (A.26)) reduces to R,., = —%(7‘ Guur)r+
%c + 2P%e?, after applying (3.6 and (3.28]), where we also denoted

P, Py
c=2P? <e|x + P3) & c=2 (P(Pe),z + P ) , (3.29)

and we used the notation for the covariant derivative ¢, = e, + e =

%. The right hand side of the equation is trivial, thanks to (3.26]), and
the corresponding field equation amounts to

1
~(r Guuy)» = 4A + 4P%? 4 . (3.30)
r r
After a straightforward integration we get the result
Guu = —a(u,z) — b(u, x) log |r| + cr + (A + P?e?)r?, (3.31)

where a(u,x) and b(u,x) are arbitrary functions depending only on the
coordinates u and z.

iv) Integration of R,, = 2A gup + ko G2F2:
(iv) Integ 9 h

Using the acquired solutions , and the Ricci component
(A.27) simply reads R,, = 2A P~%r* — P~?b. Putting the expression
and @ into the right hand side, and after an easy manipulation we get
the equation

b= —roQ?, (3.32)

since @ is only a function of u, this implies that also b = b(u).
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(v)

Integration of Ry, = 2A gy + ko G2F, Fy:

Plugging the relations (3.6)), (3.28) and (3.31]), where we also use the equa-
tion (3.32), into (A.28]) we get the following Component of the Ricci tensor,

Ruz = 2N er? + kpeQ? — —az Together with (| and - the field

equation gives only one constraint, namely
a,=0. (3.33)

This means that the function a is independent of the coordinate x as well,
and the metric function g,, can now be expressed, using also (3.32)) as

Guu = —a(u) + koQ?(u) log |r| + cr + (A + P%e?) r?. (3.34)

Integration of Ry, = 2Agy, + koG*F2:

The Ricci component (|A.29)) can be written, using (3.6)), (3.28]), (3.34) and
(13.8), in the form

Ryuw = Auu + 1 [a,u - <a - ;b) c— Ac] + ko Q (;CQ — Qu>

2
+ ko 2AQ* log |r| 4 2Acr 4 2A(A + P?e?)r?

log ||

(3.35)
where
992 Lo 1 1 1 2 2
Auw = —2Aa + ko P7e*Q* + ZC + §P €Cy — Ec,u - iA(P € ) (3-36)
P2 P
P(Pe,,
TP =2 TP

In these expressions we denoted by A the covariant Laplace operator on
the transverse spatial one-dimensional subspace, given by the metric h,,,
defined as

Guw = T2 hyy or g = — (3.37)
and the explicit expression for the Laplace operator is
Ac=h"¢|e = P(Pcy) s (3.38)

In the evaluation we used the fact that h*® = P2, Substituting the explicit
expression for ¢ from (3.29)) into (3.36)), it further simplifies to the form

Auu = —2Aa + ko P*e*Q? . (3.39)
Applying and the Einstein field equation reads
Ry = 2A[—a + koQ* log || + cr + (A + P?e®)r?] + ko P?e*Q*.  (3.40)
Rearranging this equation we get

1

2{a7u—<a—;b>c—Ac} —|—/€0Q< Q) — Q)log]r| 0. (3.41)
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To satisfy this equation we must impose two constraints, namely

1
Qu=5¢Q, (3.42)
) 2
Ay = (a + EQ ) c+ Ac. (3.43)
The first one, is nothing but a different form of the Maxwell equation (3.25)),
which can be seen by substituting (3.29)) into (3.42)). Moreover, the equation
(3.42) implies ¢ = 2%, and since the right hand side is a function of only

u, this means that the function c is independent of x, and so

c(u) =2(log Q) 4 - (3.44)

From this it follows that the covariant Laplace operator on c is identically
equal to zero, Ac = 0. This simplifies the equation (3.43) which now has

the form
K
Q= (a + 2()@2) c. (3.45)
Using ([3.44) the general solution to this equation can be written as
a=Q*(rolog|Q| — p), (3.46)

where p is an arbitrary constant.

We have thus integrated the full system of Einstein-Maxwell equations, and
we will continue with a discussion of some special cases.

3.4 Summary and discussion of the aligned
Robinson—Trautman solutions
Solving the coupled system of Einstein-Maxwell equations for the Robinson—

Trautman spacetimes with an aligned electromagnetic field leads us to the fol-
lowing metric functions

7,2

Jaz = m ) (3.47)
Guz = e(u, z) 7%, (3.48)
Guu = 1 Q* (1) — Ko Q*(u) log QSL)| + 2(log Q(u))mr (3.49)
+ (A + P*(u, ) *(u, x))r2 :
The general metric for such spacetimes can thus be written in the form
ds? :ﬁ(dx + P?edu)? — 2dudr (3.50)

p2
+ <,u Q*(u) — Ko Q*(u) log Q(u)’ + 2(log Q(u))’ur + Ar2> du?.

r
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The aligned electromagnetic field is given by these components

Fp=0, (3.51)
Em::QS”, (3.52)
Fop=0. (3.53)

The electromagnetic 2-form can then be written simply as

Q

F=—drAdu. (3.54)
r

This corresponds to the vector potential

A:ng;

du. (3.55)

Consequently, this leads to the ensuing dual electromagnetic 1-form

“F = gdx + PeQdu. (3.56)

According to the relation ([1.85)), the Klein—Gordon field corresponding to this

dual is equal to
8
,/"/de (3.57)
Ko
thanks to the field equation (|3.25))

The metric - has four parameters, namely the constant p, the metric
functions P(u, ), e(u,x) and the electromagnetic field parameter Q(u). They
must satisfy the field equation

Q)
e = (%) (3.58)
The Newman—Penrose scalars corresponding to this solution are
_ _ 9 _
o =0, ¢y—;¢ $2 = PeqQ. (3.59)

Surprisingly, the solution does not allow a purely null electromagnetic field. The
null field is given by ¢; = 0. This can be only satisfied by setting ) = 0, but
this also leads to ¢ = 0, and we see that this is the case for a vacuum solution.
However, there exist a solely non-null solution which can be achieved by putting
the metric function e = 0. Actually, there is a deeper relation, namely that
all aligned electromagnetic fields in the RobinsonfTrautman geometry are non-
null. This can be seen by performing a null rotation with the parameter
L=-1 Pe r. The correspondmg transformation of the Newman Penrose scalars

(L42)-(1.44) is ¢y = 0, ¢} = 7 and ¢, = 0. In such a null triad, the only

nonvamshmg scalar is the non-null component ¢|. This is also connected to a
gauge transformation of the metric. During its derivation we used the fact that
the metric is invariant with respect to the gauge r — r—rq(u, z). Asin the Kundt
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case we can perform the gauge transformation (u, ) — (u,z’), where x = x(u, z’)
which implies

Ox ox _,

Consequently, the transformed metric takes the form

dsQ—i %dx'—k %—FPQe du 2—2dudr (3.61)
P2\ ox ou '
+ (,u Q*(u) — ko Q*(u) log QSL)| + 2(10g Q(u)) LT Ar2> du?.
By putting g—i = —P?¢ we can gauge away the function e, which is equivalent

to taking e = 0. In this gauge the field equation (3.58) implies that the metric
component P(u,z) is factorized as

P(u,z) = . (3.62)

Rescaling the spatial coordinate as 2'(x) = [ vy(t)dt, the general metric ([3.50))
for an aligned null electromagnetic field takes the form

2
ds? =— do/? — 2dudr (3.63)

-
+ <,u Q*(u) — ko Q*(u)log Qiu)

‘ + 2(log Q(u)) L Ar2> du?.

Another simple solution can be obtained by putting P = 1. The field equation

(3.58)) then implies
_ Qu

€. ) 3.64
=0 (3.64)

In this case e # 0, and the solution to the equation is
e=ux Qu + eg(u), (3.65)

Q

where eg(u) is arbitrary. This represents a simple example of a solution containing
both the Gauss-like component and the null component of the electromagnetic
field. The metric for such a solution can be written as

2
ds? = 72 [dx + <x% + eo> du] —2dudr (3.66)

Q(u)

r

+ (u Q*(u) — ko Q*(u) log

‘ + 2(10g@(u)) LT Ar2> du?.

The most interesting solution arises if we impose the conditions

(g)u —0 and  (Pe),=0. (3.67)
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This choice obviously satisfies the only remaining field equation (3.58]), and the
solution to these two constrains leads to the factorization of the metric functions,
namely

_ _ oy
P =Q(u)p(x), e = IOECR (3.68)
The metric now reads
ds? = ~ (dx + a@ du>2 —2dudr (3.69)
Q*\ B
+ (,u Q*(u) — ko Q*(u) log QE}L)‘ + Ar2> du?.

We can consider a special case of the metric, for which () = const., and we define

a compact coordinate ¢ as
1 gz dt

*=akh m

With this choice the metric reduces to

(3.70)

ds* = r?(de + aQ du)? — 2dudr + (m — ko Q*log g‘ + Ar2> du?,

where we defined the new constant m = p@?. For a = 0 we can perform the
transformation

-1

du = dt + <m — ko Q% log ?‘ + A?‘Q) dr, (3.71)

for which we obtain the well known metric of a charged black hole in 2+1 gravity
as

?‘ + Ar2) dr? (3.72)
dr?
(—m — Ko Q?log ‘%‘ + Ar2)

ds? = — (—m — ko Q* log

+ + r2dp? .

This is the form of an electrostatic metric with a cosmological constant investi-
gated by Peldan in 1992 |22]. For A = 0 this reduces to the solution obtained by
Gott, Simon and Alpert in [23], or by Deser and Mazur in [24]. In different co-
ordinates the electrostatic and magnetostatic solutions are also contained in [25].
For review of these electrostatic solutions see section 11.2 in [12].
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4. All Robinson—Trautman
spacetimes with a general
electromagnetic field in 241
gravity

Having investigated the Robinson—Trautman spacetimes with an aligned electro-
magnetic field, we would now like to proceed to the most general case, specifically
we now consider a completely general electromagnetic field. During this chapter
we will assume that F,., # 0 # F,., since the case F,, = 0 = F, corresponds
to an aligned electromagnetic field, and we fully explored this alternative in the
previous chapter. Unfortunately, we will see that the general case of nonaligned
electromagnetic field is too complex, and we will only achieve a separation of
variables of the metric functions and the electromagnetic components.

4.1 Integration of the Einstein field equations,
step one

We recall that we are trying to solve the coupled system of Einstein—-Maxwell
equations. They are given by (1.66]), and have the form

Ray = 2A gap + Ko GQFan . (41)

The functions F, are given in ((1.20)-(1.22)), and we start by solving the first three
field equations.

(i) Integration of R,, = kg G*F?:

Taking the exact form of the component (A.24]) of the Ricci tensor, the
corresponding field equation reads

— (0, +0%) = ko G*F2. (4.2)

Since the function F) is given by (|1.20]), this equation determines the com-
ponent F,, of the electromagnetic tensor. Using also (1.7)) we can explicitly
express this component as

Ko fo = —0u (0, + 92) , (4.3)

Due to the relation , the right hand side of the equation is fully de-
termined by the metric function g¢,,. Necessarily, g,, must be a function
dependent on the coordinate r, otherwise # = 0. Also, the case § = Wl(ux)
leads to an aligned electromagnetic field, as was seen in the previous chap-
ter, see equation . For future simplification we will denote by « the

following expression

a=—gu.(0,+6%). (4.4)
With this definition, the field equation (4.3) reduces to
ko F? = a =Ko F?,. (4.5)
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(i)

(iii)

Integration of R,, = ko G*F, Fy:

Using the field equation , the Ricci component can be expressed

as Ry, = %(0 Guzr — Guerr) — Ko Gue G2F?, and the Einstein equation gives
1
2

Substituting for F). and F, from and , we come to the following

equation

(8 Guz,r — gum,rr> = Ky GzFr(Fz + Guz FT) . (46)

1
Ko Frw Fru - §(€ Guz,r — gux,rr) . (47>

The system of equations is now beginning to show a specific hierarchy. If
we consider that the electromagnetic component F., is due to fully
determined by the metric function g,,, then from the field equation (4.7 we
can express the component F;, of the electromagnetic field, assuming that
the metric function g,, is given. As before, we will establish the shorthand
B, defined by

1
ﬁ = 59961(9 Gua,r — gux,rr) . (48)

This notation helps us to rewrite the equation (4.6) in a compact form

ko FroFy = 0 — gue 0. (4.9)

Integration of R,, = —2A + ko G*F,.F,:

Utilizing the explicit form of the Ricci component (A.26]), the corresponding
field equation can then be written as

1 1 ,
— qYuu,rr —g" ux,rr —g* uzx,r||T ux,r 410
S+ 59" Gusr + 597 (Guerile + (Gusr)’) (4.10)
1 T rT Ko
—Yu — 56(9 Grzu +g Gua,r + guu,r) = 2N+ ?FrFu .

Expressing the functions F, and F, from ((1.20)) and (L.21]), we can use the
previous Einstein equations (4.3)) and (4.7]) to find that

Ko GQFT Fu - /{OGQFrx(gua:Fru - Fua} - guuFrx> (411>

1
- _’%OGQFuzFTx + igmj(‘ggua:,r - guz,rr) + guu(‘g,r + 02) .

Substituting this into the right hand side of the field equation it yields

1
Ro Frm Fuz :§gxac (guu,rr + © Guu,r + 2(@,r + @2)guu - 4A)

1

+ gux(@ Gua,r — gu:r,rr) - E(gum,er + (gum,r)Z) (412>

1
We see that this equation determines the electromagnetic component F,.

Indeed, if we are given the metric function g,., from equation (4.3) we
obtain F},. Prescribing also the metric components g,, and g,,, we can
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then solve (4.12)) for the component F,,. We again define a convenient
shorthand ~ by

1
Y= (gzm (4A - guu,rr> + Gua Gua,rr + gux,r”x + (gux,r)2

2

The definition of this notation is engineered to exactly fit the field equation
(4.11)), namely if we take the contravariant components of the metric (1.4
and put them into the field equation, we will find that

ko B Fy = . (4.14)

The first three Einstein equations thus gave us the relations between the
metric components and the components of the electromagnetic tensor. In fact we
were able to completely express the electromagnetic tensor in terms of the metric
functions ¢, gur and g.,. As the next step we will now look at the Maxwell
equations.

4.2 Integration of the Maxwell equations

In the previous section we obtained a very important result, namely we were able
to separate the electromagnetic field from the gravitational field. We showed
the explicit dependence of the electromagnetic field on the independent metric
functions. This means that we should be able to use the Maxwell equations to
find relations for the metric components. For completeness, or just to appreciate
how complicated the set of Maxwell equations really is, we present their explicit

form by substituting ((1.20))-(1.22)) into ((1.72)) which gives
gxa:Fru,r - gu:cFrx,r - Frx,oc + 9<gumec + gszru)
1 TX,T
_gu;t,rFr;r + 79 : Fm: = 07
2 Yoo
Fum,r + Frx,u + guuFrx,r - gu:pFru,r + e(gumFru - Fuz - guuFm:)
1 Gron 4.16
+guu,rFrac - gux,rFru + 79 : Frx = O, ( )
2 Yoo
gumFru,a: + gszm:,u - gszru,u - Fum,at - guuFrx,m

(4.15)

L Gz
+gu:p,xFru + guw,uFm o guu’me B 5 Gax (g‘mFM + g“me) (4.17)

(guxFru - Fux - guuFm) =0.

1 gxm,:c
2 Gox

We could now use the solutions (4.3)), (4.7) and (4.12)) to obtain a complicated

set of equations. Instead, we will use the notation established before, where we
expressed the first three Einstein field equations as

Ko F? = a, (4.18)
ko B By = B — gus @, (4.19)
ko B F, = 7. (4.20)
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These equations can be used to derive a nice relation for the derivatives of the
functions F,, where the partial derivatives with respect to r,u, z (which we here
denote by a) can be shown to satisfy

1

Foo=——a,, 4.21
T Qg F, (4.21)
Fra=— (8= agua)a— 5(6 - agu) ) (122
.0 — —QGux)a T 5 — QGuz)— | .
’ ko F Guz), 2 g o
1 1 «
Fua:< a3 7a), 4.23
o= g (e (4.23)
using the relation
F, B
LA 4.24
F a9 (4.24)
From (|1.7)) we can derive a similar relationship for the function G, namely
1
G, = —§G3gm,a. (4.25)

Taking advantage of the derived identities, the Maxwell equations ([1.72) after
some algebraic manipulation give

(Oéa: + 2@%) —2(8 — aguz)r + (B — QGuaz) <O;’; + 29> =0, (4.26)
(Oé,u + 2 %u — 29, +7 (CJ;’; + 29) =0, (4.27)
(o G,x a,u G,u o

The last Maxwell equation ((1.73) can be solved by using the relations ((1.31)-

(1.33), which reveals the following equation

oy Qg G,cc
6,&? + 6,7" Guz + 6 |:gum,r — Jux (2& + 20) - (2(1/ 2 G >:| (429)

1 Y
~ 502 {277T -, (a — guu> + o, + 2a guw} =0.

We now recall the explicit form of the functions «, 8 and v given by, respectively,
, and . We see that the function « is entirely determined by the
metric function g,,. The function g additionally contains g,,, and the function
v intertwines these metric components together with ¢,,. This means that the
equations presented here are purely given in terms of the metric components.
However their complexity was not reduced, and they pose a challenging and yet
unsolved problem. If we were to substitute the metric explicitly, we would obtain
a system of nonlinear partial differential equations of the third order and their
general integration is still a distant possibility.

4.3 Integration of the Einstein field equations,
step two

As shown, we were able to reformulate the Maxwell equations as differential
equations for the metric components. We still have the remaining three Einstein
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equations left, and we now return to them. However, due to the complicated
nature of the corresponding Ricci components we will not be able to solve them.

(iv) Integration of R,, = 2Ag,, + Ko G2F2:
Multiplying this field equation by xoF?, and employing the field equations

r

(4.5) and (4.9)), the Einstein equation for the Ricci component (A.27)) can

be written as )

This equation again encodes only the metric functions ¢,,, gu. and g,,, but
it is too difficult to obtain any additional information.

(v) Integration of R, = 2Agu, + ko G*F, F:

We can obtain the relation for the component of the Ricci tensor (A.28]),
by multiplying the field equation with koF? and using the expressions (4.9)
and (4.14]). Using this we find that

G2

(vi) Integration of Ry, = 2Agy, + ko G*F2:

The same procedure can be applied to the last Einstein equation. The
multiplication by roF?, with the use of (4.14]), shows that the last Ricci
component (A.29)) must satisfy the following

GZ
Ruu = 2Aguu + 572 : (4.32)

Even though we were not able to solve the coupled Einstein—-Maxwell equa-
tions, we achieved a separation of variables for the respective fields. The resulting
equations are still complicated, but it may open other possibilities how to study
them, for example by numerical approximations. However, in the next section we
will concentrate on showing that a nonaligned solution exists.

4.4 Particular solution for a nonaligned electro-
magnetic field

To show that the Robinson-Trautman geometry admits also a nonaligned elec-
tromagnetic field and, to show the usefulness of the notation established before,
we will now look for a simple solution with the condition F;., # 0, since the case
when F,, = 0 corresponds to an aligned electromagnetic field. To simplify the
field equations we will impose the following assumptions

Gw=0, F,=0. (4.33)
In view of (4.8]), the first condition implies
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where the second part of the implication is just a consequence of the field equation
(4.7)), considering F,., # 0. Using ({L.21]) the second condition can now be rewritten
as

Fuw = —guu Frz . (4.35)

Another simplification comes from the Einstein equation (4.14]), where we find
that
v=0. (4.36)

This will now allow us to solve the Maxwell equations (4.26)) and (4.27)), using
(4.33), (4.34) and v = 0. These equations read

’ 9% — 4.

. + G 0, (4.37)
QL G,

— 42— =0. 4.38
-T2 (4.38)

The simultaneous solution of both of these equations yields
a=G2f(r), (4.39)

where f(r) is an arbitrary function dependent only on the coordinate r. Com-
paring this with the first field equation (4.5)), we can express the electromagnetic
component as

_ | fn)
Fra =\ (4.40)

Utilizing the explicit definition of o from (4.4]), we obtain the following differential
equation for the expansion scalar

0, +0>=—f(r). (4.41)

This is a Riccati type differential equation. Unfortunately, a solution to this
equation cannot be written in a closed form unless we prescribe the function
f(r). Keeping it in line with trying to find the simplest solution, we now choose
the function f(r) to be

flr)y=C?, where C' = const. . (4.42)
By this choice the equation (4.41]) reduces to
0,+0*=-C*, (4.43)
and its general solution has the form
6 = —C'tan |C(r + ro(u, )] . (4.44)
Since the expansion scalar is related to the function G' by , we find that

P(u, x)

G = ,
cos (C’(r + ro))

(4.45)
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where P(u,z) is an arbitrary function independent of r. Consequently, the cor-
responding metric function can be expressed from ((1.7)) as

cos? (C(T + ro))
p? ‘

Now the only independent metric function is g,,. The third Maxwell equation

(4.28) is trivially satisfied, using (4.34)) and v = 0. Applying the same relations
in (4.29) and utilizing (4.45)), the Maxwell equation reads

P,
Guuyr + quu = ? + CTO,U tan [C(T + 7’0)} . (447)
Substituting the expression for the expansion scalar (4.44)), the general solution
to this equation is

1P,
C P

a(u,x)

cos [C’(r + 7"0)}

G = tan [C (7 +70)] + ~ T (4.48)

where a(u, z) is an arbitrary r-independent function.

We have thus depleted all of the Maxwell equations and have only four Ein-
stein equations left. Using the Ricci component ( in the equation @
together with (4.33)), (4.34), (4.45) and the obtalned solutlon for guu ([£.48)), we
come to the equation

CPP’u sin® [C’ (r + To)} + (C?rg,y — 2A) cos® [C’(r + ro)}

— 20?1y, cos [C(r + ro)} + C*(a — 2rp,) = 0. (4.49)

For this to hold for any value of r it is clear that the following must hold
P,=0, rou =0, a=0, A=0. (4.50)
Therefore, we see that by satisfying the Einstein equation, we necessarily get
Juu = 0, P=P(x), r=r(x). (4.51)

This result, together with (4.33)) and (4.34]), is enough to trivially satisfy the
remaining Einstein equations, namely (4.31]), (4.32]) and (4.36)). So, to summarize
our results, we obtained the metric functions

B cos? [C’('r’ + To(l‘))}

o = , 4.52
Guz =0, (4.53)
Guu = 0. (454)
The corresponding electromagnetic field has the components
C
F,= P coS [C’(r + ro(w)ﬂ , F..,=0, F,.=0. (4.55)

We can simplify the metric further by employing the gauge transformation do —

%", or simply set P =1, and r — r — 1y, which allows us to put ry = 0, but also
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introduces a nondiagonal term g,, = 7o(z), which we will denote for clarity as
Guz = B(x). The metric then reads

ds? = cos?(C'r)da? — B(x)dudz — 2dudr. (4.56)

We would like to point out that we could relax some of the conditions under which
we derived this metric. Specifically, we could consider the case g,, = B(x), since
we saw that such metric component can be gauged away by introducing shift in
the r variable. Also the condition f = 0 and F;., = 0 still holds due to and
. The electromagnetic field and its dual, in this gauge read

F = < cos(Cr)dr Adx, “‘F = < dr. (4.57)

The corresponding vector and scalar potentials are

1
A =——sin(Cr)de, b=—r. 4.58
= sin(C) (4.59

We conclude this exploration with the Newman—Penrose scalars corresponding
to this solution

Cbo—\/H_O, o1 =0, P2 =0. (4.59)
It may seem that this solution belongs to the family of nonaligned Robinson—
Trautman solutions, but the problem is more subtle. It is true that the scalar
¢o # 0, and from its definition this would mean that the electromagnetic field
is nonaligned. However the scalar ¢, vanishes identically and this means that
actually the electromagnetic field is aligned with the geometrical direction given
by 1 defined in (1.5). Explicitly, this can be seem by applying the spatial rotation
(1.50) with the parameter R = 1. This transformation just swaps the ¢g <> ¢
scalars, and we would obtain alignment exactly as we defined. So the problem if
the Robinson-Trautman geometry allows a genuine nonaligned electromagnetic
field is still open.
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5. Algebraic classification in 241
gravity

In this chapter we review the current procedure of algebraic classification of grav-
itational fields in 2+1 gravity developed by Garcia-Diaz in [12], see section 20.5.
We will then establish a new approach to algebraic classification, based on projec-
tions of the Cotton tensor onto a suitable null basis. This more convenient classi-
fication is an 2+1 dimensional analogue of the Penrose classification in standard
four-dimensional theory of relativity. Moreover, we will show that such classifi-
cation is completely equivalent to the one developed by Garcia-Diaz.

Let us first establish the notation in this chapter, which partly deviates
from the one used in the text before. We consider a general three-dimensional
Lorentzian manifold (M, g) with the metric signature (—, +,+). On such a man-
ifold we have the frame triad e, with its dual w®. In local coordinates they can

be expressed as
e, = e, 0, w® =e,*dx”. (5.1)

We denote by Latin indices a the triad indices, and by Greek letters we denote
the coordinate indices. The metric, in terms of the dual basis, reads

ds? = g w® wb. (5.2)

We will now start with the exposition of the two key objects in the algebraic
classification in 2+1 gravity, namely the Cotton tensor and the Cotton—York
tensor.

5.1 Cotton tensor

The role of the key conformally invariant tensor in three-dimensional spaces plays
the Cotton tensor, as was investigated already by Cotton in [26], or later by
Schouten [27]. It is a suitable replacement for the Weyl tensor which identically
vanishes in these spaces. Therefore, taking inspiration from the standard four-
dimensional theory of gravity, it is natural to use the Cotton tensor for algebraic
classification of spacetimes in 3D gravity. The Cotton tensor in three dimensions
is defined as )
4
see equation (20.39) in [12], or equation (3.89) in [2], where unfortunately a
different convention is used for the position of the antisymetric indices. From the
definition it can be immediately seen that the Cotton tensor is antisymmetric
in the first two indices,

C’abc =2 (v[aRb]c - v[aRgb]c> ) (53>

Cabc = _Cbac . (54)

The Cotton tensor also satisfies the properties

C[abc} =0, (55)
Caba = 07
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as is shown in [12] in equations (20.52) and (20.55). This restricts the Cotton
tensor to have only 5 independent components. Indeed, due to , the Cotton
tensor has nine independent components, constrained by one condition and
three independent conditions .

We can now obtain the convenient components by projecting the Cotton tensor
onto a suitable basis. We choose a basis triad on the tangent space as {e,} =
{k, 1, m}, given by the relations

k-1=-1, m-m=1, (5.7)
or explicitly in components
ko1 =—1, mem® =1, (5.8)

where k, and 1 are null, k -k =0=1-1and k-m = 0 =1-m. The dual basis
will be denoted by {w’} and is given by the relation e®w? = 6°. In view of the
scalar products (5.7)), the dual basis can be constructed as {w’} = {—1, =k, m}.
By this notation we mean that the dual to the vector k is w! = —I, dz®, and so
on for the remaining basis vectors.

The dimension of the space of 2-forms (bivectors) in 3D is three, and we
can construct a bivector basis to easily express them. We denote this basis as
{ZIY = {Uuw, Vap, Wap}. A natural choice for these three bivectors, using the
vectors of the null basis , is

Uab:2m/\l Emalb—lamb, (59)
Vab:2k/\mzkamb—makb, (510)
Wa =21AKk =l ky—koly, (5.11)

see the analogous definition in 4D given by the equation (3.40) in [2]. A direct
calculation reveals that they satisfy the relations

UpV?P =2, WuW*=-2, (5.12)

while all other contractions are zero.

The Cotton tensor can be expressed in the basis given by all combinations of
the tensor product of a basis bivector and a covector, so the Cotton tensor can
be written as

3
Oabc = Z C[J Zibwcj, (513)
1,J=1

or explicitly writing its nine terms:

C(abc = - Cll Uab lc - CY12 Uab kc + C(13 Uab me
— Co1 Vap le — Coa Vip ki + Ca3 Vo me (5.14)
- 031 Wab lc - C32 Wab kc + C'33 Wab me .
Since bivectors are antisymmetric the condition (5.4)) is trivially satisfied. Next

we employ the condition (5.6)) and use the following relations for contractions of
the bivectors

U l® =0, Uap k" = my, Uapm® =1y,
‘/;Lb "= —my, ‘/;Lb k" = 07 Vab m® = _kb7 (515)
Wabla:lb, Wabka:—kb, Wabma:O.
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We thus come to the equation
(C13 — C31) Iy + (Cs9 — C3) kp + (Cog — Ch2) my = 0. (5.16)
This equation must be satisfied identically, and so we obtain three conditions
Ci3 = Cs, Coz = U3, Cra = Cy . (5.17)
The general form of the Cotton tensor can thus be written as

C1a,bc - - C’11 Uab lc - OIQ(Uab kc + Vab lc) + Cvl?)((]ab me — Wab lc)
- 022 ‘/;l,b kc + 023<Vab me — Wab kc) + CY33 Wab me. (518>

For the remaining condition (/5.5)), it is helpful to do the following calculation first

3! (U[ab kc] + ‘/[ab lc]) = 4(Uab kc + ‘/ab lc + Wab mc) ) (519)
3! W[ab me) = 2<Uab kc + ‘/ab lc + Wab mc) ) (520)
where the factorial was included just to cancel out the factor in the definition of

the antisymmetrization. All other terms of the tensor product basis are trivially
zero under the complete antisymmetrization, namely

U[ab lc] =0, U[ab me = 0,
Viawkeg =0, Viabmeg =0, (5.21)
W[ab kc] =0, W[ab lc] =0.

Thus from the equation (5.5) we get
(—2C19 + Cs3)(Uap ke + Vap le + Wapme) =0, (5.22)
from which we obtain the last condition
Cs3 =2C15. (5.23)
In view of , and , the generic Cotton tensor in the null basis

takes the form

C'abc - - C111 Uab lc - C’12((]017 kc + Vab lc - 2Wab mc)
+ CIB(Uab me — Wab lc) - C122 Vab kc + CQS(Vab me — Wab kc) . (524>
Using (5.7) and (5.12)), the individual coefficients of the Cotton tensor can then

be expressed as

1

Cn = §Cabc VRS, (5.25)
1 1 1

012 - §Cabc Vab © = §Cabc Uab k¢ - _Z abc Wab m* ) (526)
1 1

013 = §Cabc Vab me = _icabc Wab k¢ 5 (527>
1

C’22 = icabc Uab I ) (528)
1 1

C’23 = icabc Uab me = _5 abc Wab . (529)
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We now propose the following definition of real Newman-Penrose-type curva-
ture scalars in 3D gravity:

\IJO = C1abc k* mb ke ) ( )

lI11 = C1abc k* lb kca ( )

Wy = Cupe k*mP ¢, (5.32)

\IIS = Cabc 1 kb l ) ( )

\114 = C1abc e mb [ ) ( )

which are fully analogous to the definition of the Newman—Penrose scalars con-

structed from the Weyl curvature tensor in 4D (see [2]) and in higher dimensional

gravity (see [28]). For this definition we get a simple correspondence between the
five independent coefficients of the Cotton tensor, namely

Cii =Yy, Cp=VY,y, Cgz=¥, Cy=-Y,, (Cy=-V;, (5.35)

Indeed, after explicitly putting the bivectors (5.9)-(5.11)) to (5.25)-(5.29) and
using the antisymmetry of the Cotton tensor ([5.4)) one arrives at ([5.35]). Moreover,
the four remaining frame components are not independent, because

1
Ciy = Capem® 1Pk = 5 Cate K 1*me, (5.36)
Cis = Cope K mP m°, (5.37)
Caz = Capem® 1°m®, (5.38)

and therefore they are related through the relations (5.35) to the Newman-—
Penrose scalars, as well. Explicitly, the following expressions for ¥;, ¥, and
W5 are valid:

Uy = Cope k" mP m*, (5.39)
1

Uy = Cppem® Ik = 5 Cate K 1*me, (5.40)

Uy = Cpe 12mPme. (5.41)

Consequently, the general form ([5.24)) of the Cotton tensor in the null basis is

Oabc - - \IIO Uab lc + \IJI(Uab me — Wab lc)
— ‘Ifg(Uab ]{Zc -+ Vab lc — 2Wab mc) (542)
- \IJS(Vab me — Wab kc) + \Ij4 ‘/ab kc )

which is analogous to the expression valid in 4D, see equation (3.58) in [2].

5.2 Cotton—York tensor

The number of independent components of the Cotton tensor in three dimensions,
being five, is exactly equal to the number of components of a symmetric and
traceless second-rank tensor. This is of course exclusive to only three-dimensional
spaces, and a mapping can be achieved between the two by a means of the Hodge
dual. Here, we follow the conventions given in [12], with only slight alterations.
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The Cotton—York tensor is defined by equation (20.111) in [12] as
}/ab = eaJ*Cb = *(Cb AN wa) s (543)

where we denote by w, the following linear combination of the basis 1-forms,
W, = gayw’, and C, is the Cotton (vector valued)

1
2-form: C, = §Cbmn WA W', (5.44)

The symbol | stands for the interior product defined on a general p-form o as

1
(p—1)!

The exterior calculus notation and definitions used here, are mainly taken from
appendix A in [29]. Another quite common notation for this operation is te0.
A metric independent Hodge dual operator can be defined by employing the so
called n-basis which is constructed by subsequent interior products of the Levi-
Civita tensor €. Explicitly the n-basis is then equal to

e,]o = Tabs...b, WAL AW (5.45)

1
2-form: m, =e,le = ieabc Wb A w®, (5.46)
I-form: Mg, = € My = Eqpe W, (5.47)
O-form:  7Mape = €| Mab = Eape 5 (5.48)

where the Levi-Civita tensor can be defined using the metric on the manifold as
e =—-3!/—gw’ A w! A w?, where we denoted the determinant of the metric g
as ¢g. In components this tensor explicitly reads

1
Eabe = —V —Y €abe 5 or Eabc - \/—_g Eabc’ (549)
where €%¢ = €, is the Levi-Civita symbol. Without loss of generality we assume
that the null basis has the following orientation
Eape [ KM = —1. (5.50)
It is equivalent to defining the Levi-Civita symbol in the null basis {w’} as '3 =
€103 = —1. This orientation ensures that, in an orthonormal frame, the spatial

part will have the right-handed orientation. The correspondence between the
Hodge dual operation and the n-basis is then through the relations

*

Ne = "W, Nap = " (wo A wp) Nave = “(wo A wpy A w,) . (5.51)

Applying this to the construction of the Hodge dual of the vector valued Cotton
2-form (5.44), we get *Cy, = $Cnpn™, or explicitly we obtain the following
expression for the dual (vector valued)

1
1-form: “Cp = 5 Yna ghmn oy w? (5.52)
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Now putting together the equation (5.52)) and the definition ((5.45]) we get from
the equation ([5.53)) an explicit prescription for the Cotton—York tensor, namely

1
Y;1b = 5 Ina gkmn Ckmb . (553)

This alternative form of the Cotton tensor first appeared in [30], but was already
discussed before by ADM in [31]. It encodes the same information as the Cotton
tensor, but it is a rank lower tensor, and one of its major advantages is that it is

symmetric
Yoy = Vi, (5.54)
and also traceless
Y,*=0. (5.55)
The Cotton—York tensor is the key tensor in 3D gravity, whose algebraic
classification is done. Since it is a second-rank tensor, an eigenvalue problem

can be formulated as a standard eigenvalue problem for matrices. Therefore, our
motivation is to also express this tensor in the null basis (5.7)) as

3
Y= > Yywl w, (5.56)
I,J=1

and in the next sections to investigate the relation between the Newman—Penrose
scalars ((5.30)-(5.34) and the algebraic classification of spacetimes. Writing the
sum (|5.56)) explicitly, and only using the symmetry property ([5.54)) of the Cotton—
York tensor we get
Yab :}/11 la lb + }/12(la kb + ka lb) - }/13(la my + My lb)
+ Yoo k, ky — )/23(16(1 my + Mg kb) + Y33 m, my . (557)
It is also possible not to assume any symmetry at all, but after explicit calculation

of the coefficients the symmetry would again be obtained. The coefficients can
be expressed from the above expression as

Yip = Yo kKD, (5.58)
Yip = Yo k18, (5.59)
Yis = Yy k%mb, (5.60)
Yoy = Yo I*1°, (5.61)
Yoz = Yo 1%mb, (5.62)

)

Yas = Yy m®mP. (5.63
Using (5.43), (5.50) and (5.42) in the evaluation of the coefficients (5.58)-(5.63)),

one arrives at the following result

Yi, =Y, Yio = -y, Yis =—-¥,,
Yoo = Wy, Yo3 = W3, Ya3 = —2W,. (5.64)

The general form of the Cotton—York tensor (5.57)), thus takes the form

Yab = — \I/() la lb =+ \Ifl(la mp + My lb) — \Ijg(la k’b + k?a lb + 2m, mb)
— \Ilg(ka my + mg, kb) -+ \114 ka kb . (565)

This is the key expression that will allow us to relate the Newman—Penrose scalars
U4 to the algebraic classification of spacetimes in 3D gravity.
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5.3 Algebraic classification of spacetimes in 241
gravity

We will recall the algebraic classification employed by Garcia-Diaz in section 1.2
of [12]. The algebraic classification is based on the Jordan form of the Cotton—
York tensor. It corresponds to the classical eigenvalue problem, Y, — A6, = 0,
where Y, ® can be thought of as a matrix, where a counts the number of rows
while b denotes the columns. Expressing the corresponding Cotton—York tensor
in the Jordan orthonormal basis, the Petrov types of spacetimes are defined by
Garcfa-Diaz in table which is actually the table 1.2.1 in [12].

Table 5.1: Algebraic classification of the Cotton—York tensor Y, °

Petrov type  Jordan form of Y, ° eigenvalues relation
A0 0
I 0 Ao 0 A F Ao, A3 = —A1 — Ao
0 0 =X —X
A1 0
IT 0 M 0 A =X #0, A3 = -2\
0 0 =2\
010
III 0 0 ]. )\1:)\2:>\3:0
0 00
A 0 0
D O )\1 O )\1 - )\2 7& O, )\3 == —2)\1
0 0 —2)\
010
N 0 00 AM=X=X=0
0 00
0 00

o
o
o
o

The corresponding orthonormal basis (Eg, E;, E9) can be constructed from
the null triad (5.7)) via the usual relations

EOZ <k+l)7 El

1
5 - E(k ~1), E;=m. (5.66)

-
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The inverse relations are thus

1 1
k:ﬁ(EO_’_El)a 1= E(EO—El), m:EQ. (567)

Indeed, the orthonormal frame ([5.66|) satisfies the conditions
Eo'EOI—l, El’Elzl, EQ‘E2:1, (568)

with all other scalar products equal to zero. Using the inverse relation (5.67)) in
the explicit expression for the Cotton—York tensor ((5.65)) we obtain the Cotton—
York tensor in an orthonormal basis, and we represent it by a symmetric matrix
in the form

—5P0— s+ 30y (o + Uy 75(01 — 03)
}/ab = %(WO —f— \:[14) —%\I/() + \:[12 + %‘1’4 _%<\IJ1 ‘I’ \113) . (569)
%(\Ijl — \113) —%(\Pl + \113) _2\112

Since the metric in an orthonormal frame is
gap = diag(—1,1,1), (5.70)

we can raise the index by Y, ® = Y,. g%, and obtain the main traceless matrix for
the algebraic classification, namely

0o+ Uy — S0y $(Uo + Uy) %(\1’1 — U3)
Vb= —3(Wo+Wy) 50+ + 30y — (0 +Py) | (5.71)
— G501 = Uy) = 5(V + ) =20,

The Jordan forms given in table [5.1] corresponding to the respective Petrov
types, give relations for the Newman—Penrose scalars defined by —.
These relations are presented in table [5.2] together with the normal forms. By
a normal form of the matrix Y, ® we mean that there exists a similarity transfor-
mation between the Jordan form J and the respective normal form N, such that

N=AJA", (5.72)

where A is the similarity matrix and A~! its inverse. For enthusiasts of matrix
multiplication, we can indeed check that for the type II spacetime the similarity
transformation reads

AM—1 1 0 ~1 =1 0\ /M 1 0 0 10

—1 M+1 0 |=[1 0 of|l0o xn o ~1 10

0 0 -2\ o 0o 1/\0o 0o —2x/\0 01
(5.73)

A special subclass of this transformation arises for A\; = 0, which then gives the
similarity transformation for type N, while for type III we have

0 0 -1 1 0 —-1\/0 1 0y/0 1 0
0 0 —1|=|1 0 01|00 1]l0 0 v2|. (5.74)
1 -1 0 0 -1 0/\0 00/ \-11 0
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Table 5.2: Algebraic classification according to the Newman—Penrose scalars W 4

Petrov type Normal form of Y, ° Newman—Penrose scalars relation
A0 0 U =0= U,
I 0 A 0 Ty =222 =
0 0 —XA—X Uy = %
A —1 1 0 Ug=U; =U3=0
II -1 X+1 0 Py =2
0 0 —2)\ Uy =N\
0 0 —1 ‘;[10 - 0 = \Ijl
11 0 0 -1 Uy =0=1,
1 -1 0 =2
A0 0 U =0= U,
D 0 A O Uy =0=1,
0 0 —2)\ Uy =N\
-1 10 Vo =V,
N -1 10 Uy =0= U4
0 00 Uy =2
O O O \IIO == 0 = \Ill
O 0 0 O ‘;[12 = 0 = \113
0 00 v, =0

Therefore, we see that the normal forms are analogous to the Jordan forms given
in table (.1l The normal forms of the Cotton—York matrix were chosen here
instead of the Jordan forms, because for certain Petrov types the Jordan forms
cannot be obtained by some special choice of the Newman—Penrose scalars. The
statement we have made is that there exists an orthonormal frame, which we
may call the principal Cotton—York frame, in which the Penrose scalars take the
values given in the last column of table 5.2l We will now prove that this frame
implies the same classification scheme based on the number of multiplicities of
the null vector k, as in standard 4D gravity, see section 4.3 of [2].

To find the relation to the multiplicities of the null direction k, we perform a
null rotation which leaves the normalizations invariant. Such rotation has
the general form

kK =k++V2Em+E?’l, 1=1, m' =m+V2F1. (5.75)
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The Penrose scalars ([5.30)—(5.34) undergo the following transformation

Ul =Wy + 2V2E U, 4 6E? Uy — 2V2E3 Wy — B4, (5.76)
U = U, +3V2E U, — 3E2 Uy — V2E3U, (5.77)
U, =TV, —\2E Vs — BT, (5.78)
U =Wy +V2E T, (5.79)
U, =0, (5.80)
The inverse relations are given as
Uy = U — 2V2E W, + 6E2 U, + 2V2E* U, — B4, | (5.81)
U, =V — 3V2E 0, — 3E* W, + V2E* 0, | (5.82)
Uy = U, +V2E VU, — B>V, (5.83)
Uy =0, —V2E T, (5.84)
U, =0 (5.85)

We can now define the principle null frame. Such a frame is defined by the
condition that the Cotton tensor Cg,. is aligned with the direction k, which
means that the scalar with the highest boost weight vanishes. Explicitly, the
principle null frame is a frame in which ¥y = 0, and from (5.81)) we obtain the
following algebraic equation

Uy — 2V2E W, + 6E2 W, + 223 W) — B4 0, = 0. (5.86)

This algebraic equation can in general have four complex solutions for £. We also
know that in the principle Cotton—York frame, the W 4 must satisfy the conditions
for different algebraic types of spacetimes given in the last column of table[5.2] We
can now establish a classification based on the number of solutions to this quartic
equation, which stays invariant. We denote by W4 the Newman—-Penrose scalars
in the principle null frame, while ¥/, are the Newman-Penrose scalars in the
principle Cotton—York frame. The different solutions to the algebraic equation
of the fourth order are given in table .

We can also check that for types D and III there exists a second null vector
with the multiplicity of two and one, respectively, by making a null rotation with
k' =k, and its general form is

K=k, I'=1+v2Bm+B*l, m'=m+V2Bk. (5.87)

This rotation results in the change of the Newman—Penrose scalars

Uy =0, (5.88)
U, =0 — V2BV, (5.89)
U, = U, — V2BV, + B2V, (5.90)
Uy = U, + 3v2B U, — 3B W + V2BV, (5.91)
U, =V, —2/2B U, — 6B> U, + 2V/2B* ¥, — B' W}, (5.92)
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Table 5.3: Multiplicities of the principal null direction k

Petrov type  Equation ((5.86)) Roots of E Multiplicities

I 1+6bE*?+E*=0 FE=+\/-3b+2VD, (1,1,1,1)

where b = 21122 and
=X

\/E /223450004203
- A1—A2

II B3N -E*)=0 E=0, E=+/in (211
111 E3=0 E=0 (3,1)
D E*=0 E=0 (2,2)
N E*=0 E=0 (4)

and we say that 1 is principle null vector if ¥, = 0. If we put the values for V',
from the table [5.2] into the equation ([5.92)), we obtain for

Type D:  B*=0 (5.93)
Typelll. B =0, (5.94)

and we see that they indeed have the respective multiplicities.

5.4 The Penrose classification in 2+1 gravity

The Penrose classification in standard general relativity is based on performing
the general null rotation ([5.81) and looking for the principle null frame, given
by the condition U{ = 0, for review see section 4.3 in [2]. Upon finding this
frame and expressing the Newman-Penrose scalars in this frame, based on the
vanishing of the remaining Newman—Penrose scalars we may classify the types of
spacetimes according to table [5.4

We will now prove that these conditions indeed imply the correct multiplici-
ties, and therefore are equivalent to the Petrov classification done in the previous
section.

(i) Type I: We assume that after evaluation of the Newman—Penrose scalars in
the principal null frame only ¥y is zero, ¥y = 0. Putting this into (5.76)), we
come to the following equation for other principal null directions, namely

WV2E W, +6E? VU, — 2V/2E Uy — B0, = 0. (5.95)

We see that E' = 0 is a simple root of the equation and by factoring it out,
the remaining equation is of the third order which means that there exist
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(iii)

Table 5.4: Penrose classification of 2+1 spacetimes

Petrov type Penrose conditions
Type I Vy=0
Type 11 Vo=V, =0
Type I11 \IJU = \Ill = \112 =0

TypeD \110:\1’1:\113:\114:0
TypeN \110:\111:\1/2:\1/3:0

three complex roots different than zero due to ¥; # 0. But this implies
that in general there really exist four different principle null directions and
therefore the spacetime is of Type 1.

Type II: The starting assumptions for this case are that g =0 = ¥;. We
again put this conditions into ((5.76)) and the resulting equation for the null
directions is

6E2 Wy — 2V2E3 Uy — B4, = 0. (5.96)

This equation has the solution £/ = 0 with the multiplicity two, and the
other solutions are given by a quadratic equation which, thanks to ¥y # 0,
has two different complex roots, meaning that the multiplicities of the null
direction k are (2,1,1) and that is exactly the case for a type II spacetime.

Type III: Let ¥y = Uy = Wy = 0, then the equation (5.76)) takes the form
WV2FE} Uy 4+ B4, = 0. (5.97)

Immediately, we get that there exist a root £/ = 0 of multiplicity three, and
the other solution satisfies a linear equation with a single root. The null
direction is therefore degenerate as (3,1), which means that this spacetime
is of type IIL.

Type D: We now assume that all of the Newmann—Penrose scalars vanish
except for Wy # 0. Substituting ¥y = ¥; = U3 = ¥, = 0 into (5.76), the
equation reads

E*=0. (5.98)

We see, that it has a trivial solution of £ = 0 which has the multiplicity
two. We can use the inverse of the relation (5.92)) which is

U, = Uy + 2v2BV; — 6B2V? — 21283V, — B4, (5.99)
and by setting g = ¥y = U3 = U, = 0 the equation gives
B*=0, (5.100)

which means that the direction 1 is also a principal direction of multiplicity
two. This implies that the conditions for the spacetime to be of type D are
met, and therefore we proved the statement given in table
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(v) Type N: Finally, we consider the case when all of the Newman—Penrose
scalars vanish except for W, # 0. This leads to a trivial equation of ,
namely

E*=0. (5.101)

Since this is exactly the condition we demanded that a spacetime of type N
must satisfy, we see that for ¥y = ¥; = ¥, = W3 = 0 the spacetime is
necessarily of type N.

This proves that the simple Penrose classification summarized in table is
equivalent to the Petrov Garcia-Diaz classification. Another prove of this fact
can be done by putting the respective values of the Newman—Penrose scalars into
the matrix and showing that it can be decomposed into the corresponding
Jordan forms. This alternative is however very tedious, but it leads to the same
result.

We will also list the Bel-Debever conditions, which in 3D can be written as

kiaCuppe K k€ =0 < Vo =0, ( )
Cape K2 k=0 & Uy=U, =0 (5.103)
k:[dCa}bc k’b =0 = Ug=V; =", =0, ( )
Oabckczo = \1102\111:‘1/2:\1/3:0. ( )

For type D not only the condition ([5.103)) must hold but also the complementary
relation must be true:

Cape I°1° = & Uy =W, =0. (5.106)

The prove is quite straightforward. We start with (5.102), using ([5.42)) we get
the following result

Coupe k'K = —Ugmg, + V1 k, . (5.107)

The antisymmetrization then yields
EaClappe K k¢ = W Vg . (5.108)

From which we obtain the desired condition. The equivalence of ([5.103|) is ob-
tained immediately from ([5.107)). As for ((5.104), we get from ([5.42))

Coape K2 = Uomg I, — Uy (mgme + ko lo) + Ug (Mg ke 4+ 2kame) + s kgL, (5.109)
and after antisymmetrization we find that
k[dca}bc kb = 1110 Vad lc + \Ijl V;zd me — \IJZ V:zd kc ) (5110)

from which the equivalence is clear. The last relation immediately follows from
(5.109). For type D the remaining condition to be satisfied is

Cape 1716 = V31, —Vym,, (5.111)

which concludes the proof of the Bell-Debever relations in 241 gravity.
Finally, we would like to remind that the algebraic classification in 241 di-
mensions is more involved. The complications arise from the fact that the matrix
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Y, is not symmetric and there is no guarantee that the eigenvalues are
real. Nevertheless, the common practice is to embrace the complex classifica-
tion. The consequence of this unwelcome property is that the equation ([5.86|)
can in general have complex roots. This means that some of the null vectors k
may formally be complex. A classification based on only real roots can be done,
see for example section 20.5.2 in [12]. By restricting the solutions to only real
numbers, a new general type of spacetime must be added, namely the spacetime
denoted by Garcia-Diaz as I'. The development of the detailed equivalence of this
classification to the Penrose form, is a prospect for our future work.

5.5 Application of the Penrose classification on
the aligned Robinson—Trautman solutions

We will now show the usefulness of the Penrose classification summarized in table
by applying it to a specific case, namely the Robinson—Trautman spacetimes
with an aligned electromagnetic field derived in chapter 3. The general form of
the metric can be written as

7,2
- p2
+ (u Q° — Ko Q°log

see equation (3.50). Using the components of the Ricci tensor (A.24)-(A.29),

the Cotton tensor corresponding to this solution can be constructed from the
definition ([5.3)), and its nonzero components are

ds? (dx +e PQdu)2 — 2dudr

g‘ +2(an)7ur+Ar2> du?, (5.112)

Crru = g , (5.113)

Cura = ko Ly Q* 213 + Ay :2 + ko(e?P? — A) Q? 21T : (5.114)
2

Cuurs = F"O;rQ : (5.115)

Clwe = Auns — (; Ko + LT> <P(6P)I + 1;“) @ i , (5.116)
Ko € 2

Caru = =5 fj : (5.117)

Clore = ;‘}D% : (5.118)

Corve = (3 Ko + Lr) ((eP),x + i;) PQ — (2K + LT)QJ;%’“ , (5.119)
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where

<f~eo+L>@@u—( mL)( ot ) @2, (5120)
Apie = 2/<co+L )( >6Q2 (260 + Ly )e Q Q4 (5.121)
+[Plep)a+ 2] . % +Po(Pew)at P(Pueu)at P(Pew).

— [262P2Ri + P4<€?x + €4€02) + e PP (5e Pyt e Pu)la,

and L, denotes

L, = ko log Q‘ — . (5.122)
r
Using the null basis (|1.5), which reads
k=20 1= Lo +0 = (uz 00 + 02 (5.123)
= 0r, = 35 Juu Or U m = ——— { Juz Or x ) .
2 V/Yzx

and the field equation (3.58]), we obtain the following Newman-Penrose scalars

defined in ([5.30))-(5.34)), namely

Ty =0, (5.124)
U, = ’Z)g , (5.125)
U, = “0;32 < : (5.126)
Uy = “Zg (u — ko log ?D “OQQ (A —3(eP)?), (5.127)
U, = “OZZQ4 <u — ko log ?D + “065622 (A — (eP)?). (5.128)

For eP = o = 0 we were able to identify the class of charged black hole solutions,

see equations (3.68) and (3.72)), and the Newman—Penrose scalars reduce to

U, =0, (5.129)
I‘ioQ2

Wy =0, (5.131)
KOQ2 2 Q “0@2

\113 = 13 (m — HoQ 10g T‘) + Ar A, (5 132)

W, =0. (5.133)

According to the Penrose classification in table [5.4] this spacetime would be of
algebraic type I. In fact, the same result was obtained by Garcia-Diaz using
the Petrov classification, see section 11.1.5 in [12]. Another check is that both
the Newman—Penrose scalars for the special aligned solution and for a general
aligned solution vanish when ) = 0, which corresponds to the vacuum Robinson—
Trautmann solution, and thus necessarily must be a spacetime of constant cur-
vature which are conformally flat.
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Conclusion

We investigated the Robinson-Trautman and Kundt families of spacetimes with
an electromagnetic field and a cosmological constant in 2+1 gravity. We started
by summarizing the previous results of the work by Podolsky, Svarc and Maeda
in [13], namely the construction of the metric in canonical coordinates and
the interesting property of three-dimensional spaces, that virtually all of them
must belong to either the nonexpanding Kundt class or the expanding Robinson—
Trautman class.

We then showed that, in terms of the components of the dual electromagnetic
tensor, the Einstein equations have a nice factorized form . We also proved
another interesting property of 3D gravity, specifically the correspondence be-
tween the minimally coupled massless scalar field and the dual electromagnetic
1-form ({1.85)).

We were able to completely solve the coupled system of Einstein—Maxwell
equations for the Kundt and Robinson—Trautman spacetimes with an aligned
electromagnetic field.

The general form of the metric for the Kundt solution could be written as
(2.60)), and the corresponding electromagnetic field is given by . Along the
way we demonstrated that the nonexpanding Kundt class admits only an aligned
electromagnetic field with the privileged null vector field k.

The aligned Robinson—Trautman case lead to the metric (3.50) with the elec-
tromagnetic field . We then recovered a special solution correspond-
ing to a charged black hole solution in 241 gravity obtained by Peldan in [22].
This corresponds to an electrostatic solution, however there exist other stationary
solutions which are yet to be identified, for references see section 11.5.2 in [12].
This poses an interesting problem as to how to obtain them from the expanding
and nontwisting class of Robinson—Trautman spacetimes.

The general Robinson—Trautman case with a nonaligned electromagnetic field
was brought into a separated form of the Einstein—-Maxwell equations. We were
able to fully express the components of the electromagnetic tensor ,
and (4.12), which meant that the remaining Einstein-Maxwell equations could
be rewritten as equations containing only the metric components —.
Due to the complicated nature of these equations we could not obtain a general
solution. It is still desirable to obtain such fully general solution, but for now this
poses an open problem.

To show that at least some solutions with the F,, # 0 component of the
electromagnetic tensor exist we derived under the assumptions a particular
solution. We presented the metric (4.56) and the electromagnetic field .
However we then argued that even though the solution satisfies the definition
of nonalignment along k, with a trivial transformation we were able to prove
that actually the obtained electromagnetic field is aligned with the null vector
field given by 1. Therefore, it is still not clear whether the Robinson—Trautman
geometry allows a general nonaligned electromagnetic field. In principle, we can
always do the transformation which leads to the quadratic equation .
The question that remains unanswered is, whether this equation has always real
roots. For this to be true it would need to hold ¢? > 2¢yps. As it stands, there
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are still open problems left in the nonaligned Robinson-Trautman case.

In the last chapter we dwelt into the problem of algebraic classification in 241
gravity. We reviewed the current algorithm of algebraic classification of the Cot-
ton and Cotton—York tensors, and reformulated it to the formalism of null basis.
We defined the convenient Newman—Penrose scalars for the gravitational field
—. We then showed that these Newman-Penrose scalars must satisfy
the relations given in table for the respective algebraic types. This allowed
us to develop the algebraic classification based on the number of multiplicities
of the principal null vector, given in table [5.3 This paved the way to showing
that the Penrose classification is fully equivalent to the Petrov one. However,
the property of employing complex null vectors remained, and it is demanding to
reformulate the classification to only real domain. The problem of establishing
a possible classification based on spinors and showing its equivalence is also an-
other open question. Nevertheless, we demonstrated the effectiveness of our new
approach to the classification on the aligned Robinson—Trautman solution. We
showed that the electrostatic black hole solution is of a correct type I given by
(5-129)-(5.133)), comparing it to the classification done in [12]. It would be nice
to test the algebraic classification on other explicit solutions.

All these unanswered problems remain as suitable topics for our future work.
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A. Connection and curvature
components in canonical
coordinates

The Christoffel symbols for a general Robinson-Trautman and Kundt metric
(1.3), using also the relation for the expansion scalar (1.6)), are

I, =0, (A1)
1 1

I, =-= uu,r =g ux,r A2

ru 29 5 + 29 g 5 ( )
1

F:m - _igu;v,r + ®guz ; (A?))
r 1 rr re

L = 9 [ = 9" Guur — Guuu + 9" (2Guu — guu,z)} ) (A4)
r ]' rr rT

Fux = 5 [ —4g gum,r — guu,:p + g gzx,u} 5 (A5)

1
I =TI, =1, =0, (A7)
1

I = = uu,r A8
= o (A8

- (A.9)
uxr 2 uzx,r .

I = Oz, (A.10)

=0, (A.11)

1

Ffu = igm&guz’,ra (A12)

I, =0, (A.13)
x 1 re xx

Fuu = 5 [ — G Guur T+ 9 (2gux,u - guu,m)} ; (A14>
x 1 re xx

Fux = 5 [ —4g guz,r + g gzm,u} ) (A15)

Fim = —09"gur + Srixa (A.16)

where . c
Sx — TT T
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is the connection on the transverse one-dimensional space spanned by the spatial
coordinate x. The nonzero components of the Riemann tensor are

Rygry = _(@ r T @2>gx:c ) (A18)
1 1
erru uxT,Tr -0 ULT,T A19
—59ursr + 509 (A.19)
1 1
Rruru S Guu,rr + 9 (gux,r>2 ) (A2O>
2 4
1 1 1
erux:* ux,r||T n uxr2_ zx@u_*@ TT,U xxYuuw,r | 5 A21
5 uarlle T 7 (Guoir)” — G2a®, 2(g,+gg,) (A.21)
1 1
Rruux: ulu,z|,r —g"" ua:rz_* o zx,uYux,r
Gutwlr + 79" (Guar)” = 797 JowuYua,
1 1
+ (—)(gu:c,u - iguu,z - §guzguu,7") ; (A22)
1 1 1
Rua:ux:_* uu ) ||z ur,ullr — HYzrr,uu —g" uxr2
5 (Gulfer + Guz.ulle = 59w+ 79" (Guar)
uuremr uu,xYuxr,r T S rx,uJux,r n TTU
29 29 g 29 JrzuYuz, 49 Yz,
]' rr rT
The components of the Ricci tensor then become
Ry, = —(0,+07%), (A.24)
1 1 )
1 1 1
Rru uw,rr uzx,rr ux,r||z ux,r 2
—59 +299 +59° (g,qu(g,))
- @,u (gmmgx:n u T g g”LLLE r+ Guu r) ) (A26)
+6 [zguxH:c + 2gum,7“gum + Gzx (guu,r - 29”91“;,7«) — 26xr:| s (A27)
1 1 1 1
Rux:_* " uzx,rr — A Yuu,rx aduzr,ru TS " uzx,r||T u:(;r2
59" Quarr = 59uure + 5 Gurru = 59 (Gurriie + (Guer)?]
wn (1 1
+g (§guaz,rguz||:p - §6xxgua:,r) + gux@,u
1 1 1
@ urYuu,r — S\ YuwuYuz,r = Yuu,x) T Yuz,u =g uzx,r Jur =g TT,U| )
+ O | usGuu, 5 (GuuGuer = Guuw) = Jurw + 59" Guarg +299,}
(A.28)
R _ 1 rr rT 1 Tx + rT 1 Tx
Uy 29 Guu,rr 9 Guu,rz 29 CxxGuu,r 9 Guzru 29 Gax uu
TT 1 1 T TT rT TIT 2 1 Tx
1 1 i
+ Z(gxxgz:v,u)Z + 59[ —4g $(2gux,u - guu,x - guxQuu,r) + guuguu,r - guu,u] )

(A.29)
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with the Ricci scalar equal to

ra xx 3 xx
R = Guu,rr — 29 Gua,rr — 29 Gua,r|lz — 59 (gu:p,r)2

+ 20, Guu + 40 4 + 20%guu + O(20uur + 20" Guar + 20" Ganw) - (A.30)

The symbol | denotes the covariant derivative with respect to the one-dimensional
transverse space, that is

Jualle = Juzw — Juz Loy (A.31)
Guzliz = Juzge — Juar g (A.32)
Guulle = Gurue — Gurw Loy s (A.33)

(Guw) oz = Guuae — Guue Log » (A.34)

where e,, and f,, are convenient shorthand defined as

1

1
fx:c = Gua,r||z + §(guz,r)2 . (A36)
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We present a general solution of the coupled Einstein-Maxwell field equations (without the source
charges and currents) in three spacetime dimensions. We also admit any value of the cosmological constant.
The whole family of such A-electrovacuum local solutions splits into two distinct subclasses, namely the
nonexpanding Kundt class and the expanding Robinson-Trautman class. While the Kundt class only admits
electromagnetic fields which are aligned along the geometrically privileged null congruence, the Robinson-
Trautman class admits both aligned and also more complex nonaligned Maxwell fields. We derive all the
metric and Maxwell field components, together with explicit constraints imposed by the field equations.
‘We also identify the most important special spacetimes of this type, namely the coupled gravitational-

electromagnetic waves and charged black holes.

DOI: 10.1103/PhysRevD.105.064004

L INTRODUCTION

Recently, in paper [1] we derived the most general
solution of the Einstein equations with a cosmological
constant A and also an aligned pure radiation matter field
(possibly gyrating null dust/particles) in three spacetime
dimensions. Here we extend this study to another important
nonvacuum case, which is the presence of an electromag-
netic field. In fact, we explicitly derive all solutions of the
Einstein-Maxwell field equations with any value of A.

For many decades, the 2 + 1-dimensional Einstein gravity
has attracted a great deal of attention. The main reason is that
such gravity theory is mathematically simpler than standard
general relativity because the number of independent com-
ponents of the curvature tensor is much lower. In fact, the
Weyl tensor identically vanishes, and the Riemann and Ricci
tensors have the same number of components. Consequently,
there is no classic dynamical degree of freedom in 2+ 1
spacetimes. The Ricci tensor—directly given by the Einstein
field equations—fully determines the local curvature of the
spacetime. This implies that a general vacuum solution of
Einstein’s equations is just the maximally symmetric
Minkowski, de Sitter (dS), or anti—de Sitter (AdS) spacetime
for A =0, A >0, or A <0, respectively.

Despite such local simplicity/triviality of the 241
gravity theory, it can serve as a very useful playground
for various investigations, ranging from the black hole
properties and cosmology to high-energy physics and
quantum gravity. While the Einstein equations determine
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the spacetime locally, there can be global topological
degrees of freedom reflected in the appropriate domains
of the coordinates employed: It is possible to construct
globally different geometries from locally identical space-
times by various identifications. In the context of black
holes, this has been successfully used for construction of
famous Bafiados-Teitelboim-Zanelli (BTZ)-type solutions
with horizons when A < 0 by performing nontrivial iden-
tifications of the local AdS vacuum spacetime, pure
radiation solutions, or spacetimes with electromagnetic
field [2-4]. The corresponding topological degrees of
freedom play a crucial role in quantum gravity models
[5]. However, it is still not clear if they represent all possible
nonvacuum spacetimes. It is thus desirable to obtain and
investigate more general exact solutions in the presence of
matter.

Many exact spacetimes in 2 + 1-dimensional Einstein
gravity have already been found. They are nicely summa-
rized, classified, and described in a helpful comprehensive
catalog [6]. Such solutions were found in a great number of
works by making various specific assumptions on their
symmetry, algebraic structure, or other geometrical or
physical constraints. A general study of solutions of
2 4 1-dimensional Einstein-Maxwell theory using the
Rainich geometrization of the electromagnetic field was
presented in [7]. Using a different approach, in this paper
we solve the Einstein-Maxwell field equations generically,
without making any assumption. In fact, we systematically
derive all possible such spacetimes, extending and general-
izing previously known exact electrovacuum solutions.

Specifically, in Sec. II we recall the key result of [1] that
(virtually) all 2 4 1 geometries belong either to the family

© 2022 American Physical Society
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of (nonexpanding) Kundt spacetimes or to the family
of (expanding) Robinson-Trautman spacetimes. We also
present the canonical metric form and the natural null triad.
The related Appendix contains the corresponding Christoffel
symbols and all components of the Riemann and Ricci
tensors. In Sec. III we present the most general electromag-
netic 2-form field in 2 4 1 gravity, together with its dual
1-form, the equivalent Newman-Penrose scalars, and the
energy-momentum tensor. In Sec. IV we formulate the
(source-free) Einstein-Maxwell field equations with A,
expressed in a simple form. Section V contains an explicit
step-by-step integration of these field equations in the Kundt
case, while Sec. VI contains an analogous procedure for the
complementary Robinson-Trautman case. In both cases, the
electromagnetic field is aligned with the privileged null
direction of the gravitational field. The resulting complete
families of such spacetimes are summarized in Secs. V H and
VIH, respectively. The distinct family of Robinson-
Trautman geometries with nonaligned electromagnetic fields
is presented in Sec. VII, with a specific particular solution
obtained in Sec. VII F. Final summary and further remarks
can be found in concluding Sec. VIII.

II. ALL GEOMETRIES AND THEIR CANONICAL
FORM IN 2+1 GRAVITY

In Sec. II of our previous work [1], we investigated
general three-dimensional Lorentzian spacetimes (M, g,)
with the metric signature (44 —). We proved the
uniqueness theorem, namely that the only possible such
spacetimes are either expanding geometries of the
Robinson-Trautman type (with © # 0) or nonexpanding
geometries of the Kundt type (with ® =0). They are
necessarily twist-free and shear-free; see Theorem 1 in
[1] (this observation was already made in [8]).

Ina C! spacetime there exists a geodesic null vector field
k (defined as a tangent vector of null geodesics at any
point), which in D =3 is equivalent to hypersurface-
orthogonality; see Theorem 2 in [l]. Recall that the
expansion © is the only nontrivial optical scalar,

O=p= ku;bm"m”, (1)

which characterizes the properties of a null congruence
generated by k, in a triad e; = {k,1,m} of two null vectors
k, I and one spatial vector m, normalized as

k-1=-1, m-m= 1. (2)
In [1], we also introduced canonical coordinates
{r,u,x} for all Robinson-Trautman and Kundt metrics;

see Theorem 3,

ds? = gy (r, 1, x)dx? + 29, (r, u, x)dudx
= 2dudr + g, (r, u, x)du?. 3)

These coordinates are adapted to their unique geometry,
namely r is an affine parameter along the null congruence
generated by K, the coordinate u labels null hypersurfaces
(such that k, « u ,) which naturally foliate the spacetimes,
and the spatial coordinate x spans the one-dimensional
“transverse” subspace with constant u# and r.

It is also convenient to recall that the nonvanishing
contravariant metric components g*° are

gF=1/gy g =-1 9 = Gun/ Grxs

9" = =G+ G/ G )
equivalent to the inverse relations

G = 1/9"  guw==1L Gu=0ug"™

G = =9+ Guc(g™)* )

The most natural choice of the null triad frame {k,1,m}
satisfying (2) is

miéﬁ%ﬁﬁ@)
(©)

A direct calculation for the metric (3) reveals that
kayp = %gahm An explicit form of the expansion scalar
(1) thus becomes © = k,.,m*m*, implying an important
relation:

1
k=0, 1=59u0,+0u

Gxr = 200y, @)
For our next investigation it seems convenient to

introduce a new function G(r, u,x), which fully encodes
the spatial metric function g,, > 0 via the simple relation

1
© gy = G2, 8
vV 9xx ®

The key relation (7) then takes the form
®=—(InG),. ©

Now it immediately follows that for vanishing expansion,
© = 0, the function G and thus also the spatial metric
G (u, x) must be independent of the coordinate r. It yields
the Kundt class of nonexpanding, twist-free, and shear-free
geometries [9-13]. The complementary case ® # 0 gives
the expanding Robinson-Trautman class of geometries
[10,11,13-18], as summarized in Theorem 4 of our work [1].

The Christoffel symbols and all coordinate components
of the Riemann and Ricci curvature tensors for the general
metric (3), calculated using the relation (7), are listed in the
Appendix.
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III. GENERIC ELECTROMAGNETIC
FIELD IN 2+1 GRAVITY

The aim of this work is to systematically investigate all
possible gravitational and electromagnetic fields in 2 + 1
dimensions, solving the coupled Einstein-Maxwell field
equations.

Based on the results summarized in previous Sec. I, all
such spacetimes can be conveniently written in the canoni-
cal coordinates {r,u,x} for the general metric (3).
Consequently, generic electromagnetic field takes the form
of an antisymmetric 3 x 3 Maxwell tensor

0 F. Fp
Fo=\-Fu 0 Fy (10)
—Fr =Fu 0
which is equivalent to considering the 2-form
F =3 F,,dx* A dxb, that is explicitly
F=F,dr ndu+F,dr Adx+ F,du Adx. (11)

The field has only three independent components. These

can be obtained from the electromagnetic potential 1-form

A = A,dx* by the standard relation

F =dA. (12)

Using (4), the corresponding contravariant components
Feb = greghd ., read

R S
Gxx Gxx Gxx
where the useful functions are
F,=F,,. (14)
Fy = guF i = GuF s (15)
Fy = guF = Fux = GuuF v (16)

In fact, these three functions are directly related to the
components of the dual Maxwell field 1-form *F = *F ,dx*
defined using the Hodge star operator,

abe _

-9

where @ gtbe,

(17)

1
F= S0

Here g denotes the determinant of the metric g, while £2¢

is the completely antisymmetric Levi-Civita symbol, for
which we employ the convention that e = g, = +1 if
abc is an even permutation of rux, it is —1 for odd
permutation of rux, and 0 otherwise. For the metric (3) we
immediately get

-9=9.=G7, (18)

and in view of (10) we obtain

‘Fr = GF,,  ‘F'=-GF,. ‘F*=GF,. (19)

Using (14)—(16), the corresponding covariant components
“Fy = gap F? are

‘F, = GF,. (20)
so that the dual 1-form Maxwell field reads
“F = G(F,dr + F,du + F,dx). (21)

For completeness let us also recall the inverse relation
to (17),

Fop = —wapc F¢ where — g = V=Y€abe = G_leahr'
(22)

Next, it is necessary to evaluate the electromagnetic
invariants

F?=F,F®, “F? =*F,*F. (23)
A direct evaluation yields
F? = =2'F? = =2G*(guFFx + 2F o (Foix = guF i)
+ g ). (24)

Moreover, F,,"F**F" = 0 due to the symmetry reasons.

Similarly as for general relativity in D =4, it is
convenient to define Newman-Penrose scalars of the
Maxwell field by its three independent projections onto
the frame (6),

Bo = Fapk'm?,

¢ = Fa[,k“lh.

¢y = Fopumtl. (25)
Explicit calculation reveals that
¢o = GF,, = GF,, (26)
b1 =Fpy =G (F + gucF,), 27)

1 1
$=G GurFri = Fue = 5 GuuFra =G Fut 5 9ufy ).
(28)

so that the invariant can be expressed as
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1
—_F? =2, -
52 = 2oty

- (29)
These scalars have distinct boost weights +1, 0, —1,
respectively, and can be used for invariant algebraic
classification of the electromagnetic field [13], based on
its (non-)alignment with the geometrically privileged null
vector field k = 0, of the metric. By definition the field is
aligned if its component with the highest boost weight
vanishes. From (26) we immediately observe that

electromagnetic field is aligned with k

SPpy=0F,=0&F,=0. (30)
It can also be shown that this is equivalent to the special
property of the field, namely

F kP = Nk,. (31)
Such an aligned field has just two components, namely
$1=Fp and ¢y = G(gFyu — o). and F> = =243,
When ¢, =0< F, =0, the field is null. When
¢, =0 F, =0, it is non-null.

In the case when the electromagnetic field is both aligned
and null, the invariant vanishes, F2 = 0. This describes
purely radiative field, i.e., a propagating electromagnetic
wave characterized by the only nonvanishing compo-
nent F,,.

There is a freedom in the choice of the frame normalized
as (2), given by the local Lorentz transformations. It
consists of a boost k' = Bk, I’ = B~'l which determines
the distinct boost weights +1, 0, —1 of (25), respectively.
The second Lorentz transformation is a null rotation with
fixed k of the form

m’ =m +V2Lk.
(32)

k'=k, 1U'=1+v2Lm+ Lk,

There is also an analogous null rotation with fixed 1 which
changes k. However, in our case the direction of k is
geometrically privileged (being twist-free and shear-free).
Only (32) thus needs to be considered. It is easy to prove
that the Maxwell scalars (25) transform as

) = o

#, = b1+ V2L,

¥y = 2+ V2L + Ly, (33)
Of course, the expression (29) is invariant since

200 = ¢ = 202 — b1

Finally, we need to evaluate the energy-momentum
tensor for a generic electromagnetic field which (in any
dimension, including D = 3) is defined as

Ko

T, =20
ab 87

(34)

1
(Fm'FbL - ZgabF2> )

where k, > 0 is a constant depending on the choice of the
physical units. Interestingly, in arbitrary dimension D > 3
the Maxwell field satisfies all the standard energy con-
ditions; see Proposition 21 in [19].

A straightforward (but somewhat lengthy) calculation
reveals that

8n

—T,, = G*F2,
Ko
8
K*OTM- = G*F (9 F i = GuxF )
8z 1
Ty = 5 G (9eeFhu = GuaF o)
Ko 2
8z s 2
Py Tow = ~F(GusFru + Fux) + 56 (2Gax = 9exGun) Fr
1 2
+ igxxFrua
8 1
—Tux = 5 G (9 GuF 3 = 205G F ruF 1
Ko 2
+ G ru(GucF i = 2F 1))
87 1
o T = §G2[2F o 20uF 1 F e + GauF e = 40ucF ruF s

= 20uxGuuF s F i + (200x = 9xcGua) Frals - (35)

and the corresponding trace T = ¢*’T, is

87
—T = G*Fp(GucFru =

1
0 G*(9xcFhu + G-

F)—=
w) =5

(36)

Now, it is a nice fact that, by combining (35) with (36) as
T . — T gap, the result for all components can be written in a
simple factorized form as

87

P (Tap = T9ap) = G*FoFy, (37)

in terms of the functions F, encoding the electromagnetic
field, which we have introduced in (14)—(16).

IV. EINSTEIN-MAXWELL FIELD
EQUATIONS WITH A

Having identified all three-dimensional Lorentzian
geometries—which can be written in the canonical form
(3)—and also the generic form of the electromagnetic field
(10) with the energy-momentum tensor of the form (35)
implying (37), we can now apply the field equations.
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Einstein’s equations are R, — %Rg[,b + NGy = 87T 4,
in which we also admit a nonvanishing cosmological
constant A. Their trace is R = 2(3A — 8zT), so that the
equations can be put into the form R,, = 2Ag,,+
8n(T 4y — Tg,p). For the generic electromagnetic field F
we have derived the nice relation (37), and thus the Einstein
field equations in 2+ 1 gravity with A, coupled to an
electromagnetic field, are simply

Rap = 2Agap, + k0G*F o Fy, (38)
where the functions F, are defined by (14)—(16). Expressed
in terms of the dual Maxwell field *F 1-form components [see
(21) and (20)] these are even simpler, namely

Rup = 20gap + k0" F " F. (39)

In addition to these equations for the gravitational field
represented by the metric g,,, we must also satisfy the
Maxwell equations d'F = 4x*J and dF = 0 for the electro-
magnetic field F,. In the absence of electric charges and
currents, in components these read F "”;1, =0, Fiap,) = 0.
They are equivalent to

(V=gF™), =0. (40)
Flape =0, (41)

where, using (18),
V=9= /0w =G (42)

Recall also that the source-free Maxwell equation
d‘F = 0, which is equivalent to (40), in components reads
“Flap) = 0. In view of (20), it can be directly written as

(GF,) p = (GF}) 4 (43)

Our task is to completely integrate the coupled system of
the field equations (38) and (40), (41) [or, equivalently, (43)
instead of (40)] in 2 + 1 dimensions for (3) and (10), both for
the nonexpanding Kundt spacetimes (Sec. V) and the
expanding Robinson-Trautman spacetimes (Sec. VI and
Sec. VII). Explicit components of the Ricci tensor R,
which enter (38), for these twist-free and shear-free geom-
etries are given by Eqs. (A24)—(A29) in the Appendix.

A. Einstein field equations with a massless scalar field

Let us also remark that in three dimensions there is a
relation between the Einstein-Maxwell system (39) and the
Einstein gravity equations (minimally) coupled to a mass-
less scalar field ® such that

y”b(b:ab =0. (44>

Indeed, the corresponding energy-momentum tensor reads
1 .
Tap =Py =5 gap® P (45)

implying the trace T = —1® @, so that the Einstein
equations R, = 2Ag,, + 87(T 45 — Tg,s) become

Ruyp =20 gup + 87D, D . (46)
With the identification
K
@, =\/o Fa (47)

this system of equations is clearly equivalent to (39). The
dual Maxwell field 1-form is thus

F = ,lg—ﬂd(b.
Ko

V. ALL KUNDT SOLUTIONS

(48)

In this section, we explicitly perform a step-by-step
integration of the field equations in the nonexpanding case
© = 0, which defines the Kundt family of spacetimes.
Recall a consequence of (8) and (9), namely that the
function G is now r independent. It can be renamed as
G(u,x) = P(u, x). Also, the one-dimensional spatial met-
ric gy, = G2 must be r independent, that is

Jxx = P_z(uvx>~ (49)
Of course, g = P2. Now, we will employ the Einstein
field equations (38), which for the Kundt spacetimes take
the form

Rap = 2AGap + KgP?F o F ). (50)

A. Integration of R,, =k, P*F?
In view of Eq. (A24), R,, = 0 for ® = 0. Therefore, this
Einstein equation immediately requires F, = 0, that is
(51)

It means that, inevitably, any electromagnetic field in the
2 + 1 Kundt spacetimes must be aligned with k = ,.. Such
fields are fully described by the functions

F, =0.

F, =0, F,=P2F,.  F,=guFu—Fu (52)
There are only two possible components of the electro-

magnetic field, namely F,, and F ..
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In fact, this result is analogous to the situation in standard
3 + 1 general relativity, for which it is well known that (due
to the Mariot-Robinson theorem) any Einstein-Maxwell
field (including a cosmological constant A) in the Kundt
class of geometries must be aligned; see the introductions
to Chapter 31 of [10] and Chapter 18 of [11].

B. Integration of R, =x(P*F,F,

The Ricci tensor component (A25) for ® = 0 reduces to
R, = —% Gux.rr Since F, = 0, we obtain a general solution
of this Einstein equation:

Gux = e(u.x) + fu. x)r, (53)
where e and f are arbitrary functions of « and x. In view of
Eqgs. (4) and (49), the corresponding contravariant compo-
nent of the Kundt metric is

g% = P*e(u,x) + f(u,x)r]. (54)

C. Integration of R,, = —2A +x,P?F,F,

Using Eqgs. (49) and (53), the Ricci tensor component
(A26) is R, = _%guwrr +%P2(fo +f2>! where
P/\
f\\xzf..t+?f©Pf\\xE(Pf>,x' (55)
Actually, the symbol | denotes the covariant derivative (of
a 1-form f) related to the spatial metric g,, on the one-
dimensional “transverse” subspace with constant u and r,
namely f), = f . —"T%.f, where T, =1g%g,, is the
corresponding Christoffel symbol (see the Appendix).
Although this notation seems to be superficial here, we
employ it in order to see the relation to our previous studies
[20-22] of Kundt and Robinson-Trautman spacetimes in
any higher dimension D > 4 where this geometric notation
plays a key role.
Because F, = 0, the corresponding Einstein equation
thus simplifies, and can be integrated to

Guw = a(, x) + b(u, x)r + c(u, x)r?, (56)

where a(u,x) and b(u, x) are arbitrary functions, while

c(u,x)E2A+%P2(fo+fz)~ (57)

D. Integration of the Maxwell equations
The crucial r dependence of all metric functions for the
2 + 1 Kundt spacetimes is thus determined. In general, g,
is quadratic, g,, is linear, and g,, = P~%(u, x) is indepen-
dent of . Now, applying the Maxwell equations (40), (41)

with /=g = P!, we will determine the r dependence of
the electromagnetic field.

In the present setting, there are only four independent
Maxwell equations, namely three components of
(\/=gF®), =0 and just one component of Flape = 0.
Because (13) with (52) implies
Fr“ = _F Frx = Pz(gldv\’FfH

_Fux)~ =0,

(58)

rus

these four equations for the electromagnetic field have the
form

Fuv =0, (59)

(0P~ Fur) =0, (60)
Fy,

(Plantu=Fuo= (5) - o)

Fuxr + Frux =0 (62)

These equations can be completely solved for the two
nontrivial components F,, and F . Starting with (59), we
immediately obtain that
Fry = Q(u.x). (63)

where Q(u, x) is an arbitrary function independent of r. By
employing (62), we thus get

Fup==0,r—&(u,x),
where &(u, x) is another arbitrary function. Equation (60)
gives the constraint

(64)

Q=10 (65)
and (61) reduces to the equation
(e +e). = (2) . (66)

To summarize, by integrating all the Maxwell equations
we obtained explicit components of the (necessarily
aligned) electromagnetic field in any 2 + 1 Kundt space-
time,

Fo=0,  F,=0.  F,=f0r-¢ (67)

where the functions Q(u,x) and £(u, x) are constrained by
Eqgs. (65), (66). Consequently,
F,=0, F,=P72Q,

F,=eQ+¢& (68)
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and, due to (26)—(28),

o =0, ¢ =0,

When ¢ =0 Q =0, the field is null, and then
¢, = PE. When ¢ =0 & eQ = ¢, it is non-null, and
then ¢, = Q.

Now, we can integrate the remaining three Einstein
equations, which impose the unique relation between the
gravitational and electromagnetic field components.

$r=P(eQ +&). (69)

E. Integration of R, =2Ag,, + Kk P*F2
For ® = 0, using Eqgs. (A36) and (53), the Ricci tensor
component (A27) reduces to Ry, = —f . = —(f|« + %fz).
The field equation R, = 2Ag,, + kP> (P72Q)* = (2A +
ko0%)P~? implies

K0Q2:—|:2A+P2<fu)+%f2>:|. (70)

The electromagnetic field component F,, = ¢; = Q(u, x)
is thus explicitly determined by the cosmological constant
A and by the metric functions P, f [provided the right-hand
side of (70) is non-negative]. It is now convenient to
introduce a rescaled form of f entering the metric function
Jux = € + fr [see (53)], namely

F =P f2. (71)
Then the field equation (70) can be rewritten as
1
PYfl+ 1) = 3 F —2A — k0. (72)

We can thus simplify the metric function g,,, namely its
coefficient ¢ in (56) given by (57), to

1

c(u,x) :A+7F—K70Q2.

V) 73)

At this stage, the most general Kundt solution in D =3

F. Integration of R, =2Ag,, +koP*F,F,
Equation (A28) with ® = 0 for the metric (74) gives
Rue =3 u=bo=eP(fle+f2) = f(InP),] =3 [(F~
200%) , + 2fPX(f + f*)]r. Applying (72) and (68),
(53), the corresponding field equation R,, = 2Ag,, +
k00(eO + &) = 2Ae + ko(eQ* + Q&) + 2Afr splits into

two conditions, resulting from the coefficients for the
1

powers ! and r°, namely
F . —2k0(0%), + (F —4A = 2k00°)f = —8Af, (76)
Fu=ba= (37 =200 )e=stup),
= 4Ae + 2ko(eQ? + Q8). (77)

Using the field equation (75), Eq. (76) simplifies to
(Q?), = —2Q%f which is identically satisfied due to
(65). Only the constraint (77) thus remains, which can
be put into the form

b= fu= f0P), =3 (F+4A+ 260%)e - 26,0
79)

that is

b,=P <£> + Pe(Pf) , — 20 Q¢. (79)

This is an explicit expression determining the metric
Sunction b(u, x).

G. Integration of R,, =2Ag,, +koP*F2
For ® = 0 and the Kundt metric (74), using the relation
e =e,+ eP /P and similar for Sl Calor Foufles @
b and c|,, (see the Appendix), the last Ricci tensor
component (A29) reads

takes the form R, =A+Br+Cr, (80)
A2 where
ds? = 3 +2(e + fr)dudx — 2dudr
b (s im0V 2lae, g4y A=a(e—gF) 4P| tantga.(f-tx
Hlatbra (A F=20% )2 du?, (74) 2 PR P
1 P, P,
an&ij the Einstein-Maxwell field equation (72) using (55) _ib e_x+?e + P
reads
P\, Pui_ P
1 . +<f,u_bx_ce>e+ (e.ux +?AE,LI> +P57M3_2Pi'4}q
P(P =—|2A+ZF .
(er).=-(2n43F4m0?). 09 s
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11
——F—_P(P
c =5 F =3 P(Pf).;

seofetrlpon) (-1,
+(ramg00) (r+5)

—c<e<x+%e+%> —Ze(c.erfc)], (82)
C:C(C_F)_PZ {%Ck’u +%Lx(3](+%>
3 Pac . 1 ;
+c(fx+7f +§j2)]. (83)

Due to (56), (68), the corresponding field equation is
Ry = 2A(a + br + cr?) + kgP?(eQ + £)%, which splits
into the following three constraints:

A =2Aa +kgP?*(eQ + &), (84)
B =2Ab, (85)
C =2Ac. (86)

From (73), (75), (65) we easily derive interesting
identities for spatial derivatives of c,

o= (2= fa)e.

c,=—fc, (87)

By using (87), the expression (83) reduces to C =
c[e —3F -1 P(Pf)_]. and substituting from (73), (75) we
obtain C = 2Ac. Equation (86) is thus identically satisfied.

Surprisingly, Eq. (85) is also identically satisfied.
Applying (75), the first term in (82) yields 2Ab, while
the complicated combination of various terms in the square
brackets vanishes by using the relations (87), (78), (73) and
the field equations (65), (66). Therefore, B = 2Ab, which
is Eq. (85).

We are thus left with only one equation, namely (84).
Using (70), (73), (75), and (78), it can be simplified to

an-an(r=5) a(ro )

—be +lre s D) 1o, + I
- €x P € P3 € ux P €u

P, P P
- PeX(Pf)  + 2ef7 + 2( Sl 2?) — 2K2.

(88)

This equation determines the last metric function a(u, x).

Alternatively, it can be understood as an explicit expres-
sion for the &(u,x) component of the Maxwell field, in
terms of the metric functions P, e, f, a, b. Such an equation
can be expressed in a covariant form as

P
208 = —aye + (fa), — b(‘?ux + Pf;“) +2(e.)|x

PAuu

PL
p3 4

%)

where @ = a ., + %ux and y, = +wP /P, fory
representing a ,, f, e, and e ,.

-2

P
— PzeszX + Zef?“ + 2<

H. Summary of the Kundt solutions

‘We have thus solved all the Einstein-Maxwell equations
with a cosmological constant A in 2+ 1 gravity for the
complete Kundt family of nonexpanding spacetimes. The
generic gravitational field of this type is

Gor = P2 (u, ),

Gux = e(u, x) + f(u,x)r
Guw = a(u, x) + b(u, x)r + c(u, x)r, (90)
where
At lp Mg (1)
c= 1 5 2%
with
F=p, (92)

cf. (73), (71),while the electromagnetic field (67) reads

Fp =0,
Fr=Q(u.x)
Foo= f(u.x)Q(u, x)r — &(u, x). (93)
Written explicitly in a compact form,
dxz
ds? = e +2(e + fr)dudx — 2dudr
1
+(a+m+(A+ZF—%Qﬁ#)m{ (94)
and
F = Qdr A du+ (fQr — &)du A dx, (95)
corresponding to the potential
A=A, dr+A.dx, (96)

where, considering (65),

064004-8

74



ALL SOLUTIONS OF EINSTEIN-MAXWELL EQUATIONS WITH ...

PHYS. REV. D 105, 064004 (2022)

A,E—/Qdu, AXEr/deu—/édu. (97)

It is now important to recall the Maxwell scalars given
by (69),

¢o=0.
¢1=0.
¢y = P(eQ +¢). (98)

We have thus proved that all electromagnetic fields in the

Kundt spacetimes in 2 + 1 gravity are necessarily aligned

(¢po = 0). Moreover, they split into two distinct subclasses:

(i) The case ¢ =0« Q =0: The field is null, in

which case ¢, = P¢ and F,, = —¢, so that

F = —&du A dx. (99)

(ii) The case ¢, = 0 © & = —eQ: The field is non-null
with only ¢; = Q, corresponding to

F = Qdr A du+ Qe+ fr)du Adx.  (100)

Notice also that, applying the Lorentz null rotation (32)
with fixed k and the uniquely chosen parameter L =
eP in (33), the scalars (98) transform to

V2
=0,
# =0
¢ = PE. (101)

Therefore, with respect to the triad with m’ = m+
V2Lk = P(9, + frd,), the condition for the Maxwell
field being non-null is ¢, =0 & £ =0.

The two electromagnetic components Q, & and the five
metric functions P, e, f, a, b describing the gravitational
field are mutually constrained by the following Einstein-
Maxwell field equations:

P,

P<X PJ4 PJ
=-b etJr?eJrF +2 e.,,er?e.u
P P, P?
- Pe*(Pf) .+ Zef?“+2< P‘;“ - ZP—:> — 2%

(106)

see Eqgs. (65), (66), (75), (79), and (88).

Interestingly, the form of the electromagnetic field (95)
and also the same field equations (102)—(106) can formally
be obtained by setting D = 3 in the corresponding equa-
tions for higher-dimensional Kundt spacetimes with an
aligned Maxwell field [12].

Let us now separately discuss two geometrically distinct
subclasses, namely f =0 and f # 0.

1. The subclass f=0

From (92) it follows that f=0< F =0, so that
Eqgs. (102)—(106) considerably simplify to

0.=o0. (107)

(oresre, = () . (108)

K00 = —2A, (109)

b, = —2ky0E. (110)
(Pas).==b((Pe).+ 35 ) +2(Pe.),

+2<%> R (111)

In this case, Q is necessarily a constant, and A < 0 because
2A = —kyQ>. (112)

Therefore, the electromagnetic component ¢; is also
independent of u and x,

0.,=-10. (102)
2
Fop=¢=0= —K*AA (113)
(QPe + PE) , = (%) . (103) 0
- Keeping both the functions P(u, x) and &(u, x) arbitrary,
Eq. (108) determines the metric function e(u, x). Moreover,
1 5 the function b(u,x) is directly determined by the spatial
P(Pf) = =(2A+3F + k0 ). (104)  integral of ¢ via (110). Finally, integrating (111) we
obtain a(u, x).
. Thus, we have obtained a complete and explicit family of
b, = p(i) + Pe(Pf) , — 2Ky Q% (105)  such electrovacuum Kundt spacetimes in 2 41 gravity,
' L : namely
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dx

2
ds? = o + 2edudx — 2dudr + (a + br + 2Ar%)du?,

(114)
and

F = Qdr A du — &du A dx. (115)

It admits four physically distinct subcases:

(i) The case Q =0 = ¢&: The electromagnetic field F
vanishes, and necessarily A = 0. The metric is

dx?
ds?= Tt 2edudx —2dudr+ (a+br)du?, (116)

where b(u) is independent of x. It is a vacuum
solution without a cosmological constant, and thus
in 2 + 1 gravity it must be flat Minkowski space. We
derived this metric in our previous work [1]; see
Eq. (82) with 7 = 0 = A therein.

The case Q = 0: Again, A = 0 and b = b(u), so that
the metric has the form (116), but there is now a
radiative (null) electromagnetic field

(i)
F = —&du A dx. (117)

The amplitude &(u,x) must satisfy the field equa-
tion (108), which is (P¢) , = 0. Therefore,

(118)

where y(u) is an arbitrary profile function of the
retarded time u. Finally, a(u, x) is then obtained by
integrating the remaining field equation (111).
The case & = 0: The electromagnetic field is non-
null, and has the form

(iii)

F = Qdr A du, (119)
where Q is a constant uniquely determined by
negative cosmological constant A via (113). The
electromagnetic field is thus uniform, and positive
(or zero) A is not allowed.

The metric is of the form (114). The field
equation (110) implies that b = b(u), while the
remaining (108) and (111) reduce to

S(u)

—2e,—2(Pe), +
a,X_ eJl P e,u P

(122)

where 5(u) is any function of u. After prescribing an
arbitrary metric function P(u, x), we obtain e(u, x) by
integrating (120), and a(u, x) by integrating (122).
The general case Q # 0, & # 0: In the generic case
with both the non-null component of the electro-
magnetic field Q = const and its null component
E(u,x), we obtain the superposition (115). The
metric reads (114), with a cosmological constant
A <0 [notice that A =0 implies Q =0 due to
(112), while A > 0 is forbidden]. The metric func-
tions a and b are determined by the differential
equations (110) and (111), respectively, and there is
also the constraint (108) determining e.

This family of Kundt spacetimes in 2 + 1 gravity
can be interpreted as mutually coupled exact gravi-
tational and electromagnetic waves [characterized
by the functions a(u,x) and &(u,x), respectively]
which propagate on the background with A < 0 and
uniform Maxwell field (characterized by the constant
Q). The simplest such background is

(iv)

ds? = dx? — 2dudr + 2Ar%du®, (123)
which is the 2 + 1 analog of the exceptional electro-
vacuum type D metric with A < 0 found by Ple-
banski and Hacyan [23]; see also Eq. (7.20) in [11].
Indeed, introducingf = 1/(2Au) and V=2(u+1/
(Ar)), the metric (123) takes the form ds* = dx? —
2dUdV/(1 — AUV)? which is clearly the direct-
product E' x AdS, spacetime.

2. The subclass f # 0

Recalling F = P2f?, cf. (92), in this case F # 0. The
Kundt metric takes the general form (94), the aligned
electromagnetic field is (95), and the corresponding
Einstein-Maxwell field equations are (102)—(106).

By inspecting this system, it is seen that the first three
differential equations (102), (103), (104) relate the metric
functions P, e, f and the electromagnetic field components
Q, &. Subsequently, the remaining two equations (105) and
(106) can be used to evaluate the metric functions b and a,
respectively.

Starting with (102), we immediately observe that there
are two distinct subcases:

(i) The case Q = 0: The electromagnetic field is null

(with ¢y =0, ¢ = PE),

Pe) = ——, 120
(Pe)x==% (120) F = —&du A dx. (124)
(Pay), =2(Pe,) , —2(Pe) .. (121 The field equation (102) is identically satisfied,
. q y
putting no restriction on the function f, while
The latter can be immediately integrated to (103), (104) reduce to
064004-10
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(i)

P¢ = y(u), (125)

P(Pf),=— <2A +%(Pf)2>. (126)

The first equation determines &, giving the same
expression as (118), i.e., &(u, x) = P~'y(u), while
the second equation can be integrated for the
variable (Pf) in terms of the integral of P!,
yielding

f(u,x) ==2VAP " tan [\/K/P"dx] for A >0,

(127)

and the expression for A < 0 is analogous, replacing
tan by tanh.

In the final step, the metric functions b and a are

obtained by integrating the field equations (105) and
(106), respectively.
The case Q # 0: In this generic case, the field
equation (102) explicitly determines the metric
function f in terms of the electromagnetic field
component Q, which occurs in

F=0dr Adu+ (fQr—¢&)du ndx,  (128)
as
f(u,x) ==(InQ) . (129)

However, there is a further constraint given the field
equation (104),

P(Pf), = —(2/\ + % (Pf)* + Kon). (130)

Notice that it can also be rewritten as

F = —f(F+4A + 2, 0%), (131)
or, equivalently,
1
k0> = =52 [F + (F+4A)f].  (132)

2f

It remains to be investigated what are the constraints
resulting from the simultaneous solution of
Egs. (129) and (132).

VI. ALL ALIGNED ROBINSON-TRAUTMAN
SOLUTIONS

After completing the derivation and preliminary descrip-
tion of the nonexpanding Kundt class, we will now
concentrate on systematic integration of the field equations
in the expanding case © # 0, which defines the Robinson-
Trautman family of spacetimes.

Recall that the field equations (38) take the form

Rap = 2AGap + koG F o F, (133)
where F, are defined by (14)—(16). In this section we
assume that the electromagnetic field is aligned with k =
0, [see (31)], that is

F,.=0sF, =0.

,

rx (134)
This considerably simplifies the field equations (133)
whenever at least one of the index a, b is r.

A. Integration of R, =0
From Eq. (A24) we immediately get the constraint

0,+062=0, (135)
which determines the r dependence of the expansion scalar
©®. Its general solution can be written as ©7! =
r+ ro(u, x). Because the metric (3) is invariant under
the gauge transformation r — r — ro(u, x), without loss
of generality we can set the integration function ry(u, x) to
zero. The expansion thus simplifies to

0=-. 136
; (136)
Integrating now the key relation (9) we obtain
P(u,
G(r.u.x) = (wx) (137)

where P(u, x) is any function independent of r. Using (8),
we immediately get the generic spatial metric function
gy = G2 in the form

(138)

Of course, by inversion g™ = P?r~2,

B. Integration of R, =0

Using Eqgs. (A25) and (135), which implies Eq. (136),
the Ricci tensor component R, becomes
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1
Rye = =5 (Guvrr = Guxrr™)-

(139)
The corresponding field equation R,, =0 can be inte-
grated, yielding a general solution

Gux = e(u.X)P + flu, ), (140)
where e and f are arbitrary functions of « and x. In view of
Eqgs. (5) and (138), the contravariant component of the
Robinson-Trautman metric is

g~ = P*e(u,x) + f(u,x)r 2. (141)

C. Integration of the Maxwell equations

Now, applying the Maxwell equations (40), (41) with
V=a= G~! = r/P, we will determine the electromagnetic
field. There are only four independent Maxwell equations,
namely three components of (,/=gF) , = 0 and just one
component of F,;, = 0. Because (13) with (134) implies

Fri = _F F =0,

rus

P?
™ = (9unFru = Fu).
(142)

these four equations for the electromagnetic field take the
form

(rFr), =0, (143)

(7 G = Fo)) = (144
Fr.

(%) = PouFu=Fu (49

Fuxr + Frux=0. (146)

They can be solved for the nontrivial components F,, and
F,.. From (143) we get

O(u, x)

- B

F,

(147)

where Q(u,x) is an arbitrary function of u and x. By
employing (146), we thus obtain
Fup= =0 In|r| = &(u.x). (148)
where &(u, x) is another arbitrary function. Equation (144)
with (140) then reduces to
) o,

(fQ

Inlr| ¢
7+Q,x 4 -

— 149
r +r (149)

which gives the following three independent constraints:

0.=0, (=0,

so that £ =0 and Q = Q(u) is independent of x.

We thus conclude that the components of a generic
aligned electromagnetic field in any 2+ 1 Robinson-
Trautman spacetime can be written as

(150)

Fa=0, F,= Q(r”), Fu=0. (151
with the constraint
fQ =0, (152)
and the Maxwell equation (145) which reduces to
(&) -oter.. (153)
Consequently,
F,=0, F,=P7?Qr, F,=eQr, (154
and, due to (26)—(28),
$o =0, b= %, ¢, =ePQ.  (155)

When ¢, =0 < Q = 0 then ¢, = 0. Therefore, there are
no null electromagnetic fields of this type. When
¢y =0 eQ =0, it is non-null, and then ¢, = Q(u)/r.
Notice also, that due to (152), either we have a vacuum
solution (Q =0) or a non-null electromagnetic field
characterized by Q(u) in the Robinson-Trautman space-
time without the nondiagonal metric term (g,, = 0).

Now, we will integrate the remaining Einstein’s equa-
tions which couple the gravitational and electromagnetic
fields. In view of (152), there are two cases to consider,
namely Q =0 and f = 0.

(i) The case Q = 0: The electromagnetic field com-
pletely vanishes, so that the spacetimes are vacuum
(with any cosmological constant A). All such
Robinson-Trautman solutions in 2 + 1 gravity were
found and described in our previous work [I].
Interestingly, for these vacuum spacetimes the func-
tion f remains nonvanishing (which is not true
in D >4).

The case f = 0: In this case, the metric component
Gux Teduces to

(i)

Jux = e1* & g = Pe. (156)

This simplifies the generic Ricci tensor components
in the Appendix, which will now apply.
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D. Integration of R, = —2A

Using (156), (136), and (138), the Ricci tensor compo-
nent (A26) becomes

1
Ry =-3

5 (157)

1
(rGuur) 7" + Ecr" +2P%e2,
where
> 1
c=2P e~ Eh‘”'“ s e=e,+eP,/P,  (158)

from which we obtain useful identities

1
2

Pej=(Pe),.  ePle =_(Pe?),. (159)

and thus

¢ =2[P(Pe),+ (InP),]. (160)
With Eq. (157), the Einstein equation R,, = —2A can now
be easily integrated to give

Guu = —a—bn|r| +cr+ (A + P?e?)r?, (161)
where a(u,x) and b(u,x) are arbitrary functions. The r

dependence of all metric components is thus fully
established.

2
ds? = r—cbc2 + 2er?dudx — 2dudr +

E. Integration of R, =2Ag,, +Kk¢G*F?2

Using Egs. (135)-(138) and (156), the general Ricci
tensor component (A27) becomes

R

o cP2r —2e*r? + P72rg, - (162)
Substituting now the expression (161), we obtain
R, = 2Ag,, — b/ P?. The corresponding Einstein equation
with (154) reads R, = 2Ag,, + ko 0%/ P2. It is satisfied if,
and only if,

b(u) = —xy Q. (163)

F. Integration of R, =2Ag,, +k¢G*F,F,

Using Egs. (136), (138), (156), and (161) with (163), the
Ricci tensor component R, given by Eq. (A28) reads

1
Ry =2y +K0eQ? = 5a~' (164

The field equation with (154) is R,, = 2Ag,, + koeQ?, so
that we obtain just one simple constraint:

a,=0%a=alu). (165)
The function a can depend only on the coordinate u, and

the most general Robinson-Trautman aligned electrovac-
uum solution thus takes the form

7 <—a(u) + Ko Q% (u) In || +2[P(Pe) + (InP) Jr+ (A+P262)r2>du2. (166)
G. Integration of R,, =2Ag,, +Kk¢G*F?2
The Ricci tensor component R, for the metric (166), given generally by Eq. (A29), becomes
1 1 11 Inr
R, =2Ag,, +A+ 3 [a.“ - (a - §b>c - AC] - + 3 b, —bc] - (167)
where
1 1 1 1 P, P
A = —P%*%b + I 2+ EPzec‘x —3Cu= EA(PZEZ) + P(Pe,), — ZP—'Z" + % . (168)
¢ is given by Eq. (160), and
Ac = ey = P(Pc,)., (169)
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is the covariant Laplace operator on the one-dimensional
transverse Riemannian space spanned by x, applied on the
function ¢. Remarkably, after substitution from (160) and
evaluation, the expression for A enormously simplifies to

A = —P2%%b. (170)
Moreover, using the Maxwell equation (153) which can be
rewritten as

Qu= (171)

1
=3 cQ,
and the relation (163), that is b = —k,Q?, we easily prove
that b, = bc. The last term in (167) thus always vanishes.
To summarize, the last Ricci tensor component takes the
form

1 1 1
Ry =2Ag,, +K0e*P*Q*+= la,— | a—=b |c—Ac|-.
2 2 r
(172)
Using (154), the corresponding field equation reads
Ry = 2AGy + Kge*P?Q?, so that we obtain only one

additional condition determined by the term proportional
to r~!, namely

a, = (a-&-%Qz)C-&-Ac‘ (173)
Let us observe that Eq. (171) implies
c(u) =2(InQ),,. (174)

i.e., the function ¢ must necessarily be independent of the
spatial coordinate x. Due to (169), Ac = 0, and the field
equation (173) reduces to

a, = (a+%Q2>c. (175)
Its general solution with (174) is
au) = Q*(xyIn| Q| - ). (176)

where y is any constant. The metric function a(u) is thus
directly related to the electromagnetic field Q(u).

H. Summary of the aligned
Robinson-Trautman solutions

‘We have solved all the Einstein-Maxwell equations with
a cosmological constant A and aligned electromagnetic
field in 2 + 1 gravity for the Robinson-Trautman family of
expanding spacetimes. In the canonical coordinates, the
generic gravitational field of this type is

Gex = P72 (u, %),

= el 0P,
Gur = —1,
=100 = 5@ & 4 200 0) (A + PP,

(177)

where y is a constant, Q(u) is any function of u, and the
metric functions P, e satisfy the field equation (153), that is

(

The corresponding aligned electromagnetic field reads

Y

- (178)

)M=Q@mf

F,..=0,
-0
r
Fu =0, (179)

see (151); i.e., it has only one component F,,.
Written explicitly in the usual compact form, the
solution is

2
ds? = % (dx + eP2du)? — 2dudr

+ <MQ2 —KQ*In

%‘ +2(InQ),r+ Ar2>du2,

(180)
with
Y . @
F==dr Adu equivalentto “F = Fdx + ePQdu,
r
(181)
corresponding to the potential
r
A = Qln—du, (182)
ro
and the Maxwell scalars (155)
¢o =0,
Q
==,
r
¢, = ePQ. (183)

It follows that there are no aligned (purely) null electro-
magnetic fields in the Robinson-Trautman spacetimes in
2+ 1 gravity because ¢p; = 0 implies ¢, = 0. Moreover,
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¢, =0 eQ =0. Either we have a vacuum solution
(Q = 0) or a non-null electromagnetic field characterized
by Q(u) in the Robinson-Trautman spacetime without the
nondiagonal metric term g, (e = 0).

The simplest e # 0 solution of the field equation (178),
which can be rewritten as

(InP), + P(eP), = (InQ),, (184)

P=1, e=x(InQ), +alu), (185)

where a(u) is an arbitrary function of u, yielding the metric
2
ds? =r? (dx + (a+ x(In Q).“)du> —2dudr

+ (ﬂQZ - k0% In

% +2(InQ),r+ Ar2>du2.
(186)

Another interesting subclass of the Robinson—Trautman
spacetimes (180) with aligned Maxwell field (181) arises
when both sides of the field equation (178) vanish,
(Q/P), =0« (eP),=0. Then the metric functions P
and e are both factorized in the coordinates u and x as

alu)
O(u)p(x)’

where a(u), f(x) are arbitrary functions of the respective
coordinates. Consequently, eP = a(u). [For f=1 we
obtain simply P(u) = Q(u).] In such a case, the metric
(180) takes the form

P=Q@upx), e= (187)

2
ds? " (d;r + aQdu

o \p
+ (HQZ - KkoQ%In

2
) —2dudr

% +2(InQ) ,r+ Arz)duz,

(188)
and the Maxwell scalars are

¢ = %» ¢y = aQ.
With respect to the natural triad (6), there are thus two
components of the admitted Maxwell field, namely non-
null component ¢, and the electromagnetic radiation ¢,
(¢p, # O requires a # 0). However, let us remark that, due to
the freedom in the choice of the local null triad, under
which the Maxwell scalars transform as (33), at a given
point there exists a special triad in which ¢} = 0.

There is a special case Q = const, for which the metric
(188) simplifies to

2
ds? =12 <d(/) + a(u)du) — 2dudr

+ <m -k, 0%In

%‘ + Ar2> du?,  (189)

where the rescaled constant reads m = Q%u, and the new
coordinate is

1 [ dx

=3/ 70" (190)

4

For a(u) =0 (that is, without the electromagnetic
radiation component), and for compact coordinate ¢, this
family of spacetimes represents charged black holes with
any value of the cosmological constant A. Indeed, by
introducing the time coordinate ¢ via the transformation

du = dr + (m —x,0%In

-1
g‘ +Ar2) dr, (191)
-

we obtain the metric

ds? = - (—m + Ko Q%In g‘ - /\rz) dr?
r
dr? 2y s
S+ r2de?,  (192)

+—
—m + & Q% In| 2| - Ar

with the electromagnetic field
Q . r
F==drdr correspondingto A =QIn—dr. (193)
r o

This is the standard form of cyclic symmetric, electrostatic
solution with A in polar “Schwarzschild” coordinates found
by Peldan in 1993 [24], see Eq. (11.56) in [6], which
extended previous solutions by Gott, Simon and Alpert
[25,26], Deser and Mazur [27], and Melvin [28] to any
cosmological constant; see also Garcia [29]. A thorough
review and discussion of this class of solutions is contained
in [30] and also Sec. 11.2 of [6].

For a(u) # 0 the spacetime (189) in general contains
additional electromagnetic radiation component ¢, # 0. It
remains to be analyzed in detail if such a situation can be
physically interpreted as a charged black hole with a
specific radiation, or if the function a(u) is just some kind
of a kinematic parameter.

Similarly, the general Robinson-Trautman solution (180)
with aligned electromagnetic field (181) needs to be
understood and explicitly related to other known solutions
summarized in Chapter 11 of [6], in particular the nonstatic
ones. This seems to be in principle possible because, e.g.,
for e # 0 the transformation (191) introduces the metric
component g,, typical for stationary spacetimes.
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VII. ALL NONALIGNED ROBINSON-TRAUTMAN
SOLUTIONS

After completing the systematic derivation of all aligned
electromagnetic fields in the family of expanding Robinson-
Trautman geometries, we now investigate the possible
nonaligned fields.

The Einstein—-Maxwell equations are (133), in which the
functions F, are defined by (14)—(16). The generic non-
aligned electromagnetic field has ¢y #0e F,  #0 &
F,#0.

A. Integration of R,, =x,G*F?
Using Eq. (A24) for the Ricci tensor component R,,, we
obtain the constraint
KoF7 = =g.(0, +©?), (194)
where ® # 0 is the optical scalar representing the expan-
sion of the privileged null congruence generated by k = 9,.

Let us recall that it is directly related to the spatial metric
function g, via the relations

gu = G2 with @:—(mc)fz_%;

(195)
see (8), (9). Therefore, the metric component g,, must
necessarily depend on the coordinate r, otherwise ® = 0.

It is possible to substitute from (195) into (194), but we
found it more convenient to keep the expansion scalar © in
(194). This equation explicitly expresses the nonaligned
Maxwell field component F,. = F, in terms of the metric
component g, (and its r derivatives via G). This relation
can be rewritten as

ko F2 = G20 <(®")», - l). (196)

Notice that (in the Robinson-Trautman family)
F..=0% 07" =r+ry(ux). This fully corresponds to
the previously studied aligned case, for which (136)
applies.

B. Integration of R, =x(G*F,F,

Using Eq. (A25) for the Ricci tensor component R, and
(194), we get the relation

(OGurs = Gusrr) = KoG*F(F + gucF,).  (197)

B =

In view of (14), (15), this is equivalent to

—_

KoF i F e = 5 (©Guxr = Gus.rr)- (198)

2

Therefore, by prescribing any metric function g,,.,
the electromagnetic field component F,, is explicitly
determined.

Notice that it admits a special solution F,, =0 <&
O,x.r = Gur..r- This occurs either when g, is independent
of the coordinate r,

Gux = B(u, x), (199)
or, using (195), when ® = (InG™"), = (Ing,,,) , which
can be completely integrated as

Gxx = A(”~ X) (!ﬂu:r)zv (200)

where A > 0 is any function independent of r.

C. Integration of R,, = —2A +x,G*F.,F,

The generic Ricci tensor component R,, is given by
(A26), so that the corresponding Einstein-Maxwell field
equation becomes

1

1 1
— X ==y 2
3 Guirr + 59" Juerr + 59" (Guxrx + (Gurr)?)

1
-0,- 56(9**9“# + 9" Guxr + Guur)

= —2A + kG*F,F,. (201)
This uniquely determines the third electromagnetic field
component (16) represented by F,. Using (14)—(16) and
then (194), (198), the last term on the right-hand side can be
expressed as

K0G*F o (GueF v = Fuux = GuuF )
= k09" FruF s = Kog™ FuxF . = Kog"™ G F 3
1
= =K0g" FucF e + 59" (OGurr = Gurr) + 9u(© 1 + ©2).
(202)

The field equation (201) thus reads
1 2
KoF o F e = ngx(guu.rr + OGuur + 2(®.r +0O )f/uu - 4A)
1

+ Gux(OGux.r = Guxorr) =5 Guxe + (Gurr)?)

2

1
+ 5090+ 9O u-

5 (203)

By prescribing any metric function g,,, the third electro-
magnetic field component F . is thus explicitly determined.

To summarize, by employing three (out of six) inde-
pendent components of the Einstein field equations, we
have now derived explicit expressions (196), (198), and
(203) which determine all three components of the
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electromagnetic field, namely F,,, F,,, and F,,, respec-
tively, in terms of the three (so far) independent metric
COMPONENtS Gory Gy AN Gyye

These three expressions are equivalent to Eqs. (194),
(197), (201) for the three dual electromagnetic functions

F,="F,/G. They can be written in a very compact form:
KF} = a, (204)

KoF Fy = f = agy. (205)

koF,F, =7, (206)

where the functions a, f, y are useful shorthand for the
combination of the three metric functions:

a=-g.(0,+6%), (207)

1
ﬂ = ngx(e)gux.r - gu,\:rr)' (208>

1
r=; {gxx (4N = Guwre) + GusGur.rr + Gurrfr + (Gurar)?

=260 4 = O(Gux + GuxGux.r + gxxf/uwr):| - (209)

Consequently,
Fo= /% Fx:(’—j—gm)ﬂ, F,="F. (210)
Ko a a

Let us recall that « is fully determined by g,,, the
function f is determined by g,, and g,,, while the third
metric component g,,, enters only 7.

D. The Maxwell equations

As the next step, we apply the four independent Maxwell
equations in the form (43) and (41), namely

=0,
(11)

(GFu) = (GFy) . and Fipp+ Frup = Frea

which restrict the possible electromagnetic field and its
coupling to the gravitational field. For explicit evaluation of
the partial derivatives with respect to a,b = {r,u,x} we
employ the expressions directly following from (195) and
(204)—(206), implying (210), namely

1

1 1 )
o (a5 0-a0 %), 19
1 1 a
—_— ——y=2]. 215
wo = o (y 77 a) (215)

Using these relations in calculating (GF,) , = (GF,) , for
ab = rx, ru, ux we obtain

G, a, _
(a+20%) =20= )+ (=) (420 =0,
(216)
2%\ _o % 29) =0 217
<a.u+ aG>— y.r+y<;+ >7 : (217)
a, G,
Ya— 7(5 - ?) = (B = agu)..
G

+(/f—agm)(;*’;— G) =0, (218)

respectively. Notice that the terms in the large brackets
depend only on g,, = G2 and their derivatives. The last
Maxwell equation (211), using the inversion of (14)—(16),

F.=F, (219)
Foy =G (Fy+ guF). (220)
Fue = 9uG* (Fy + gunF)) = Fu = guFro (221)
reads
a, a, G,
Pout D19+ P [gw = Jux (Z + 29) - (Z -2 E)]

1

4
T [ZYJ -a, (g - gw) +a,+ 2ay,m.r] =0.

(222)

The four equations (216)—(218) and (222) put restrictions
on the metric functions, encoded in G, a, f, y.

E. Remaining Einstein equations
Ry =2A8q +K0G*F F)
Finally, it is necessary to solve the remaining three
Einstein equations (38) for the components ab = xx,

13
Ga= 2 G Yuear (212) ux, uu. Using (210) we immediately derive their form:
1 1 G2
Fro= F, (E a.a>v (213) Ry =2Ag, + " (B = agu)?, (223)
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2

Ry = 2Mg, + % (B —agu)r. (224)
G
Ry = 2Agu, + ;72~ (225>
Substituting the explicit expressions for the corresponding
Ricci tensor components (A27)-(A29) reveals a rather
complicated system of partial differential equations for the
metric functions which must be solved together with (216)—
(218) and (222).

At this stage, it does not seem possible to find a general
solution of these equations. However, we have achieved a
separation of the variables representing the gravitational
and the electromagnetic field. Indeed, the system of seven
equations (216)—(218), (222), and (223)—(225) with (A27)—
(A29) involves only the three metric functions .., Guxs Guu»
encoded also in the functions G and a, f3, y defined in (195)
and (207)—(209). After their solution is found, the corre-
sponding three (dual) components of the electromagnetic
field F,, F,, F, are easily obtained by applying the
relations (210). The components F,,, F,,, F,, are then
their simple combinations (219)—(221).

F. A simple particular solution

To demonstrate the usefulness of our formulation of the
most general Einstein-Maxwell field equations and also fo
show that the class of Robinson-Trautman 2 + 1 space-
times with nonaligned electromagnetic field is not empty,
we will now derive a special solution of the above system of
equations.

Let us assume that only the nonaligned component F, of
the electromagnetic field is nontrivial, i.e.,

Fﬁ:¢%¢a Fo=0. F,—0. (226)
The field equations (204)—-(206) then imply
f—ag, =0, (227)
y=0. (228)
Further simplification is achieved by assuming
s = 0. (229)

In such a case the condition (227) f = 0 is satisfied due to
(208), while (228) gives

G
unar =40 420,104, ~252) =0, 230

The Maxwell equations (216)—(218), (222) reduce to

a G,
;‘* +2 E* =0, (231)
A ,Gu
7‘ +2 G =0, (232)
Gy + Ay + 209, =0, (233)
and the final three Einstein equations simplify as
Ry = 2Ag,. (234)
R, =0, (235)
R, =2Ag,, (236)

where

Rex = GuxGuu(©r + 07) + 26,0 s + O(GeGurr + Guvar)s
(237)

1 1
Rux = =5 Guuxr + 5 OGuuurs (238)

2 2

1 1 1
R = Eguuguu.rr + Zgugx.tuguu,r - Egugxx.uu

1 1 1
- Eg”guuHxx + Z (g”gxx.u>2 + §®(guuguuj - guu.u)-
(239)

Equations (231) and (232) can be easily integrated,
yielding
a=f(r)G = f(r)gu (240)

where f(r) is any function of the coordinate r.
Equation (233) gives the constraint

G
_Ga_y,

- (241)

f/
—+0
s (L)

in which f” is the derivative of f. It thus remains to solve
(230), (241), and (234)—(236).

Now, combining (240) with the definition (207) we
obtain

0,+6=—/(r).

which is the Ricatti-type equation for the expansion ©.
Using the substitution ® = z,/z, it can be rewritten as the
linear equation z . + f(r)z = 0. Let us consider here only
the simplest case of a constant f,

f=c (242)
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By applying (195) we obtain the explicit solution

e(r) = Ceot(Cr). (243)
~ P(u.x)
o= sin(Cr)’ (244)
_sin?(Cr)
Ixx = Pz(u,x) . (245>

(We have applied the coordinate freedom, namely a trivial
constant shift in the coordinate r, to simplify the expres-
sions.) It is now easily seen that for the particular choice

P=1, (246)
Guu = 0. (247)
A=0, (248)

all the remaining field equations (230), (241), and (234)—
(236) are satisfied because R, = 0, R,, = 0,and R, = 0.
We have thus obtained a special Robinson-Trautman
solution,

VIII. FINAL SUMMARY AND REMARKS

In this paper we systematically solved the Einstein-
Maxwell equations with A, obtaining all electrovacuum
2+ 1 spacetimes. We identified main geometrically dis-
tinct subclasses, and we explicitly derived the correspond-
ing metrics and electromagnetic fields. In particular:

(1) The metric of any such spacetime can be written in

canonical coordinates in the form (3)

ds? = G72dx? + 2g, dudx — 2dudr + g,,du’.
(254)

)

The generic electromagnetic Maxwell 2-form field
and its dual 1-form have three independent compo-
nents (11) and (21), namely

F=F,dr Adu+ F,dr Adx+ F,du A dx,

(255)
*F = G(F,dr + F,du + F,dx), (256)

where F, =F ., Fe=0uF = GuxF e Fu = GunFru—
Fux - guuFrx'

ds? = sin?(Cr)dx? — 2dudr, (249) (3) In terms of the Newman-Penrose scalars (25) of
distinct boost weights +1, 0, —1, the Maxwell field
with a nonaligned electromagnetic field: invariants F? = F,,F® and *F? = *F ,*F® are
C c . 1
F,= NG = ﬁsm(Cr), F,=0, F,=0, 51:2 = —"F? = 2popy — 3. (257)
(250) The electromagnetic field is aligned with
that i k=0, ©¢p)=0oF, =05F,=0.
atis, Such an aligned field has only two components,
C namely ¢, = GF, = G(9,,F,, — F,) and ¢ =
*F:Tdr- (251) G*F,=F,,. In the case when ¢ =0 F, =0,
VKo the electromagnetic field is non-null, characterized
. . L . just by ¢, =F,, Contrarily, when ¢; =0«
Using (219)~(221), this is equivalent to F, =0, it is null (radiative), characterized just
c by s = =GF .
F= —Ksm(Cr)dr A dx, (252) (4) Evaluating the energy-momentum tensor (34) we
VKo derived that, in terms of these quantities, the
. . Einstein-Maxwell field equations take a simple
corresponding to the potential form (38),
1
A= —\/—K_OCOS(Cr)dx- (253) Rap = 20gap + koG F Fye (258)
By rescaling the coordinates r and u the constant C can be (equivalent to Ry, =2Aga,+ko'F,"F),) and (43), (41),
set to C =1, but we prefer to keep it free because it
represents the value of the electromagnetic field and r is not (GF,), = (GFy) 4, Flapg=0.  (259)
dimensionless.
Actually, (249) is the metric 3) on page 133 of [31] for (5) Inthetriad (6) of the metric (254), all optical scalars of
g =0, which admits four Killing vectors [see also the a congruence generated by the privileged null vector
metric (4.1) in [32]]. field k = O, vanish except, possibly, expansion:
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6

7

N

=

©=-(InG),. (260)

There are thus two geometrically distinct classes of

spacetimes to be investigated:
(a) ® = 0, defining the nonexpanding Kundt class,
with the metric function
G=P(u,x), (261)
(b) ® # 0, defining the expanding Robinson-Traut-
man class, with the metric function
G=G(r,u,x). (262)
Keeping the full generality, we explicitly integrated
the coupled system of the field equations (258) and
(259) both for the Kundt and the Robinson-Traut-
man spacetimes. It turned out that, as in standard
3 4 1 general relativity, the Kundt class only admits
aligned electromagnetic fields while the Robinson-
Trautman class admits both aligned and nonaligned
electromagnetic fields. Therefore, we treated these
three distinct families of spacetimes in three separate
sections of our paper, namely Sec. V, Sec. VI, and
Sec. VII, respectively.
All Kundt spacetimes (Sec. V) with necessarily
aligned electromagnetic fields have the form

di?
ds? = 3 +2(e + fr)dudx — 2dudr
+ (a +br+ (A +%P2f2 —%Qz)rz)duz.
(263)
and
F = Qdr Adu+ (fQr— &)du A dx, (264)
corresponding to the potential
A=A, dr+A.dx, (265)

where A, = — [Qdu and A, = r [ fQdu — [ &du;
see Eqgs. (94)-(97). As summarized in Sec. V H, the
function Q(u, x) represents the non-null component,
while the function £(u, x) represents the null com-
ponent of the Maxwell field. Their relation to the
metric functions P, e, f and a, b is explicitly given
by the Einstein-Maxwell equations (102)—(106). In
Sec. VH we presented a basic description of these
solutions, separately for two geometrically distinct
subclasses f =0 and f # 0.

This large family of nonexpanding Kundt space-
times contains many interesting subclasses which
represent electrovacuum universes and also waves

®)
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on these cosmological backgrounds. The simplest of
them are gravitational and electromagnetic pp waves
with A = 0. These are defined by the condition
Kap =3Gap, =0 which requires f =0, b=0,
Q = 0. The field equations (107)—(111) then yield
the explicit metric in the Brinkmann form [33]:

d_xz
ds? = — + 2edudx — 2dudr + adu?, 266
P2

and the coupled electromagnetic wave:

Fo— 2% gy n (267)
P(u,x)
corresponding to
A =A.dx where Ax:—/ r() du.  (268)
J P(u.x)

Here y(u) is an arbitrary profile function of the
retarded time u, while the metric function a(u, x) is
obtained by integrating the only remaining field
equation (111).

All Robinson-Trautman spacetimes (Sec. VI) with
aligned electromagnetic fields [for which the metric
function G simplifies to G = P(u,x)/r] can be
written as

2
ds?= % (dx + eP?du)? - 2dudr

r

+ (qu—Konln Q‘+2(an)_“r+Ar2>duz,

(269)
with
F= Mdr A du  corresponding to
r
A = Q(u)In " dus (270)
o

see Eqgs. (180)—(182). Here 4 is a constant while the
metric functions P and e satisfy the field equa-
tion (178), that is

(9) — 0(eP).. (71)
P W :
The dual 1-form Maxwell field reads

w9

F= Fdx + ePQdu. (272)

As summarized in Sec. VIH, the function Q(u)
gives the non-null component ¢; = Q(u)/r of the
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(C)]

Maxwell field. Somewhat surprisingly, there is also
an additional null (radiative) component ¢, = ePQ
when e # 0. However, such Maxwell fields cannot
be purely null because ¢, = 0 implies ¢, = 0.

The simplest e # 0 solution of the field equa-
tion (271) is P =1, e = x(In Q) , + a(u), which
yields the metric (186).

Another interesting subclass (188) arises for fac-
torized P such that P = Q(u)f(x) and eP = a(u).
The special case @ =0 and Q = const of these
expanding Robinson-Trautman spacetimes is equiv-
alent to the solution (192), (193),

2

dr

ds? = —®(r)dP + —— 4 Pdg?,
s (r) +®(r>+r @

®(r) = =m +10% In (273)

g‘ — A2,
;

which is the family of cyclic symmetric, electrostatic
black holes with A found in [24] and discussed in
Sec. 11.2 of [6].
The complementary class of Robinson-Trautman
spacetimes with nonaligned electromagnetic fields
is presented in Sec. VII. In this more complex case, the
metric has the form (254) with a general function
G(r,u,x); cf. (262). Moreover, the electromagnetic
field now has a nontrivial component ¢y # 0 &
F,.#0 & F, #0, which considerably complicates
the solution of the Einstein-Maxwell equations.
Nevertheless, we were able to explicitly express the
generic three components of the Maxwell field
separately in terms (of the combination) of the metric
Sfunctions as

Fo=\%  F.= (E - g) F. F,=LlF,
Ko a a
(274)

where the functions a, 3, y are defined in (207)—(209).
Interestingly, a is determined only by g, f is
determined by ¢,, and g,,, while the third metric
component g, enters only y.

We also derived a fully explicit form (216)—(218),
(222) of all four Maxwell equations (259). Finally,
there are three remaining Einstein equations (223)—
(225). This system of seven equations involves only
three metric functions. After their solution is found, all
components F,, F,, F, of the corresponding electro-
magnetic field are easily obtained using (274). In this
sense, we have achieved a separation of the variables
representing the gravitational and the electromag-
netic field.

Although at present it is not possible for us to
find a general solution to these seven equations, the

formulation of the problem presented here seems to be
useful. This fact has been demonstrated in Sec. VIIF,
where we have explicitly identified a particular
solution with nonaligned electromagnetic field

ds? = sinz(Cr)d)c2 — 2dudr, (275)
with
F= Lsin(Cr)dr A dx  corresponding to
VKo ‘
1
A = ———cos(Cr)dx. (276)
VKo

This special exact Robinson-Trautman spacetime
contains electromagnetic field which has only the
nonaligned component F, = (C/,/x;)sin(Cr). It
admits four Killing vectors [31,32,34].

Of course, many questions have remained open. First of
all, it is necessary to find explicit relations to already known
solutions summarized in [6]. Some basic identifications
have already been presented here, namely:

@i

(ii)

(iif)

(iv)

Maximally symmetric backgrounds (Minkowski, de
Sitter, AdS) are contained both in the Kundt and
Robinson-Trautman class of spacetimes (263) and
(269), respectively.

There are electrovacuum backgrounds in the form of
direct-product geometries, such as the 2 + 1 analog
of the exceptional Plebanski-Hacyan metric with
A < 0 and uniform Maxwell field (123).

We identified the complete family of pp waves in flat
space, which are spacetimes admitting a covariantly
constant null vecor field. In the Brinkmann form
(266) they include the off-diagonal metric terms.
Within the Robinson-Trautman class with aligned
fields we explicitly identified the cyclic symmetric
charged black holes with any cosmological constant
and electrostatic field (273).

Our main problem now is to identify all other known
classes of solutions in 2 + 1 dimensions by using specific
invariant geometrical characterizations (such as an alge-
braic structure, symmetries, identification of rotation, and
acceleration of the sources, etc.). Subsequently, explicit
coordinate transformation must be found to relate our form
of the solutions to those derived previously.

After identification of new spacetimes, their geometrical
and physical analysis should be performed. Also, a sys-
tematic integration of the field equations for nonaligned
Maxwell fields in the Robinson-Trautman class is desir-
able. However, these tasks are left for future works.
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APPENDIX: CONNECTIONS AND CURVATURE =0, (A13)
COMPONENTS IN CANONICAL COORDINATES
The Christoffel symbols for the general nontwisting I’ _ [—g"‘guu_,. + 7" (29400 — guw)] s (A14)
spacetime (3) after applying the condition (7) are 2
ro_ 1 .
Trr =0, A = 3 [—g s + g"‘g.(x.u] . (A15)
1
U = =5 9uur + 59" Gurrs A2 ) ;
2ur T8 e 2y~ —egrg + i (Al6)
1
[ = =3 Gunr + O (A3)  where
1 G
1 T == g% gy = ——= Al7
= E {_grr!]uum = Yuuu grx<2gu,\:u - guu.x):| ’ (A4> ng — G ( )
is the Christoffel symbol with respect to the only spatial
I, = 1 {_ 9 Guer = Guus + TG u} . (A5) coordinate x, i.e., cogfficiept of the covariant derivative on
2 ’ ’ ’ the transverse one-dimensional space spanned by x.
| The nonvanishing Riemann curvature tensor components
Th = =09 gus = Gu + 5 Irca (A6) ~ are then
Ryre =—(0,+0%)g,.. AlS8
Iy, =T%, = T4 =0, (A7)  Rrere = (0,699 (A18)
1 1
1 Rowu=—= ~0g,r Al9
Tl = 3 G (A8) i = =5 Guxrr + 5 O (A19)
1 I +1 (Guer)? (A20)
Tlie = 3 Guxr (A9) rure = =5 Juwrr + 5 97 (Gur)”
I = 0gy, N — 1 o0l
' rrux 759ux.,ux+1(gu.,> 96O =3 (Gexa GuexGur)s
I3, =0, (A11) (A21)
|
R + L (g = L 10 ! 1 (A22)
v = Gulu.r T 79 Gunr)” = 7 9% Geculrr Gurae = 5 Guwx = 5 Juxlur |
R ( ) + 1 + 1 rr( )2 1 + ! rx + 1 qxx( )2
=—= g —= - —= = GuuxGuxr —= 9" g -
5 (9u) o & Guxallx = 5 Grcne + 79" Guer) =5 Gue s + 5 Guwrurr = 59" Greuuer + 79" Gre
1
=5094l9" Gur + i = 9™ 2Guxu = Gu)]- (A23)
Finally, the components of the Ricci tensor are
R, =~(0,+67). (A24)
1 1 )
R, = _igu.x.rr + EG!]MJ + (®Ar +0 )gMX’ (AZS)
! rx oo 2 ! x rx
Ru = =5 Guwrr T 59 Gucrr + 59" Gure T (Guer)?) =0 = 300" Guvu + 9™ Guxr + s (A26)

064004-22

38



ALL SOLUTIONS OF EINSTEIN-MAXWELL EQUATIONS WITH ... PHYS. REV. D 105, 064004 (2022)

Ry = =01:0" (0, + 0%) +20,,(0,, = 0 1) + 20,40+ = frx + OLGuxr + 20ursux + G (Guanr = 20" Gu.r) = 2€1]

(A27)
Lo 1 1 g 2 (] 1
Rue = =59 Guxrr = 5 Guwrs + 5 Gueru =59 | Guxrle + (9uer)* | + 97\ 5 Gurue =5 €bunr | + 9O
1 1 1
+0 [gu,xgw.r =5 (G r = Guue) = Gucw +5 9™ GuerGux + 59"‘gm] . (A28)
l rr TX l oz X l XX
Ry =~— 39" Guwrr = 9" Guawrx = E!f Caxxunr + 9" Guvru = 5 9" Gxva
. _1 Lo e L Low
I Gurae =5 G ) 5 (979" = 979 ) (Gux.r)* + 39" Gurr G + 4 (9" Gxxur)
1
+50 [—g"‘(Zgu,«.M = Guux = GuxGuur) + Guuuaer = q] , (A29)

and the Ricci scalar is

3 .
R = Guurr = 29" Gucrr = 29" Guerie = 5.9 (9ux.r)*+20 1 Guas 40 1 420Gy + O (20w r + 20" Guer + 29" Guca). - (A30)

l
The symbol | denotes the covariant derivative with respect ~ where ¢,, and f,, are convenient shorthand defined as
10 gyt

1
) e = - s A35
Guxllx = Gurx = Gux T (A31) ox = Gul = e (439
1
Gux.r|x = Guxrx — gux,rsr‘ixv (A32) S = ux.rllx T 3 (gw{.,)z. (A36)
Gusallx = Guxar = Juxa Ui (A33)  ppe expressions (A24)—(A29) of the Ricci tensor enable us
St to write explicitly the gravitational field equations for any
(guu)ﬂxx = Guuoxx = Guux Lies (A34) D = 3 Kundt or Robinson-Trautman spacetime.
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