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Introduction

Dialogue systems have evolved as one of the most significant advancements in nat-
ural language processing (NLP), offering the capacity for humans to communicate
with machines in a natural, conversational manner. Particularly, task-oriented
dialogue systems, designed to assist users in completing specific tasks, are being
integrated into various fields such as customer service, personal assistance, and
e-commerce (McTear, 2021).

Modeling dialogue is complex and typically divided into several components,
such as language understanding, state tracking, action selection, and response
generation. These components work together to ensure that the system under-
stands user input, maintains the conversation context, decides on its next action,
and generates an appropriate response. One of the main challenges of practical
dialogue systems is managing these tasks effectively, especially in resource-limited
scenarios.

Recently, architectures such as Hybrid Code Networks (Williams et al., 2017)
have demonstrated promising results in practical settings but do not leverage the
benefits of pretrained language models (Radford et al., 2018, 2019; Devlin et al.,
2019; Liu et al., 2019; Raffel et al., 2020), which have dramatically transformed the
landscape of NLP by showing impressive performance across a range of tasks. On
the other hand, utilizing pretrained language models in the end-to-end dialogue
system approaches such as Sequicity (Lei et al., 2018), MintL (Lin et al., 2020),
Soloist (Peng et al., 2021), and AuGPT (Kulhdnek et al., 2021) gives great results
but often requires vast amounts of annotated data, which can be challenging to
acquire. Moreover, these models tend to hallucinate and generate ungrounded
natural language outputs, making them unreliable for practical applications (Ji
et al., 2023).

Therefore, in practice, dialogue systems are still typically composed of indi-
vidual modules: natural language understanding (NLU), dialogue management
(DM), and natural language generation (NLG). Motivated by this, our thesis ex-
plores potential improvements in DM methods using pretrained language models.
The focus is to provide a practical approach for designing new dialogue systems
which can effectively address language understanding, state tracking, and action
selection tasks, even under limited data conditions. We propose three models
that handle NLU combined with dialogue state tracking and action selection
tasks, demonstrating the potential of using pretrained language models in dia-
logue management. All models were evaluated in limited data setting. Dialogue
state tracking model achieves a joint goal accuracy of 74%. Action selection scores
are not high but the predicted actions are usually reasonable. We also note the
limitations of the action selection model in their ability to handle complex or
multi-step user requests.

The thesis is organized as follows. In Chapter 1, we provide a theoretical
background on dialogue systems, language modeling, deep neural networks, trans-
formers, and pretrained transformer-based language models. This knowledge is
used in the subsequent chapters. Chapter 2 delves into the early development
and modern approaches of dialogue management, concentrating on dialogue state
tracking, action selection, and end-to-end dialogue systems. Chapter 3, our main



contribution, focuses on our proposed architecture for practical dialogue manage-
ment, explaining in detail how each component works. Chapter 4 describes the
experiments to evaluate our models, detailing the dataset used, the evaluation
metrics, and training specifics. In Chapter 5, we discuss the results and implica-
tions of our models. Lastly, we summarize our findings, highlight the limitations
of our approach, and suggest possible directions for future work in Chapter 6.



1. Theoretical Background

This chapter provides a theoretical foundation for understanding dialogue sys-
tems, language modeling, and deep neural networks. It begins with an introduc-
tion to dialogue systems (Section 1.1), distinguishing between chatbots and task-
oriented dialogue systems and describing their traditional architecture, before
moving to the foundation of language modeling (Section 1.2), including language
models, n-grams, and their application in text generation. The following chap-
ter dives deep into deep neural networks (Section 1.3), exploring their structure,
training methods, and different architectures.

The chapter further describes in detail the Transformer architecture (Sec-
tion 1.4) which revolutionized the field of natural language processing, concluding
with a description of pretrained Transformer-based language models (Section 1.5)
with emphasis on their pretraining methods, fine-tuning, and the influential mod-
els.

1.1 Dialogue Systems

A dialogue system is a computer program that can communicate with users in a
natural language (McTear, 2021, p. 11). Communication is usually text-based,
spoken, or multimodal. Even though other modes, such as graphics, haptics, or
gestures, can be a part of communication, especially in humans, most dialogue
systems use text or speech. Moreover, speech recognition (Yu and Deng, 2014)
and speech synthesis (Wang et al., 2017) can be used to translate speech-to-text
and text-to-speech, which allows us to work primarily with conversations in the
form of text, which will also be the focus of this thesis.

1.1.1 Chatbots and Task-oriented Dialogue Systems

Dialogue systems are usually categorized into task-oriented dialogue systems and
non-task-oriented dialogue systems. Task-oriented dialogue systems are purpose-
built to perform a specific function. In these systems, the user and the system
communicate to accomplish tasks, such as assisting with scheduling appointments,
booking flights, or making restaurant reservations (Chen et al., 2017). Conversa-
tions with these task-oriented systems are generally more structured and primar-
ily focused on obtaining the information needed to complete the task for which
the given system is made (Rudnicky et al., 1999). For instance, a task-oriented
dialogue system designed for booking flights might ask for the destination, date,
and number of passengers. These systems are well known because digital as-
sistants such as Siri, Google Home, and Alexa are examples of multi-purpose
task-oriented dialogue systems (Williams et al., 2016).

On the other hand, non-task-oriented dialogue systems (chatbots) primarily
engage in general conversation with users. Usually, their objective is to simulate
human conversation as best as possible and can lead conversations on various
topics to keep users’ attention and provide entertainment (Shawar and Atwell,
2007; Brandtzaeg and Folstad, 2017).



1.1.2 Task-oriented Dialogue Systems and Their Tradi-
tional Architecture

In task-oriented dialogue systems, the user and the system traditionally take turns
interacting with each other (McTear, 2021, p. 44). Each turn in the conversation
is a continuous block text (or speech) called utterance. An utterance can be a
question, command, or just a statement. These turns come together to form a
dialogue driven toward a specific goal. Each utterance is produced based on all
the previous utterances from the beginning of the dialogue up to the previous
one. We call these utterances a dialogue context. To illustrate these concepts,
consider the following dialogue with a system designed to book flights:

1. The user’s initial utterance: “I'd like to book a flight to Paris” initiates the
dialogue, and also the dialogue context:

[“I’d like to book a flight to Paris”]

2. The system’s response might be: “Sure, I can help with that. When would
you like to fly”, which extends the context to include utterances from both
turns:

[“I’d like to book a flight to Paris”,
“Sure, I can help with that. When would you like to fly”]

3. The user’s next utterance: “Next Wednesday” adds one more utterance to
the dialogue context:

[“I’d like to book a flight to Paris.”,
“Sure, I can help with that. When would you like to fly?”,
“Next Wednesday.”|

4. The system uses the dialogue context to understand that the user wishes
to fly to Paris next Wednesday.

5. This back-and-forth exchange of turns continues until the user’s task is
accomplished or the dialogue is otherwise concluded.

The traditional task-oriented dialogue system can be broken down into several
modules.

Automatic Speech Recognition (ASR)

For spoken dialogue systems, the process begins with automatic speech recogni-
tion (ASR). ASR technology analyzes acoustic waves and converts these signals
into written text (Yu and Deng, 2014).

Natural Language Understanding (NLU)

The next step is natural language understanding (NLU), which is responsible
for parsing and interpreting the natural language text to determine its meaning.
NLU accomplishes this by converting the input text into a structured semantic
representation, typically in the form of dialogue act (McTear, 2021, p. 46). A
dialogue act contains only the necessary information for a dialogue system by



encapsulating an utterance’s semantic intent or purpose and its slots, which are
specific information related to the intent. Slots usually have assigned wvalues. For
example, in the dialogue act inform(food=Chinese, price=cheap), inform is the
intent, and food and price are slots with values Chinese and cheap respectively.

Dialogue Management (DM)

Another essential part of the system is dialogue management (DM), which accepts
the representation of the user utterance generated by NLU, interacts with the
external knowledge base, such as the database, and decides what to do next
(Brabra et al., 2022). Dialogue management consists of two components:

o dialogue state tracking (DST), also belief state tracking,
« action selection, also known as dialogue policy

DST keeps track of the conversation context, information, and user prefer-
ences collected during the dialogue. It achieves this by managing the so-called
dialogue state, a dynamic representation of the dialogue history containing various
elements such as slots and their associated values (extracted by the NLU), user
preferences, and past system actions. As the conversation continues, the DST
updates the dialogue state with the latest information extracted from user utter-
ances allowing the system to accurately represent the user’s needs, even across
multiple turns.

After updating the dialogue state, the next critical task is action selection.
This process chooses the system’s response to the user’s latest utterance, using
the updated dialogue state’s information. The selected actions should be the ones
that best move the dialogue towards its goal, reflecting the user’s needs and pref-
erences as represented in the dialogue state. The actions are usually structured
similarly to dialogue act, with an intent and potential slots with assigned values.
The intent signifies the system’s intended action, such as informing, requesting,
or confirming something, while the slots capture specific information relevant to
that action. For instance, if the intent is to inform, slots could represent cate-
gories of information the system aims to inform about, with values containing the
actual information. The values are typically fetched from a backend database.

Natural Language Generation (NLG)

The output of the dialogue management is then passed to the natural language
generation (NLG) module (McTear, 2021). This process transforms the system’s
actions into a natural-sounding text. Some systems might use simple templating
methods, where predefined text templates are filled with information from the
system action; others might employ advanced machine-learning techniques to
generate more diverse and natural-sounding responses.

Speech synthesis (TTS)

Finally, in spoken dialogue systems, the generated text is converted back into
speech through a process called speech synthesis (TTS). This process is especially
crucial for dialogue systems that interact with users via voice, such as virtual



assistants. The goal of speech synthesis is to generate speech that sounds as
natural and human-like as possible (Wang et al., 2017).

Example Let usconsider an example of a conversation with a system designed
to book restaurants:

1. The user’s initial utterance: “I want to find a cheap Chinese restaurant.”
initiates the dialogue.

2. If the case of a spoken dialogue system, the system’s ASR module tran-
scribes this utterance to text:

“I want to find a cheap Chinese restaurant.”

3. The system’s NLU module recognizes the intent and extracts the slots and
values, creating a dialogue act:

inform(food=Chinese, price=cheap)

4. The dialogue state tracking updates the empty dialogue state with the infor-
mation from the dialogue act. We represent the dialogue state symbolically
as an assignment of values into slots for each domain. In this case:

restaurant{food=Chinese, price=cheap}

5. In the action selection stage, the system uses its dialogue state and decides
to search through the database for a suitable restaurant. Let’s assume it
found a restaurant called Lucky Dragon that matches the user’s criteria,
creating an action

restaurant -inform(name=Lucky Dragon, food=Chinese,
price=cheap)

6. From the generated action, the system constructs a response using the NLG
module: “I found a cheap Chinese restaurant called Lucky Dragon.”

7. Finally, in the case of the spoken dialogue system, theTTS generates the
response: “I found a cheap Chinese restaurant called Lucky Dragon.”

This dialogue continues until the user’s task is accomplished or the dialogue
is otherwise concluded.

1.2 Language Modeling

To understand a language, it is not enough to understand the meanings of indi-
vidual words; we also need to understand the syntactic and semantic relationships
between the words that form a sentence. One way to model these relationships is
through language modeling, a crucial area of natural language processing (NLP)
and dialogue systems (as we will see in Chapter 2) that develops probabilistic
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models to predict the next word in a sentence given the preceding words. In this
section, we will describe what language model is (Sections 1.2.1, 1.2.2, 1.2.3) and
how are they used to generate language (Section 1.2.4)

1.2.1 Language Models

A language model (LM) is a type of probabilistic model that assigns the proba-
bility to a sequence of words, or generally tokens. In language modeling, tokens
can be individual words, parts of words, or even single characters, representing
the smallest processing units in the model. Formally, given a sequence of t tokens
r14 = (21, 22,..., 1), a language model calculates the following probability:

P(x14) = Pz, @2, w). (1.1)

A goal of the language model is to assign a higher probability to correct or more
likely sequences of tokens.

1.2.2 N-grams and n-gram Language Models

An n-gram is a contiguous sequence of n tokens. In the case of language models,
n-grams play a crucial role in computing the conditional probability of a token
given the preceding tokens.

An n-gram model computes the probability of the last token in an n-gram
given the previous tokens. Formally, these models compute the conditional prob-
ability of the last token x,, in an n-gram 1., = (1, xa, . . ., x,) given the preceding
n — 1 tokens:

P(zp|r1m-1) = P(xy|Ty, ooy 201), (1.2)

where n is the order of the n-gram.

For example, in a bigram model (n = 2), the probability of a word would only
depend on the previous word, i.e., P(x,|z,_1) = P(xa|z1).

When computing a probability of the entire sequence of ¢ tokens x1.; as in
Equation 1.1, we can also use n-grams. Using the chain rule of probability, we
can decompose this probability as follows:

t

P(x1.4) = P(x1)P(xa|xy) P(xs|xye) - . . P(z¢]T1.4-1) H (Tg|T1.6-1) (1.3)

However, this computation can become computationally infeasible with increas-
ing t due to the massive number of potential token sequences. An approximation
is commonly used based on the Markov assumption stating that a token’s prob-
ability only depends on a limited number of previous tokens instead of the whole
history. This is where n-grams come into play: in an n-gram model, each condi-
tional probability of a k-th token given its preceding k —1 tokens is approximated
to only depend on the previous n — 1 tokens (where we assume that k& > n, oth-
erwise k is used), significantly reducing the computational complexity, formally:

P('rk‘|x11k—1) ~ P('Tk|xk—n+1:k—1) (14)

where n is the order of the Markov model. The approximation becomes exact
when k& = n, which connects back to our initial definition of n-gram models. The
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Markov assumption substantially reduces the computational complexity, making
n-gram models a practical and widely used approach in language modeling

We can now apply the n-gram model approximation to the computation of a
probability of the entire sequence of ¢ tokens zy,; in Equation 1.3, where we first
decompose the joint probability P(x1.,) of the sequence using the chain rule and
then applying n-gram approximation from Equation 1.4, obtaining:

t t

P(xlzt) - H Izlxlz 1 H xk|xk—n+1:k—1)- (15)

=1 k=1

1.2.3 Estimating n-grams Probabilities

To estimate the model probabilities, we can use maximum likelihood estimation
(MLE) by counting the occurrences of n-grams in a corpus. For example, the
probability P(xg|xg_1) can be estimated as the count of the bigram (xy_q,xy)
and divided by the count of the unigram x;_1:

C(l’k,h l’k)
C(l‘kfl)

where C'(zy_1, xx) is the count of the bigram (zj_1,xy), and C(x_1) is the count
of the unigram xj_.

This estimation, however, can be problematic when dealing with bigrams
(or higher n-grams) that did not occur in the training data. To overcome this
problem, several smoothing techniques, such as Laplace smoothing (Manning and
Schiitze, 1999), which assigns a small probability to unseen n-grams, or advanced
Kneser-Ney smoothing (Kneser and Ney, 1995), can be applied.

P(xp|og—) = (1.6)

1.2.4 Text Generation Using Language Models

One of the interesting applications of language models (LM) is their capability to
generate text. Given a starting token or tokens, a language model can generate
subsequent tokens most likely to follow. In the simplest case the text generation
process involves iteratively selecting the most probable next token and appending
it to the sequence, known as greedy decoding.

Consider an n-gram model. Given a starting sequence of k tokens zi, =
(21 ...,x), the model generates the next token z; that maximizes the following
conditional probability:

Tkl = Argmax P(z|x1.y) =~ arg max P(z|xg_niok)- (1.7)

Once the token xp, is selected and appended to the sequence, the updated
sequence serves as the starting sequence for generating the next token. This
process is repeated until a specific condition is met, such as reaching a predefined
length or generating special end-of-text token.

While this greedy approach is computationally efficient, it is deterministic and
can lead to repetitive and predictable text. We can improve text generation by
sampling from the probability distribution of the next token instead of taking the
most probable one.
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The quality of the generated text heavily depends on the quality of the lan-
guage model itself. For n-gram models, the quality of generated text cannot
capture long-range dependencies between words due to the Markov assumption.
As such, other types of language models based on deep neural networks, such as
recurrent neural networks (RNNs)(Section 1.3.5) or Transformers (Section 1.4),
are often used for text generation, as they can capture longer dependencies.

1.3 Deep Neural Networks

In recent years, deep neural networks (DNNs) have gained significant popularity
and have proven to be an effective method for a wide range of tasks in numer-
ous fields, from image recognition in computer vision to speech recognition and
language modeling in natural language processing (Goodfellow et al., 2016).

The rise of deep neural networks in recent years is closely tied to the ad-
vancement of computational power and the availability of large-scale datasets.
However, the concept of neural networks dates back to 1943 with the McCulloch-
Pitts neuron model (McCulloch and Pitts, 1943), the first-ever mathematical
model of a biological neuron. However, due to the limited computing resources of
their time and the need for more sufficient data, the applicability of their neuron
model was initially limited. The rebirth of neural networks started in the late
1980s and early 1990s with the introduction of the backpropagation algorithm
(Rumelhart et al., 1986). However,“deep learning” began to be associated with
neural networks only around the mid-2010s, when techniques to train deeper
networks effectively were developed.

1.3.1 Understanding Deep Neural Networks

Deep neural networks (DNNs) are essentially function approximators (Goodfel-
low et al., 2016, p. 168), which can learn to predict the corresponding outputs
given a set of inputs. They aim to approximate some unknown function f* |
which maps an input « into an output y:

y = f(z). (1.8)

Then, a DNN constructs a mapping y = f(; 0) and learns the optimal values
for the parameters 0 to approximate the function f* as best as possible. The
mapping is constructed by composing together many different inner functions f;,
with each function associated with a specific layer L; of the network. These layers
can be viewed as layers of artificial neurons, hence the name “neural network”.
Each i-th layer (or i-th function) in a DNN takes the output from the previous
layers (functions), performs some transformation on them, and passes the result
onto the following layers (functions).

This design of inputs and outputs is often represented as a directed acyclic
graph (DAG), which describes how various functions are composed to create the
full network function. Using this graph representation of the DNN, each inner
function f; (or layer of neurons L;) is represented by a graph node v;. Therefore,
a DAG is the another representation! of the same concept of a DNN.

'In the context of deep neural networks, the terms inner function, layer, and graph node can
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This specific design of a deep neural network as a directed acyclic graph offers
several advantages, most notably due to the properties that come along with the
topological ordering of the nodes in the graph, which means that all computations
on which a particular node depends are guaranteed to be completed before the
computation at the node itself is performed.

Nodes with no incoming edges are the input nodes, similarly, nodes without
any outgoing edges are the output nodes. The length of the longest path from an
input node to an output node in the DAG, which corresponds to the number of
layers in the network, gives the depth to the model, from which the term “deep
learning” arises (Goodfellow et al., 2016).

1.3.2 Building Blocks of DNNs

The main building blocks of a deep neural network’s layers are its artificial neu-
rons. Each neuron is a simple computational unit that takes several inputs,
applies a function, and produces an output.

Single Neuron

Consider a neuron in a particular layer L;. We denote the inputs to this neuron
as a row vector ! = [x1, 2o, ..., x,] and the corresponding weights as a column
vector (or matrix of shape (n x 1)) as

Wn,

Each neuron computes the linear combination (weighted sum) of its inputs,
adds a bias term b, and passes the result through an activation function ¢ to
produce its output:

y=¢ (iug@%—b) :go(mTw+b) : (1.9)

j=1

Layer of neurons

A layer in a DNN is a collection of k£ neurons that each receive the same input
x” and perform the same operation described above but with different weights.
If we represent the weights of all neurons in the layer as a matrix W of shape

(n x k) and the biases as a row vector b7 = [by, by, ..., b] then the output of the
whole layer L; is a row vector y© = [y, s, ..., yx], calculated as follows:
y' ='W +b'), (1.10)

where the activation function ¢ is applied element-wise.

often be used interchangeably because a layer in the network can be considered as a function
that transforms its input into output and a node in DAG can represent that function. Hence,
a layer of a neural network, its inner function, and its graphical representation as a node
essentially depict the same concept from different perspectives.
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Activation functions

The choice of activation function ¢ in a layer depends on the layer’s position in the
network and the problem being solved. The activation function introduces non-
linearity into the model, enabling the network to learn more complex functions.

o Commonly used activation functions for hidden layers include:

— ReLU (Rectified Linear Unit) is the most widely used activation func-
tion in hidden layers. It squashes all negative inputs to zero and leaves
positive inputs unchanged, formally:

ReLU(z) = max(0, x). (1.11)

— The tanh (hyperbolic tangent) function is another activation func-
tion used in hidden layers, especially in recurrent neural networks. It
squashes the output into the range between -1 and 1:

et —e

er + e T

tanh(x) = (1.12)
This function is similar to the sigmoid function (see below), but its
output is zero-centered.

o Activation functions for output layers are typically chosen based on the
nature of the task being solved. The common choices are:

— For regression tasks (predicting the real-valued output), typically, no
activation function is used in the output layer, meaning it is an identity
function:

ld(z) == (1.13)

— For binary classification tasks, the sigmoid function maps input val-
ues into the range between 0 and 1, providing an output that can be
interpreted as a probability:

1
sigmoid(x) = = (1.14)
e*l’

— For multi-class classification tasks, the softmaz function is used, which
generalizes the sigmoid function for multi-class problems. Given an
input vector & of K elements, the softmax function is defined as:

e’
ft ;= ——— 1.15
softmax(x); Z]K:1 s (1.15)
for7=1,..., K. The softmax function outputs a vector representing

a probability distribution over a list of K potential classes, i.e., the
sum of the vector values is 1.
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1.3.3 Training Deep Neural Networks

The goal of training a DNN f(a; 0) is to find the parameters @ that minimize a loss
function L, which measures the difference between the network’s predictions and
the true labels (Goodfellow et al., 2016). We often assume that our training data
is a set of N samples D = {(:13(1), y), o (20, y(N))} that are independently
drawn from some unknown but fixed data generating probability distribution
Pdata, Which corresponds to the unknown function f*so that y® = f*(x®).

The loss function is the expected value of the per-example loss function L
taken across the pgue. In practice, this expectation is estimated by averaging
over all training samples D:

1
E(O) = E(w,y)diam[ (a: y|0 N Z (1'16)

where L(x®,y®|0) is the loss of the i-th sample. The exact form of the
per-example loss function L depends on the task:

 For regression tasks, the mean squared error (MSE) is usually used:

L(z®,y"10) = (y — f(=";6))?, (1.17)
The overall MSE loss across the dataset is:
1N ,
£(0) = 3 > = & 0))%, (1.18)
i=1

o For binary classification, the binary cross-entropy loss:

L(z®,yD10) = —yD log(f(x?; 0)) — (1 — y@)log(1 — f(z;0)), (1.19)

The overall binary cross-entropy loss across the dataset is:
J REAR . . ,
0) = - 2y log(f(z";0)) + (1 — y)log(1 — f(=";0)), (1.20)
i=1

« Finally, for multi-class classification tasks, the categorical cross-entropy loss
is used. We denote the number of classes as K, and y,Ef) and f.(2: 0) as
the true and predicted probability of the i-th sample belonging to class k,
respectively. Then:

L(z®,y"|0) = Zyk log(fi(x'";0)). (1.21)

y® is a one-hot encoded vector where only one element is 1 (corresponding
to the probability of the true class) and the rest are 0. Therefore, the sum
over the K classes simplifies to a logarithm of the predicted probability for
the true class:

L(zY,y"10) = —log(fi-(z; 9)), (1.22)
where k* is the true class for the i-th sample. Therefore, the overall Cate-
gorical Cross-Entropy loss across the dataset is:

£(60) = 3 D loa(fe(a":0)) (1.23)
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To find the parameters @ that minimize £(0), gradient descent (Ruder, 2017),
an iterative optimization algorithm for finding the minimum of a function, is
used. To implement gradient descent, we first need to compute the gradient of
the loss function VyL£(8), i.e., the vector of its partial derivatives with respect to
the parameters 8. The update rule in gradient descent is then given by:

0« 60— aVyL(D), (1.24)

where «; is the learning rate, a hyperparameter that determines the size of our
steps. The learning rate can generally change across iterations or stay constant.

In practice, @ is a high-dimensional vector, and calculating the exact gradi-
ent VgL (0) using the whole training dataset can be computationally expensive.
Thus, we often use stochastic gradient descent (SGD) or its variant mini-batch
gradient descent, which computes the gradient and updates the parameters based
on a random subset of B examples of the training set called a batch. Moreover,
improvements upon SGD, such as Adam (Kingma and Ba, 2017), and its exten-
sion AdamW (Loshchilov and Hutter, 2017) have been proposed to adaptively
adjust the learning rate based on a historical gradient information.

We compute the gradients using the backpropagation algorithm (Rumelhart

et al., 1986). Given the batch of training examples {(m(i), y(")) }{:, we perform
a forward pass through the network to compute the outputs and the loss. We
then perform a backward pass to compute the gradients of the loss with respect
to the weights, using the chain rule of differentiation.

This iterative process of forward and backward passes continues until the loss
function stops decreasing (convergence) or after a fixed number of iterations.

1.3.4 Feed-forward and Convolutional Neural Networks

The architecture of a deep neural network plays a significant role in determining
the model’s performance. Different architectures have been designed depending
on the task and input data structure.

The most commonly used architecture in deep learning is the feed-forward
neural network (FNN) (Goodfellow et al., 2016). As the name suggests, in this
architecture, the computations are performed through the network only in a for-
ward direction: from the input layer to the output layer, passing through any
hidden layers in between without loops, following the DAG architecture discussed
so far, which can be formally represented by:

where h; is the output of the i-th layer, W; and b; are the weight matrix and
bias vector of the i-th layer, respectively, and ¢; is the activation function of the
i-th layer.

In the computer vision field, another type of neural networks architecture,
called convolutional neural networks (CNNs) (LeCun et al., 1998), have been used
extensively. CNNs are designed to learn spatial hierarchies of features from the
input images automatically. The core building block of a CNN is the convolutional
layer performing a convolution operation on the input data, which can be formally
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represented by:
hij =¢ (Z Winn * Tivmjin + b) (1.26)

where h;; is the output of the convolution operation at location (i, j), W, ,, is
the weight of the filter at location (m,n), and &4, j+, is the input at location
(1 +m,j+n). For instance, AlexNet (Krizhevsky et al., 2012) is an example of
CNN designed for image classification tasks. It has greatly influenced the design
of subsequent deep learning models for computer vision.

1.3.5 Recurrent Neural Networks

Recurent neural networks (RNNs) (Rumelhart et al., 1986; Elman, 1990) are
a class of neural networks that are especially well-suited to prediction problems
involving sequential data, such as natural language text, sound, or any time series
data.

Unlike FNNs, which are represented by a DAG, RNNs introduce cycles in
their network structure, essentially making the graph directed but cyclic. This
fundamental difference allows RNNs to maintain an internal hidden state, or
memory, enabling them to process sequences of inputs.

The computations in RNNs involve cycles, which can be formally represented
by:

h;=p(Uh; 1+ Wa, +b) (1.27)
where h; is the hidden state at time step ¢, a; is the input at time step ¢, and
U and W are the weight matrices for the hidden state and input, respectively.
From this equation, we can see that the output of an RNN at any given time
step depends not only on the input at that time step but also on the previous
hidden state, therefore, on all the previous inputs processed by the network. The
computation is visualized in Figure 1.1.

L5
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Figure 1.1: An unrolled recurrent neural network. Image source: http://colah.
github.io/posts/2015-08-Understanding-LSTMs/img/RNN-unrolled.png

However, standard RNNs suffer from a significant problem known as the van-
ishing gradient problem (Bengio et al., 1994), causing the gradients to drop to
zero, which makes it hard for them to learn and tune the model parameters during
the training process, especially when dealing with long sequences. This problem
led to the development of more sophisticated types of RNNs such as the Long
Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) and the Gated
Recurrent Unit (GRU)(Cho et al., 2014), which are designed to capture longer
dependencies in the input data. GRU is visualized in Figure 1.2.
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Figure 1.2: The Gated Recurrent Unit (GRU). It consists of multiple operations
and gates as visualized in the image and described by equations. Image
source: http://colah.github.io/posts/2015-08-Understanding-LSTMs/
img/LSTM3-var-GRU.png

1.3.6 Sequence-to-Sequence Architecture

The Sequence-to-sequence (Seq2Seq) or encoder-decoder architecture is designed
for tasks where the input and output are both sequences, and their lengths may
differ, such as machine translation, speech recognition, or text summarization. It
was first introduced by Sutskever et al. (2014) and then improved by incorporating
attention mechanisms (Bahdanau et al., 2015; Vaswani et al., 2017).

A Seq2Seq model consists of two RNNs: an encoder and a decoder. The
encoder processes the input sequence and uses its last hidden state to represent
the input as a context vector. The decoder uses this context vector to generate the
output sequence. Mathematically, given an input sequence = (@1, Ta, ..., Ty )
and an output sequence y = (y1,¥2, ..., Yn), the model learns the conditional
probability P(y|x) by using the encoder to map « into a fixed-length context
vector z and the decoder to generate y token by token from the conditional
probability P(yx|y1.k—1,2), where yj.,_1 are the previously predicted outputs.
The first output token ¥ is a special beginning-of-sequence token < bos >, which
is used to initialize decoding and to generate a second output token from P(y,| <
bos >, z). This generated token is then appended to the output sequence used to
generate another token. Tokens are generated until another special token, end-of-
sequence < eos >, is generated. This generative process is called autoregressive.

During training, Seq2Seq models usually employ a technique known as teacher
forcing. When generating k-th output token yi, we use the actual output from
the training dataset as the previously generated tokens yy.,_1 instead of using
the model’s predictions. However, at inference, the decoder cannot access the
actual output and must generate it step-by-step in an autoregressive manner.

A critical limitation of the original Seq2Seq architecture using RNNs is that
it encodes the entire input sequence into a single fixed-length context vector,
which can lead to information loss, especially for longer sequences. An attention
mechanism was introduced by Bahdanau et al. (2015) to overcome this limitation
by allowing the decoder to refer (attend) back to any part of the input sequence
when generating the output.
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1.4 Transformers

Transformer models, introduced by Vaswani et al. (2017) offer an innovative ap-
proach to sequence processing. In contrast to the recurrent and convolutional
architectures typically used for sequence processing, which rely on recurrent and
convolutional operations to process data sequentially or to capture local depen-
dencies, Transformers use different techniques. Instead, they rely entirely on at-
tention mechanisms and feed-forward networks, allowing them to directly model
dependencies between elements in the input sequence, regardless of their dis-
tance. This design enables Transformers to overcome the limitations of RNNs
and CNNs, such as the difficulty capturing long-range dependencies and the ne-
cessity for sequential computation.

1.4.1 Transformer Encoder-Decoder Structure

The Transformer model, as described by (Vaswani et al., 2017), consists of an
encoder and a decoder, each comprising multiple identical layers, as illustrated
in Figure 1.3. The encoder and decoder share a similar high-level architecture,
but their internal components differ slightly.

The encoder contains two main sub-layers: a multi-head self-attention and a
position-wise fully connected feed-forward network. The input to each encoder
layer first passes through the self-attention layer, utilizing dependencies between
the input elements. Each element in the result is then fed into a feed-forward
layer, independent of the rest. Fach of these two sub-layers has a residual con-
nection followed by layer normalization.

The decoder also contains two similar sub-layers with an additional encoder-
decoder attention layer that uses the output of the encoder. The first sub-layer
is a masked self-attention layer. This modified self-attention layer allows each
element to attend only to the previous elements and themselves, preserving the
auto-regressive property. The self-attention result is then combined with the
encoder information in the encoder-decoder attention layer. Finally, the result is
fed into a fully connected feed-forward network. Like in the encoder, each sub-
layer in the decoder is also surrounded by a residual connection followed by layer
normalization. In the following subsections, we will describe the individual parts
of the Transformer architecture in more detail.

1.4.2 Input, Output, and the Embeddings

In Transformers, the input and output are sequences of tokens. We use a pre-
defined vocabulary to represent each token by a unique integer identifier. These
integer identifiers are then mapped to continuous vectors in a high-dimensional
space from a trainable embedding matrix, resulting in the input and output em-
beddings. These embeddings capture the semantic properties of the tokens and
are learned jointly with the rest of the model during training (Mikolov et al.,
2013; Pennington et al., 2014).

Formally, given a vocabulary V' of size |V, the embeddings are represented by
a matrix E € RV*? where d is the dimension of the embedding space. The rows
of the matrix are the individual embeddings. To transform a token with identifier
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Figure 1.3: The Transformer architecture. The left part of the figure depicts the
encoder. The right part is the decoder. Image source: Figure 1 of Vaswani et al.
(2017).

td into its vector representation, we take the id-th row of the embedding matrix
E. We use the same embedding matrix for the encoder and decoder input tokens.

The output tokens of the Transformer decoder are usually produced by passing
the outputs of the last decoder layer through another fully-connected linear layer
to produce logits as vectors of the size |V|. The softmax activation function then
transforms the logits into a probability distribution over the vocabulary. The
output token is then selected from this distribution. The token with the highest
probability is taken as the output during the training phase. During the inference
phase, different strategies such as greedy decoding or nucleus sampling might be
used (Holtzman et al., 2020).

1.4.3 Positional Encoding

While the self-attention mechanism in the Transformer model allows it to consider
all tokens in the input sequence simultaneously, it does not consider the tokens’
positions. To address this, Vaswani et al. (2017) used a positional encoding
scheme to enable the model to consider the order of the tokens in the input
sequence. The positional embeddings have the same dimension d as the token
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embeddings, allowing them to be summed. For token position p and index of the
positional embedding ¢, the positional encodings are defined as follows:

PE(p, 2i) = sin (p - 10000~2/) (1.28)
PE(p,2i+ 1) = cos (p- 10000~2/) (1.29)

1.4.4 Multi-Head Attention

The multi-head attention layer allows the model to focus on different positions
in the input sequence. It applies the following mechanism in parallel multiple
times with different learned linear transformations, resulting in multiple attention
heads. Formally, given an input matrix X € R"*?¢ where each row represents
one of the n input vectors of dimension d, we first transform X into matrices of
keys K, values V', and queries @ for each head i using separate learned linear
transformations:

Qi=XW¢,
K, = XWF,
‘/; = X“/iv7

for i =1, ..., h, where VVZQ, WE and W}V are weight matrices for the i-th head
of dimensions d X dj, d X dj, and d x d,, respectively. The attention for each
head i (Scaled Dot-Product Attention), computes the query’s dot product with
all keys, divides them by 1/d, and applies a row-wise softmax function to obtain

the weights for multiplying values in V;:

-
Z; = softmax (QZKZ ) V. (1.30)
Vi

The scaling factor v/dj, is used to prevent the dot products from growing too
large, which could cause the softmax function to have very small gradients and
hamper learning (Vaswani et al., 2017). The resulting matrix Z; for each head i
has dimensions n X d,.

After computing the attention for all A heads, the results are concatenated
into a matrix with shape n x h - d, and linearly transformed into the output of

the attention layer:
Z = Concat [Z,, ..., Z,| WO, (1.31)

where WO is a learned linear transformation of dimensions h - d, x d. The
resulting output Z has the same shape n x d as the input X, enabling it to be
used in subsequent layers. Figure 1.4 visualizes the whole attention mechanism.

Variants of the Attention in the Decoder

The Transformer decoder has two variants of the multi-head attention mechanism.
One of them is the masked multi-head attention which is almost identical to the
regular multi-head attention mechanism, with one key difference: it applies a
mask to the input of the softmax function. This mask ensures that the future
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Figure 1.4: The Transformer multi-head self-attention. Image source: Figure 2
of Vaswani et al. (2017).

positions (i.e., positions to the right of the current position in the sequence) have
a value of —oo before applying the softmax. This results in zero probability for
these positions, ensuring that the attention mechanism does not consider future
tokens when predicting the next token in the sequence.

The other variant is the encoder-decoder multi-head attention. Here, the
queries come from the previous decoder layer, and the keys and values come
from the output of the encoder allowing every position in the decoder to attend
to all positions in the input sequence.

1.4.5 Feed-Forward Networks, Residual Connections, and
Layer Normalization

Following the multi-head attention sub-layer, the Transformer model also includes
a fully connected feed-forward network in each layer of the encoder and decoder.
The same feed-forward network is applied independently to each position in the
sequence.

Formally, given an input matrix Z € R"*?¢ where each row represents one of
the n input vectors of dimension d, the operation of the feed-forward network is
defined as:

FFN(Z) = ReLU(ZW' + b" )W? + b?, (1.32)

where W € R™4r pl ¢ RY, W? ¢ R% >4 and b®> € R? are the weights and
biases of two affine transformations, respectively, and d; is the dimensionality of
the intermediate layer, usually bigger than d.

To enhance training stability and enable deeper model training, Vaswani et al.
(2017) used residual connections together with layer normalization (Ba et al.,
2016) after each sub-layer. Formally, the output of each sub-layer is added to its
input and then normalized:

Y = LayerNorm(X + SubLayer(X)), (1.33)

where LayerNorm refers to layer normalization, X is the input matrix to
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the sub-layer, SubLayer represents the operation performed by the concrete sub-
layer (attention or FEN), and Y is the output matrix. Layer normalization helps
combat the problem of changing distributions in deep neural networks, known as
internal covariate shift, first described by Ioffe and Szegedy (2015).

1.5 Pretrained Language Models

After the introduction of Transformer architecture, there has been an explosion
of pretrained Transformer-based language models, such as BERT (Devlin et al.,
2019), GPT (Radford et al., 2018) and its subsequent iterations GPT-2 (Radford
et al., 2019) and GPT-3 (Brown et al., 2020), RoBERTa (Liu et al., 2019), T5
(Raffel et al., 2020), and others. These models are first pretrained on a large
corpus of text and then fine-tuned for specific tasks. The underlying principle
behind these models is transfer learning (Section 1.5.1), which has significantly
improved the state-of-the-art across various NLP tasks.

1.5.1 Transfer Learning in NLP

Transfer learning is a machine learning technique that uses a pretrained model
on a second related task. In natural language processing, models are usually
pretrained on a large text corpus and then fine-tuned on a smaller task-specific
dataset (Radford et al., 2018; Devlin et al., 2019). The motivation behind transfer
learning is that it allows models to use the knowledge learned from the larger
dataset, often leading to better performance than training on the smaller task-
specific dataset alone.

1.5.2 Pretrained Language Models and Pretraining Meth-
ods

Pretrained language models are a specific class of Transformer-based language
models pretrained on a large text corpus. The pretraining phase of transfer
learning means training the Transformer model to learn representations from
the given text corpus. The pretraining is accomplished unsupervised or self-
supervised, using techniques like standard (autoregressive) language modeling
(Radford et al., 2018), or its variants such as masked language modeling (MLM)
(Devlin et al., 2019).

Autoregressive Language Modeling

Given all the preceding tokens, the autoregressive language modeling objective is
to predict the next token in a sequence, as introduced in section 1.2. Formally,
given a sequence of tokens xy.; = (1, X9, ..., x;), the language model objective is
to maximize the likelihood of each token given its preceding tokens. The following
per-example loss function is used to minimize the negative log-likelihood of the
token sequence:

Liyv = —log P(x;|w1.4-1), (1.34)

23



for all ¢ € {1,2,...,t}. Here, P(x;|xy;_1) represents the probability that the
model picks the actual token x; at the ¢-th position, given the preceding tokens
Z1.i—1. The per-example loss Ly, is a cross-entropy loss defined in Equation 1.22.

Masked Language Modeling

The masked language model (MLM) randomly masks a portion of the input tokens
by replacing them with a special <MASK> token. To goal is to predict those masked
tokens. Formally, given a sequence of tokens zy., = (x1,29,...,2;), the MLM
objective is to minimize the following per-example loss:

Lyviv = —log P(z|x1:i-1, Tiv1:e), (1.35)

where ¢ is the index of the masked token. Ly is also a cross-entropy loss
defined in Equation 1.22.

While the MLM objective enables learning from both the left and right context
by masking tokens in the sequence, the standard language model objective learns
only from the left context due to its autoregressive nature.

1.5.3 Fine-tuning Large Language Models

After pretraining the large language models (LLMs) on a large corpus, these
models are fine-tuned on a specific task using a smaller, possibly labeled, dataset.
Fine-tuning adjusts the pretrained model’s weights to make it more suitable for
the specific task.

Fine-tuning assumes initializing the model’s weights with the values from the
pretraining phase. Adding some task-specific layers to the pretrained model may
also be required depending on the task. These layers are usually added on top of
the pre-existing architecture with weights initialized randomly. This pretrained
model is then trained on the task-specific dataset.

For example, a fully-connected layer with an output size corresponding to
the number of classes is added to the pretrained model for classification tasks.
Suppose we want to classify the whole input sequence. In that case, the input
to the classification layer is usually the transformer output vector corresponding
to a special token (like the [CLS] token in BERT by Devlin et al. (2019)) that
carries the complete sequence information. Then, a softmax activation function
is applied to this output to produce probabilities for each class. On the other
hand, if the task involves classifying individual tokens within the sequence, each
transformer output vector is passed through the classification fully-connected
layer, followed by the softmax activation function to produce class probabilities
for each token.

1.5.4 Influential Large Language Models

In this section, we will introduce some of these pretrained language models.

BERT

BERT (Devlin et al., 2019) is the Transformer encoder-based model, employ-
ing multiple encoder layers to capture bidirectional contextual relations between
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words in a text. The model is pretrained using two objectives: masked language
modeling MLM described in 1.5.2, and the next-sentence prediction, where the
model is trained to predict whether two sentences follow each other in the original
text.

RoBERTa

RoBERTa is a variant of BERT proposed by Liu et al. (2019). It uses the same
architecture as BERT. The differences between RoBERTa and BERT are in the
pretraining process. RoBERTa drops the next sentence prediction task, which Liu
et al. (2019) claim does not contribute significantly to the model’s performance.
Instead, RoBERTa increases the amount of pretraining data and employs larger
batch sizes for more robust training. The masked language model task is also
slightly modified to have dynamic masking rather than static masking used in
BERT, allowing the model to see each sentence with different masks multiple
times.

GPT

GPT, was introduced by Radford et al. (2018). Unlike BERT, GPT uses only
the Transformer decoder. GPT is pretrained on a large text corpus using a
standard autoregressive language modeling task (1.5.2) by predicting the next
word in the sequence. The original GPT was significantly improved with GPT-
2 (Radford et al., 2019) and GPT-3 (Brown et al., 2020). GPT-2, with 1.5
billion parameters, was a much larger model than the original GPT (117 million
parameters), allowing it to generate more coherent and contextually rich text.
GPT-3 took the scale approach even furthe. With 175 billion parameters, GPT-3
was able to generate text of unprecedented quality and to solve a wide array
of tasks without task-specific training data, simply through “few-shot learning”,
where the model generates answers based on a few example inputs and outputs
given at inference time.

TS5

T5 was introduced by Raffel et al. (2020). It uses the full Transformer model,
including an encoder and a decoder. T5 represents every NLP task as a text gen-
eration task, including tasks usually framed as classification or regression, mak-
ing the model versatile and capable of handling various tasks without significant
modifications to its architecture. TH pretraining uses a denoising autoencoder ob-
jective, where a unique noise token randomly replaces some contiguous sequences
of tokens in the input text. The model is trained to generate the original text from
this corrupted version, which helps the model to understand the text’s context
and semantic meaning. In fine-tuning to a specific task, T5 incorporates task-
specific prefixes. For example, during a translation task from English to German,
the input text might be prepended with “translate English to German:”.
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2. Dialogue Management and
Related Work

Dialogue management (DM) is a crucial component of any dialogue system, par-
ticularly in task-oriented systems, as we described in Subsection 1.1.2. The mod-
ule keeps track of the conversation and determines the system’s next action. It
plays a pivotal role in driving the conversation forward and ensuring the suc-
cessful completion of the task. Dialogue management traditionally involves two
sub-components: dialogue state tracking (DST) and action selection. DST is
responsible for maintaining and updating the dialogue state, representing the
dialogue history containing various elements such as slots and their assigned val-
ues. The action selection decides the system’s next action based on the updated
dialogue state.

Dialogue management approaches have significantly evolved over the past few
decades. The evolution of dialogue systems and dialogue management has been
driven by the increasing complexity of dialogue tasks, the availability of larger
and more diverse dialogue datasets, and advancements in machine learning and
natural language processing (NLP) technologies.

This chapter will delve into the various methods used for dialogue manage-
ment and the related work in the field. In the first part, we briefly describe the
evolution of dialogue management, starting with rule-based systems and their
improvement using states and probabilistic representations (Sections 2.1). Then
we look at modern data-driven methods using machine learning (Section 2.2),
covering dialogue state tracking and action selection approaches using supervised
learning, reinforcement learning, and end-to-end methods.

2.1 Early Dialogue Management

In the earliest stages, dialogue systems and dialogue management were primarily
rule-based, such as ELIZA (Weizenbaum, 1966), a computer program developed
in the 1960s at MIT and one of the earliest attempts to create a conversational
agent (chatbot). It used a set of predefined rules to analyze the input text by
searching for keywords and determining the system’s response. However, these
systems could only handle cases covered by the predefined rules.

To overcome the limitations of rule-based systems, state-based dialogue man-
agement approaches were introduced that treated the dialogue as a sequence of
states. The system would transition from one state to another based on the user’s
input and a predefined state-transition function. Another improvement came with
the introduction of the belief state, a probabilistic representation of the system’s
belief about the state of the dialogue, which allowed to handle uncertainty in
dialogue systems (Williams and Young, 2007).
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2.2 Modern Approaches to Dialogue Manage-
ment

With the rise of machine learning, data-driven methods for dialogue management
began to emerge. These approaches aim to learn strategies directly from data,
bypassing the need for predefined rules or state transitions.

The introduction of belief states led to the use of Markov Decision Pro-
cesses (MDPs) (Young, 2000) and Partially Observable Markov Decision Pro-
cesses (POMDPs) (Young et al., 2007, 2010; Gasi¢ and Young, 2011) for dialogue
management, followed by approaches based on reinforcement learning (Jurcicek
et al., 2011; Gasic et al., 2011; Su et al., 2017), and more recently, end-to-end
learning using deep neural networks (Serban et al., 2016; Bordes et al., 2017;
Rajendran et al., 2018).

2.2.1 Dialogue State Tracking

The introduction of the belief state was an important step in dialogue manage-
ment. Recently, several methods have been proposed to enhance the dialogue
state tracking process.

For instance, Henderson et al. (2013) introduced a fully connected deep neural
network approach for dialogue state tracking which predicted probability distri-
bution over all possible values for each slot. Following their work, Mrksic et al.
(2015) used basic recurent neural networks (RNNs) to capture contextual in-
formation for modeling and labeling complex dynamic sequences. Their model
improved previous approaches by efficiently handling multiple domains in a sin-
gle conversation. Zilka and Juréicek (2015) then used Long Short-Term Memory
(LSTM) networks for incremental dialogue state tracking. Their model, LecTrack,
used LSTM to process the whole dialogue history incrementally, eliminating the
need for (spoken) natural language understanding (NLU).

The scalability of unbounded (e.g., date, time, or location) or dynamic (e.g.,
movies or usernames) slots and their values was addressed by Rastogi et al. (2017).
Their work did not rely on an exhaustive enumeration of possible slot values.
Instead, they estimate possible values at each turn by a size-bounded candidate
set of slot values from the NLU or system actions. The bidirectional GRU then
represents the dialogue state as a distribution over these candidate sets. Goel
et al. (2018, 2019) improved this solution, enhancing the robustness of the scalable
approach to handle diverse scenarios better.

Classification-based DST Using Pretrained Language Models

The introduction of large language models (LLMs) has brought a shift in DST due
to the ability of these models to learn high-quality contextual embeddings that
can capture complex relations in the text. In particular, BERT has been adopted
by Chao and Lane (2019) who proposed BERT-DST, a dialogue state tracking
model, which directly predicts slot values from the dialogue context, as illustrated
in Figure 2.1. The model uses BERT to encode the previous system and current
user utterances into their contextual embeddings. Then, it uses the first token
([CLS]) embedding, which represents the whole input, to predict for each slot
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whether the value for this slot should be updated from the input by looking for
its span or not. If the value should be updated, the contextual embeddings of the
tokens are used to predict the start and end token of the span.
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Figure 2.1: The architecture of the BERT-DST model. Image source: Figure 1
of Chao and Lane (2019).

Heck et al. (2020) further improved upon the BERT-DST by introducing
their TripPy model, which uses three different sources to fill slots with values. It
improves upon BERT-DST by extracting values not only from the current user
and previous system utterances but also a system inform memory that keeps
track of the values offered or recommended by the system, and a dialogue state
memory, that allows values to be copied over from a different slot that is already
contained in the dialog state as shown in Figure 2.2. TripPy achieved state-of-the-
art performance on several benchmark datasets, including a joint goal accuracy
of over 55% on the Multiwoz 2.1 dataset (Eric et al., 2020).
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0.
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Figure 2.2: The architecture of the TripPy model. Input is the previous system
utterance, current user utterance, and dialog history; output is the dialogue state.
Image source: Figure 2 of Heck et al. (2020).

Generation-based Dialogue State Tracking

Another approach to dialogue state tracking focuses on directly generating the di-
alogue state as a text using encoder-decoder model architecture. Wu et al. (2019)
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propose a Transferable Dialogue State Generator (TRADE) that generates dia-
logue states from utterances using a copy mechanism. The model comprises an
utterance encoder, a slot gate, and a state generator, which are shared across do-
mains, allowing it to handle domains, slots, and values unseen during the training.
This is achieved by jointly training the model on several domains simultaneously.
The ability to handle unseen domains, slots, and values makes this approach
applicable in a real-world scenario where a complete ontology is hard to obtain
and, even if it exists, the number of possible slot values can be intractable or
unbounded (e.g., date, time, location or name). They used bi-directional GRU
to encode dialogue utterances into a sequence of fixed-length vectors. The state
generator then independently predicts the value for each (domain, slot) pair,
using the sum of their embeddings as the first input to the GRU decoder. The
slot gate then decides whether the generated value for the (domain, slot) pair
should be used. The model is shown in Figure 2.3.
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Figure 2.3: The architecture of the TRADE model, which includes (a) an utter-
ance encoder, (b) a state generator, and (c) a slot gate, all of which are shared
among domains. Image source: Figure 2 of Wu et al. (2019).

Recently, Lee et al. (2021) improved generation-based dialogue state tracking
by using a pre-trained T5H language model. They use two decoding strategies
for generation-based DST at a particular turn: sequential (a) and independent
(b)(c), both of which are shown in Figure 2.4. In the first case (top system (a)
in Figure 2.4), only the dialogue history, as a concatenation of last L user and
system utterances, is taken as input to the encoder, and all domain-slot-value
triplets are generated sequentially. In the second case (two systems (b)(c) in
Figure 2.4), the values for each domain-slot pair are generated independently.
The input consists of a dialogue history followed by domain and slot names (case
(b)), optionally with the description of the slot that can also include a list of
all possible values (case (c)), all in textual form. The corresponding output is a
generated value for the domain-slot pairs in the input with a possible value of
“none”. A more detailed example is shown in Figure 2.5.

Using a pre-trained language model, such as T5, allows the system to gener-
ate any value as a text for any domain and slot, showing greater generalization
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than previous models. Furthermore, the use of task-specific prompts aids in
contextualizing the dialogue, enabling the model to generate more accurate and
appropriate slot values.
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(c) Natural Language Augmented Prompt DST w/ Independent Decoding
Figure 2.4: The overview of generative DST approaches for the multi-domain

scenario using the Th model illustrates three different generative approaches.
Image source: Figure 1 of Lee et al. (2021).
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Figure 2.5: Example of generative DST for multi-domain scenario using T5 model
with concrete examples for dialogue history, domain names, slot names, and nat-

ural language descriptions (types, set of valid values) for slots. Image source:
Figure 1 of Lee et al. (2021).

2.2.2 Action Selection / Dialogue Policy

The DM must also choose the next system action to generate an appropriate
system response. Recently, machine learning approaches based on supervised
and reinforcement learning have been used (Brabra et al., 2022). The supervised
approach learns the strategies for action selection from a set of labeled data.
In contrast, the reinforcement approach focuses on optimizing the strategies by
a trial-and-error process using reinforcements that represent rewards or punish-
ments.
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Supervised Learning in Action Selection

The first standard approach for action selection is to use supervised learning to
train a classification model to predict the next system action based on the dia-
logue state (Brabra et al., 2022). McLeod et al. (2019) introduced an innovative
approach to dialogue policy training, where they leverage multi-task learning for
system action selection, using supervised learning and features from related tasks
such as slot-filling and user-intent classification. Su et al. (2016) represent dia-
logue policy as a neural network with one hidden layer. The input to the model
is the belief state. The output is the dialogue action, produced using a combi-
nation of softmax and sigmoid output layers to predict system dialogue acts and
associated slots.

The second approach is implementing an action selection model that produces
a system action directly from a user utterance, effectively combining NLU and
DM modules into one model. A common approach is based on the encoder-
decoder architecture, which takes a sequence consisting of the user utterance and
some optional information, such as dialogue history, as input and generates the
target sequence with a corresponding action. Zhao et al. (2017) implemented
such encoder-decoder model using CNNs and LSTMs.

Reinforcement Learning in Action Selection

While supervised learning usually serves as an initial step in developing an action
selection module, it has a substantial drawback. This approach typically trains
the module to choose the optimal action for the current turn without considering
the potential long-term implications of the action on the entire dialogue. Rein-
forcement learning can be used to develop an action selection module that can
strategically plan ahead (McTear, 2021).

In the context of reinforcement learning (RL), action selection is often rep-
resented as a policy that maps the dialogue state into system actions. Unlike
supervised learning approaches, RL aims to optimize the policy for long-term
rewards, which is well-aligned with the nature of dialogues, where the quality of
an action is often not immediately evident and can be influenced by the course of
the entire conversation. Frameworks such as Markov Decision Processes (MDPs)
(Young, 2000) and Partially Observable Markov Decision Processes (POMDPs)
(Young et al., 2007, 2010; Gasi¢ and Young, 2011) are usually utilized to model
the dialogue system response generation as a stochastic policy.

There are many approaches to finding the optimal policy in RL. One approach
is Deep Q-Networks (DQNs) (Mnih et al., 2015), a tool for approximating the Q-
function in RL. This concept was applied to dialogue systems by Li et al. (2017)
and Lipton et al. (2017), who leveraged DQNs in end-to-end task completion and
efficient exploration in dialogue systems.

Policy Gradient methods and the REINFORCE algorithm directly approx-
imate the policy and have also been used for policy optimization in dialogue
management, as demonstrated by Su et al. (2017).

Even though RL provides an elegant solution for long-term planning in dia-
logues, it also requires substantial data for effective training, and the commonly
available datasets often do not suffice (Li et al., 2017). Simulations of user interac-
tions or feedback from actual users can help to gather the necessary training data.
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Moreover, in dialogue systems, RL is typically applied after an initial supervised
learning phase, or they can regularly alternate (Xiong et al., 2018).

2.2.3 End-to-End Dialogue Systems

End-to-end dialogue systems is an approach where a single neural network model
represents the entire dialogue system. These systems attempt to capture the
full complexity of the dialogue without needing separately trained components.
Typically, the input to end-to-end models is the user’s utterance, and the output
is the system’s response. This paradigm differs from traditional pipeline-based
approaches, where each dialogue system component is individually designed and
trained.

However, not all end-to-end models encompass the whole dialogue system.
Some models merge multiple, but not all, components into a single model, such
as Hybrid Code Networks (HCN) introduced by Williams et al. (2017). It con-
sists of four components: RNN, domain-specific knowledge encoded as software,
domain-specific system action templates, and conventional entity extraction mod-
ule for identifying entity mentions in text, as shown in Figure 2.6. The HCN cycle
starts with the user providing an utterance (step 1 in Figure 2.6) that is processed
and turned into features in several ways: a bag of words vector, utterance embed-
ding, entity extraction and its tracking (steps 2-5 in Figure 2.6). These feature
components are concatenated to form a feature vector, which is processed by an
RNN (steps 6-7 in Figure 2.6). The RNN calculates a hidden state vector and
passes it through a fully connected layer with a softmax activation, outputting a
probability distribution over possible system action templates that are masked to
remove non-permitted actions and normalized back into a probability distribu-
tion (steps 9-10 in Figure 2.6). Once an action is selected from this distribution,
developer code optionally fills in entities with values to produce a fully-formed
action (steps 11-13 in Figure 2.6), which can be either an API call or text that
is communicated to the user (steps 14, 15, 17 in Figure 2.6). This cycle repeats
for every user input. The taken action is also provided as a feature to the RNN
in the next timestep (step 16 in Figure 2.6). The HCNs offer flexibility and can
be trained using supervised and reinforcement learning.
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Figure 2.6: A Hybrid Code Network architecture displaying the operational loop.
Image source: Figure 1 of Williams et al. (2017).
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The seq2seq (or encoder-decoder) architecture is usually a way to implement
the complete end-to-end dialogue system. These models directly map user ut-
terances to system responses, abstracting away the details of the intermediate
dialogue management tasks, as shown by Lei et al. (2018); Lin et al. (2020); Peng
et al. (2021); Kulhdnek et al. (2021).
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3. Practical Dialogue
Management

This chapter will describe our own approach to dialogue management. The re-
search in dialogue systems has recently gravitated towards end-to-end neural
models that directly generate a system response given the user utterance. How-
ever, this approach is notorious for needing large amounts of annotated data,
which is hard to obtain. Moreover, end-to-end models that represent the whole
dialogue system, including NLG, are generally unsafe to use in practical applica-
tions due to their tendency to hallucinate and generate ungrounded outputs (Ji
et al., 2023), which makes such models generally unsafe for practical applications.

Therefore, in practice, dialogue systems often remain composed of multiple
separate modules: natural language understanding (NLU), dialogue management
(DM), and natural language generation (NLG). They can also join NLU and DM
into a single module. With this in mind, our goal is to explore potential improve-
ments in dialogue management (DM) methods, which could serve as a practical
starting point when designing new dialogue systems. Our approach leverages pre-
trained language models and focuses on supervised learning methods. Our focus
on supervised learning methods originates from the challenges of using reinforce-
ment learning, which requires substantial data and a fully functioning dialogue
system for effective training, as the system needs to be capable of interacting
with users or simulations. Therefore, supervised learning, with its lower data
requirements and more straightforward training process, offers a more practical
approach for training DM models.

This chapter delves into two components of dialogue management: dialogue
state tracking (Section 3.1) and action selection (Section 3.2). The former de-
scribes our approach to generate updated dialogue states. The latter proposes two
methodologies for action selection: a generative method and a classification-based
one, both utilizing distinct mechanisms to choose actions from a predefined set.
These proposed models aim to address practical challenges in designing efficient
dialogue systems.

3.1 Dialogue State Tracking

The section will introduce our approach to DST, which, similarly to Lee et al.
(2021), utilizes a pre-trained transformer T5 language model to generate dialogue
state. In their work, Lee et al. (2021) created a T5 model that uses dialogue
history, domain name, and slot name as input to produce the corresponding slot
value as a text output (see Section 2.2.1).

In contrast to their method, we use the T5 language model differently: We
use a custom text-based representation of the dialogue state. Our model receives
as input the text representation of the previous dialogue state, along with the
previous system response (providing a context of length one) and the current
user utterance, inspired by the end-to-end systems such as Kulhanek et al. (2021).
The output is an updated text representation of the dialogue state.
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3.1.1 Theoretical Description of Generative DST

The proposed model for dialogue state tracking is based on the sequence-to-
sequence or encoder-decoder Transformer architecture (Section 1.4.1). At each
turn ¢, the model takes as input a sequence that consists of the text representation
of the previous dialogue state strg(S;_1), the context with the previous system
response C;_1, and the current user utterance Uy, and generates a text represen-
tation of the updated dialogue state strg(S;). We can express this functionally as
a parametrized mapping gpsrt from the tuple of (strs(Si—1), Ci—1,U;) to strg(Sy).
Formally,

strs(S;) = gpsr (strs(Si—1), Ci—1, Uy; 9) (3.1)

where, 6 represents the parameters of the model. The model can also be
interpreted as a probabilistic model representing the conditional probability dis-
tribution P(strg(S;)|strs(Si—1), Ci—1,Uy; 0).

At the start of the dialogue, strg(Sp) represents a text representation of the
initial empty dialogue state. Similarly, Cj is an empty string representing the
initial empty context. The function gpgr can be described as the encoding-
decoding process of the model:

H, = encoder(strg(Si—1), Cy—_1, Us; 0) (3.2)
strg(S;) = decoder(Hy; ) (3.3)

where H; € R denotes the matrix of hidden states obtained after passing
the input sequence (strg(S;_1), Cy—1,U;) of length L through the encoder, and h
is the hidden size. The hidden states are fed into the decoder to generate the
updated dialogue state strg(S;).

The learning objective of the model is to find the parameters @ that minimize
the average negative log-likelihood (or equivalently maximize the log-likelihood)
of the dataset, also known as the cross-entropy loss (Equation 1.23). Formally,
suppose we denote the entire dataset as D, where each element (S;_1, Cy_1, Uy, S)
in D represents one turn in a dialogue. In that case, the objective function to
minimize is given by:

A« 1
0 = arg mein — > log P(strg(S;)|strs(S;—1), Ci—1,Uy; 0).  (3.4)

|D| (St717ct71’Ut,St)€D

Here, |D| denotes the size of the dataset. The learning process aims to find
the model parameters that minimize this loss, as described in Section 1.3.3.

3.1.2 Dialogue State and the String Representation
Multi-domain Dialogue State

In a multi-domain dialogue system, the dialogue state denoted as S is a set of
ordered pairs (d*,S*¥), where d* denotes the domain name, and S* denotes the

domain state. Each domain state S* can be represented as a set of ordered pairs

(sk,oF), where s¥ represents a slot name and v¥ is its corresponding value. We

17 71

can formalize it as follows:
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s ={(d", "} _ . (3.5)

=1
where for each k € 1,2, ..., n,
kE_ AN R
St = {(vai )}izl- (3.6)
Here, n represents the number of domains in the dialogue system, and my, is
the number of slots in the k-th domain. The set of domains {dk} and the set of

n
k=1

its corresponding slots {sf}mkl are finite and defined by the system’s capabilities.
1=

For each slot s¥, the set of all possible values {vfj }C,X_l can be infinite.

Dialogue State String Representation

The function strg() converts the dialogue state S into its string representation.
It iterates over each domain d* and corresponding domain state S* in S, converts
cach domain state S* into a string by concatenating the sorted slot-value pairs
(separated by commas), and then concatenates the domain name d* with the
string representation of its domain state S*. The string representations for all
the domains are then concatenated together (separated by semicolons). Formally:

1. For each ordered pair (d*, S*) in S, we start by alphabetically sorting the
pairs in ascending order of the domain names. This is done to maintain con-
sistency and readability, as the sorted string will always present information
about the same domain in the same relative position.

2. For each domain d¥, we construct a string representation of its domain

state S* by iterating over all slot-value pairs (s¥,v¥) in S*. To maintain

1) 7
consistency, we sort the pairs in ascending order of slot names s¥. The string
representation of the domain state, denoted as strg(S*), is then formed as

follows:
m
strg(S*) = si+% 1 THof 3 (%, T+si 4+ 7 +f) if of # “None”, else ©7

=2

(3.7)
where s¥ is the slot name, v¥ is the slot value, and the sum operation
indicates string concatenation. Note that we ignore any slot-value pair
with a value of “None”, as these do not contribute meaningful information
to the dialogue state and would only make the string representation longer.

3. The overall string representation of the dialogue state strg(.S) is then con-
structed by combining the domain strings strg(S*), each prefixed by their
respective domain name d* and a hyphen for separation. A semicolon and
a space separate the individual domain strings:

Stl‘s(S) :dl + « _» + StI‘S(Sl) + Z(“; ” —f—dk + « _» + StI‘S(Sk)> (3 8)
k=2 :

if strg(S¥) # «7, else “”

where an empty string for strg(S*) signifies that the domain state S* does
not contain any slot-value pairs where the value is not “None”. In such a
case, we ignore this domain.
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Inverse String Representation Function

The inverse function of strg(), which we denote as strg'(), converts the string
representation of the dialogue state back into its structured representation. This
process can be useful, for example, when we want to inspect the model’s output
in a structured form or when we need to compare the output to a ground-truth
dialogue state. The function operates as follows:

1.

Initialize an empty dialogue state S = {}, represented as an empty set of
domain-state pairs.

Split the string representation of the dialogue state, strg(S), into domain
sections. The domain sections are separated by a semicolon and a space
in the string representation. Thus, we can split the string representation
using this separator. Formally:

DomainSections = Split(strg(S), “; ) (3.9)

. Iterate over each domain section in DomainSections. Each domain section

is a string representing a domain and its state. The domain name and the
string representation of its state are separated by “ - ”. Split the domain
section into the domain name d* and the string representation of its state
strg(S*). Formally:

d*,strg(S*) = Split(DomainSection, « - ) (3.10)
Check if the domain name d* is recognized by the system. If it is not, skip

this domain section. If the domain name is recognized, initialize an empty
domain state S* = {}.

. Split the string representation of the domain state, strg(S¥), into slot-value

pairs. The slot-value pairs are separated by “, 7. Each is a string with the

slot name and the value separated by “ : ”. Formally:

SlotValuePairs = Split(strg(S*), «, 7) (3.11)

Iterate over each slot-value pair in SlotValuePairs. Split the slot-value pair
into the slot name s¥ and the value vF. Formally:

s¥ v = Split(Slot ValuePair, “ : ) (3.12)

1) 7

Check if the slot name s¥ is recognized for the domain d*. If it is not, skip
this slot-value pair. If the slot name is recognized and the value v¥ is not
equal to "None” or if the system is configured to include "None” values,

add the slot-value pair to the domain state S*. Formally:

Sk =Sk U {(sF )} (3.13)

. If the domain state S* is not empty, add the domain-state pair to the

dialogue state S. Formally:
S =SuU{(d", S} (3.14)

. Finally, return the constructed dialogue state S.
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Example

1. Consider the dialogue state S which is defined as follows:

S = {(hotel, {(area, north), (bookday, sunday),
(bookpeople, 5), (bookstay, 3), (intent, book_hotel),
(name, avalon), (stars, 4), (type, guesthouse)}),

(

train, {(departure, cambridge), (intent, find_train)})}

2. When applying the strg() function to the dialogue state S, we obtain the
following string representation:

StI‘S(S ) =
hotel - area : north, bookday : sunday, bookpeople : 5, bookstay : 3,
intent : book_hotel, name : avalon, stars : 4, type : guesthouse;

train - departure : cambridge, intent : find_train

3. Finally, if we apply the inverse function strg’() to the string representation
of the dialogue state S, we recover the original dialogue state S.

3.1.3 The Input and Output Strings

As explained in Section 3.1.1, at turn ¢, the model takes the string representation
of the previous dialogue state strg(S;—1), the context with the previous system
response C;_1, and the current user utterance U, as inputs. These three compo-
nents are concatenated into a single string using unique segment tokens to denote
the beginning of each component.

We prepend a task description, denoted as 7', to the input string, a directive
for the T5 model that defines the task to be performed: "Update state”. For each
segment of the input, we use special tokens:

o S = [state] signifies the start of the dialogue state.
e (' = [context] marks the beginning of the context.
o U = [user] signals the start of the user utterance.

These tokens help the model identify the corresponding segments within the
input string X; at turn ¢, which can formally be expressed as follows:

Xt — T—i—“ 7’+S+“ 7’+St1‘s(St_1>+“. ”"—C—i—“ w_i_Ct_l_i_cc. 77+U+cc 7a_|_Ut (315)

The spaces separating the tokens and their corresponding values ensure proper
tokenization, while the periods at the end of each segment enhance readability and
set clear segment boundaries. This approach ensures that the model receives the
necessary information for DST in a well-structured string format that resembles
the natural language that the TH model was trained on and allows it to build
on its pre-existing language understanding capabilities to perform the task of
dialogue state tracking more effectively.
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The output string Y; of our DST model at turn ¢ represents the updated
dialogue state, denoted as strg(S;). Formally:

Y; = strg(Sy). (3.16)

As with the input string, this representation is beneficial as it closely resem-
bles the standard text that the T5 model encountered during pre-training. It
consists of alphabetically ordered domain names, slot names, and slot values,
making it human-readable and easy to interpret. Moreover, this structured rep-
resentation assists in evaluating the performance of our DST model by enabling
easy comparison of the predicted dialogue state with the ground truth.

3.2 Action Selection

This section introduces our approach to action selection, which is similar in struc-
ture to our DST model. The goal of action selection is to determine the system’s
next response given the current dialogue state, the context of the previous system
response, the current user utterance, and the optional string representation of the
database counts, which represents the external knowledge base for the DM. We
propose two distinct methods for action selection: a generative method and a
classification-based method. In both cases, the task is to select some subset of
actions from the predefined set of actions A of size |A|.

3.2.1 Theoretical Description of Generative Action Selec-
tion

In the generative method, the model uses an encoder-decoder Transformer archi-
tecture, similar to the DST model (Section 1.4.1). However, instead of generating
a sequence of tokens to represent an updated dialogue state, this model outputs
a sequence representing the system’s action.

At each turn ¢, the task is to select a subset of actions A; C A. Given
the input sequence that consists of the string representation of the updated di-
alogue state strg(.S;), the context with the previous system response C;_j, the
current user utterance Uy, and the string representation of the database counts
strp(Dy), the model generates the string representation of the selected actions
stra(A;). Formally, we can express this as a mapping gas from the tuple of
(strg(Sy), Ci—1, Uy, strp(Dy)) to stra(As):

StI'A(At) = gAS (StI'S(St), Ct—b Ut7 StI'D(Dt); 0) 5 (317)

where 0 represents the parameters of the action selection model. The model
can also be interpreted as a probabilistic model representing the conditional prob-
ability distribution P(stra(A;)[strs(S:), Ci—1, Uz, strp(Dy); 0).

The function gas can also be described as the encoding-decoding process of
the action selection model:

H,; = encoder(strg(S;), Ci—1, Uy, strp(Dy); 0) (3.18)
str4(A;) = decoder(Hy; 0) (3.19)
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where H, € RF*" denotes the matrix of hidden states obtained after passing
the input sequence (strs(S;), Cy_1, U, strp(Dy)) of length L through the encoder,
and h is the hidden size. The hidden states are fed into the decoder to generate
the system’s action str4(A;).

The learning objective of the action selection model is to find the parameters
6 that minimize the dataset’s average negative log-likelihood. Suppose we denote
the entire dataset as D, where each element (S;, C;_1, U, Dy, A;) in D represents
one turn in a dialogue. Then, the objective function to minimize is given by:

N 1
0 = arg mgin —— > log P(str(A:)|str(S:), Cr_1, Uz, str(Dy); 0),

|D| (St,thl,Ut,Dt,At)E'D
(3.20)
where |D| is the size of the dataset.

3.2.2 Theoretical Description of Classification-Based Ac-
tion Selection

In the classification-based action selection method, the task is again to select a
subset of actions A; C A using the same input as the generative method. At
a given turn t, the input consists of the string representation of the updated
dialogue state strg(.S;), the context with the previous system response C;_1, the
current user utterance U;, and the string representation of the database count
strp(D;). The output is a binary vector vecs(A;) of length equal to the number
of actions |A|, with 1 indicating that the corresponding action is selected and

0 otherwise. Formally, we can express this as a mapping fas from the tuple of
(strg(Sy), Ci—1, Uy, strp(Dy)) to veca(Ay):

VeCA<At) = fAS (StI‘S(St>, Ot—lu Ut7 StI‘D(Dt); 0) s (321)

where 0 represents the parameters of the classification model.

The model uses a pretrained language model, to process the input sequence
and compute the contextual embedding vector of the first token ([CLS]) as the
representation of the whole input. This embedding vector is then passed through
a fully connected layer with a size equal to the number of actions |A| and a
sigmoid activation function to obtain the probabilities for each action. Formally,
this can be written as:

Ht = LM(StI‘S(St), Ot—h Ut7 StI'D(Dt); GLM), (322)
P, = Sigmoid(FNN(H, [[CLS]];0rynN)), (3.23)
vecs(A:) = Binary(F;), (3.24)

where LM denotes the pretrained language model, Sigmoid is the sigmoid
activation function (Equation 1.14), FNN represents the fully connected layer,
[CLS] refers to the token in the sequence that represents the whole input (usually
the first one), and Binary is a function that converts the probabilities into a binary
vector based on a threshold (e.g., 0.5).

The task is a multi-label binary classification. The ground-truth set of actions
at turn t is defined as a subset of A and denoted as G;. Its corresponding binary

40



vector representation is a binary vector of length |A|, denoted as veca(G;). The
predicted vector of probabilities, the output from the Sigmoid function in our
model, is denoted as P,. For a given action a, the predicted probability and the
ground-truth binary value are obtained by indexing.

The binary cross-entropy loss (Equation 1.19) is used to compute the loss
between the predicted and ground-truth values. For a single action a it is defined
as:

BCE,(Gylal, Pla]) = —veca(Gy)[a] log(Pya]) — (1 — veca(Gy)[a]) log(1 — P(t?Ea]?é)

and the total binary cross-entropy loss for a dialogue turn ¢ is:

BCE(Gy, P,) = Y BCE,(Gy[a], P.[a]). (3.26)
acA
The learning objective of the classification model is to find the parameters
0 = 0., U OBpyy that minimize the dataset’s average binary cross-entropy loss.
If we denote the entire dataset as D, where each element (S, Cy_1, Uy, Dy, Gy) in
D represents one turn in a dialogue, then the objective function to minimize is
given by:

6 = arg min —|71)| 3 BCE(G,, P,), (3.27)
(S,Ci—1,Us,Dy,Gt)ED
where P, = Sigmoid (FNN(LM(strg(S;), Cy—1, U, strp(Dy); 0rar); Ornn)), | D]
is the size of the dataset, LM denotes the pretrained language model, Sigmoid is
the sigmoid activation function, FNN represents the fully connected layer, and
BCE denotes the binary cross-entropy loss.

3.2.3 Database and the String Representation
Database Structure

In a multi-domain dialogue system, the database result D can be represented as a
set of ordered pairs (d*, D*), where d* denotes the domain name, and D* denotes
the database results for that domain. Each database result D* is an ordered

k ok

list of database entries, where each entry e;? is a set of ordered pairs (s7,v;;

representing slot names and their corresponding values. This can be formalized
as follows:

_ E opky 1"
D={@ D"} (3.28)
where for each k € 1,2, ..., n,
k k1Pk
DF = [ej}jzl, (3.29)
and
my,
e? = {(sf,vfj)}izl. (3.30)

Here, n represents the number of domains in the dialogue system, py is the number
of database entries in the k-th domain that match the current domain state S*,
and my, is the number of slots for k-th domain.
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The database results D* are fetched using the corresponding domain state
Sk Specifically, we retrieve all database entries that match the current domain
state, i.e., those where slots and values match those in the domain state. Each
database entry, however, can have additional slots and values that are not present
in the domain state. These slots can take on arbitrary values unconstrained by
the domain state.

Database Count String Representation

The function strp() converts the database D into a string representation with
information about the size of each domain database results list. It iterates over
each domain d* and corresponding database count |D¥| in D and forms a string by
concatenating the domain name d* with the number of database results for this
domain | D*|. The string representations for all the domains are then concatenated
together (separated by semicolons). Formally:

1. For each ordered pair (d*, D¥) in D, we start by alphabetically sorting the
pairs in ascending order of the domain names.

2. For each domain d*, we construct a string representation of its database
count |D*| by combining the domain name with the count. The string
representation of the database count, denoted as strp(|D*|), is then formed
as follows:

strp(|D¥|) = d* + ¢ - 7 + | DF| (3.31)

3. The overall string representation of the database count strp(D) is then
constructed by combining the domain strings strp (| D¥|), each separated by
a semicolon and a space:

n

strp(D) =strp(|D'|) + X_j(“; 7 4 strp(|D*))) (3.32)

With this, we have a consistent string representation of the database count,
which can be used as a part of the input to the action selection models. This
string representation helps to condense the information from the database into a
form that is easy to process by the model and can help to select the actions.

3.2.4 Action and String Representation
Delexicalized Action Representation

In our dialogue system, the subset of actions the model predicts at each turn,
denoted as A C A, consists of delexicalized action strings. Delexicalization (Hen-
derson et al., 2014) refers to removing the specific slot values from the action
strings, maintaining only the structural format of dialogue acts, i.e.,

[domain] - [intent] ([slot]).

For instance, the dialogue act restaurant-inform(name=The Big Belly) in
its delexicalized form would become restaurant-inform(name). This delexical-
ization process enables generalization across similar actions and vastly reduces
the space of possible actions to predict, allowing the system to handle unseen
instances more robustly.
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Action String Representation str,,

To form the basic string representation of a set of actions A, denoted as str,(A),
we begin by lexicographically sorting the delexicalized actions in A, which ensures
consistency in the representation. These sorted actions are then concatenated into
a string, separated by commas and spaces. Formally, the process can be described
as:

1. Sort the actions in A lexicographically, obtaining the ordered list A’.

2. Form stry,(A) by combining the sorted actions in A’ each separated by a
comma and a space:

n

stra,(4) = A1+ > (% 7+ A'[k]) (3.33)

k=2

where n is the size of the sorted action list A’.

Structured Action String Representation str,4

A different approach to forming a string representation of actions A involves
grouping the actions by their corresponding domains. This string representation,
denoted as stry, consists of the domain name followed by its associated actions.
The process of forming stra(A) can be outlined as follows:

1. First, group the actions in A by their respective domains. We can achieve
this by splitting each action into the domain and the action parts, then ap-
pending the action part to the list of actions for the corresponding domain.
We denote this grouped action representation as GG, a set of ordered pairs
(d*, A), where d* is the domain name and A* is the list of actions for the

domain. Formally:

_ [k Ak
G ={(d", A"}, (3.34)
where for each k € 1,2, ...,n,
E_ [ k1™
AF={af}™" (3.35)

Here, n represents the number of domains in the dialogue system, and ny
is the number of actions in the k-th domain.

2. For each domain d* in G, we construct a string representation of its action
list A* by iterating over all actions a¥ in A¥. To maintain consistency, we
sort the actions a¥ in lexicographical order. The string representation of
the domain’s action list, denoted as str(A¥), is then formed as follows:

mg
stra(AF) = af + (%, 7 + af) (3.36)

1=2

3. The overall string representation of the actions A, denoted as stra(A), is
then constructed by combining the domain-action strings str(A*), each
prefixed by their respective domain name d* and a hyphen for separation.
A semicolon and a space separate the individual domain-action strings:

n

stra(A) =di +“ - "4 stra(A") + D (%5 T+ dF 4+ - 7 +stra(4)) (3.37)

k=2
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Inverse Action String Representation Function str '

The inverse function of strA, which we denote as strj'(), converts the string
representation of actions back into the set of actions. The function operates as
follows:

1.
2.

6.

Initialize an empty set of actions A = {}.

Split the string representation of actions, stra(A), into domain-action sec-
tions. A semicolon and a space in the string representation separate the
domain-action sections. Thus, we can split the string representation using
this separator. Formally:

DomainActionSections = Split(str4(A),“; ) (3.38)

Iterate over each domain-action section in DomainActionSections. Each
domain-action section is a string representing a domain and its associated
actions. The domain name and the string representation of its action list
are separated by “ - 7. Split the domain-action section into the domain
name d* and the string representation of its action list str4(A*). Formally:

d*, str 4 (A*) = Split(DomainActionSection, « - ) (3.39)

Check if the system recognizes the domain name d*. If not, skip this domain-
action section. If the domain name is recognized, split the string represen-
tation of the domain’s action list, strs(A*), into individual actions. The
actions are separated by “, ”. Formally:

Actions = Split(str4(A*%),“, ) (3.40)

[terate over each action in Actions. For each action a¥, form the complete
action (dialogue act) by combining the domain name d* with the action
string separated by a hyphen. Append the complete action string to the
action set A. Formally:

A= AU (d* + “ + action) (3.41)

Once all domain-action sections are processed, return the list of actions A.

Example

Consider the following set of actions A:

A = {booking-request(bookday), general-greet,
restaurant-inform(area), restaurant-inform(food),

restaurant-inform(name), restaurant-inform(pricerange) }

Applying the strs,(A) function, we obtain the action string representation:
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stra,(A) =booking-request(bookday); general-greet; restaurant-inform(area);
restaurant-inform(food); restaurant-inform(name);

restaurant-inform(pricerange)

Similarly, applying the strs(A) function, we get the structured action string
representation:

str4(A) =booking - request(bookday); general - greet;
restaurant - inform(area), inform(food), inform(name),

inform(pricerange)

To retrieve the set of actions A from the string representation, we apply the
str* function and we get A.

3.2.5 The Input and Output for Action Selection

As outlined in the Sections 3.2.1 and 3.2.2, at turn ¢ the action selection models
take the string representation of the updated dialogue state strg(S;), the context
with the previous system response C;_i, the current user utterance U;, and the
string representation of the database counts strp(D;) as inputs. We use unique
segment tokens to denote the beginning of each component.

A task description, denoted as T, is also prepended to the input string for
the generative method. The task description, in this case, is "Generate actions”.
The other special tokens we use are the same as those used for dialogue state
tracking, with an additional token R = [database] that marks the beginning
of the database results counts. Therefore, the input string X; at turn ¢ can be
expressed formally as follows:

Xe=T+“7+85+“7+strg(S) +“ 7+C+“7+Ciy

+4 7+ U+ 4+ Ui+ "+ R+ 7 +strp(Dy).

In the case of the classification-based method, the input string is the same but

without the task description 7" and the following space. The output Y; of our

action selection model at turn ¢ represents the selected actions. For the genera-

tive method, this is the string representation of the selected actions, denoted as
stra(A;), formally:

(3.42)

}/t = Stl‘A(At). (343)
The inverse function str;* can be used to obtain the action list A, where
At = Str;ll (n)

In the classification-based method, the output is a binary vector that indicates
the selected actions:
Y; = veca(Ay). (3.44)
This binary vector is then converted to action list A;, using the indices of 1s in
the vector to select corresponding actions from the 1-1 mapping between indices
and actions.
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4. Experiments

In this chapter, we will introduce the MultiWOZ dataset (Section 4.1) and eval-
uation metrics used for DST (Section 4.2) and action selection (Section 4.3).
Section 4.4 describes details of model training.

4.1 The MultiwOZ Dataset

In dialogue systems, the availability of high-quality datasets plays a vital role in
research and experimentation. One such dataset is the Multi-Domain Wizard-of-
Oz dataset or MultiWOZ, which is a common benchmark dataset for task-oriented
dialogue systems.

4.1.1 MutliwWOZ

Budzianowski et al. (2018) introduced the Multi-Domain Wizard-of-Oz (Multi-
WOZ) dataset to address the limitation in the scale of available data, which has
been a significant obstacle in dialogue research. The dataset is a fully-labeled
collection of human-human written conversations covering several domains and
topics, making it a rich source for dialogue modeling.

At a size of 10,438 dialogues, it offers extensive resources for both training
and evaluating dialogue systems. The dialogues span 8 domains: attraction,
bus, hospital, police, hotel, restaurant, taxi, and train, with 7,032 multi-
domain dialogues. The corpus was randomly split into a train, test, and validation
set, with test and validation sets containing 1000 dialogues each. Each dialogue
consists of a goal, multiple user and system utterances, and a belief state and set
of dialogue acts with slots per turn.

The data collection process for MultiWOZ is based on crowd-sourcing, elimi-
nating the need for professional annotators. The procedure followed the Wizard-
of-Oz set-up (Kelley, 1984), which allows the collection of annotated dialogues.
The procedure involved workers who participated in dialogue creation and en-
sured a wide diversity in the dataset. One worker played the user role, while the
other acted as the system. Each user was given a set of tasks and goals within
the conversation, and the system was tasked with assisting the user, creating an
authentic taks-oriented dialogue exchange.

4.1.2 MultiwOZ 2.1

In subsequent iterations, improvements were made to the MultiWOZ dataset,
addressing issues identified in the original version, MultiWOZ 2.0. The first sig-
nificant update, MultiwOZ 2.1, was introduced by Eric et al. (2020), who found
the original version to contain substantial noise in the dialogue state annotations
and the dialogue utterances.

To resolve this issue, MultiwOZ 2.1 involved a re-annotation to fix common
errors found in MultiWOZ 2.0. Furthermore, spelling errors were corrected, and
entity names were standardized to improve the dataset’s consistency. As a result,
changes were made to over 32% of state annotations across 40% of the dialogue
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turns. 146 dialogue utterances were corrected by aligning slot values with the
dataset ontology. Moreover, MultiWOZ 2.1 integrated additional annotations
such as user dialogue act information and multiple slot descriptions for each
dialogue state slot.

4.1.3 MutliWOZ 2.2

Following MultiWOZ 2.1, Zang et al. (2020) introduced MultiWOZ 2.2, which
further enhanced the quality and usability of the dataset. This version aimed to
resolve the remaining annotation errors and inconsistencies in MultiWOZ 2.1 and
introduce new elements to enrich the dataset.

In MultiWOZ 2.2, the researchers found and corrected dialogue state anno-
tation errors in approximately 17.3% of the utterances compared to version 2.1.
They also changed the dataset’s ontology by disallowing vocabularies for slots
that could hold many values, such as name and booking-time. In addition, they
introduce slot span annotations for user and system utterances that are bene-
ficial for dialogue state tracking models that utilize span annotations to locate
where slot values are mentioned in the utterances. Lastly, another new feature
in MultiWOZ 2.2 included active user intents and requested slots for each user
utterance. These additional annotations were designed to provide more in-depth
insights into the user’s objectives and requests.

By introducing a new schema, standardizing slot values, correcting annota-
tion errors, and adding span annotations, active intents, and requested slots,
MultiWOZ 2.2 provides a more reliable and comprehensive resource for dialogue
system research. Therefore, we use this dataset in our experiments. The dataset
is split into training, validation, and test sets, as shown in Table 4.1.

Train Validation Test
Dialogues 8438 1000 1000
Turn pairs (user + system) | 56776 7374 7372

Table 4.1: MultiWOZ 2.2 dataset split with sizes.

4.1.4 Train Dataset and its Subsets

In our experiments, we utilize the entire training dataset, denoted as D™ and
specific subsets of this dataset to train models under conditions of data limitation.
These subsets are derived from D"" using a ratio parameter r, which we chose
to take on values from the set {0.3,0.5,1.0}, where value 1.0 signifies the entire
dataset. The subsets are created as follows:

« For each domain d*, a random subset of size r of dialogues with d* as
their primary domain is chosen. We use the primary domain with which a
dialogue typically starts but often evolves to include other domains as the
conversation progresses. These subsets are chosen reproducibly by fixing
the seed for random selection.

« Therefore, each training subset D™ includes dialogues (and all associated
turns) proportionate to the size r for each domain d* within D%#®. This
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approach helps to maintain the domain imbalances present in the origi-
nal dataset, D" where certain domains, such as restaurant, are more
prevalent than others, like taxi.

4.1.5 Dialogue State Ontology

Our dialogue management leverages an ontology based on the MultiWOZ 2.2
dataset. This ontology comprises eight domains, each with slots that encapsulate
the necessary details for carrying out a conversation within that domain. The
slots are divided into two types - non-categorical and categorical.

Non-categorical slots have a large or dynamic set of possible values, and there
is no pre-defined list for these slots. Instead, their values are extracted from
the dialogue history. On the other hand, categorical slots naturally take a small
finite set of values. In every domain, we also include common slots intent and
requested that MultiWOZ 2.2 introduced as a new feature (Sebsection 4.1.3) to
help us keep track of the user’s intents and requested slots. A list of possible slots
for each domain in the MultiWOZ 2.2 dataset is provided in Table 4.2.

Domain | Categorical Slots | Non-Categorical | Common Slots
Slots
restaurant | pricerange, area, | food, name, book- | intent, requested
bookday, bookpeo- | time

ple
attraction | area, type name intent, requested
hotel pricerange, park- | name intent, requested
ing, internet,

stars, area, type,
bookpeople, book-
day, bookstay

taxi - departure,  desti- | intent, requested
nation,  arriveby,
leaveat
train destination, depar- | arriveby, leaveat intent, requested
ture, day, bookpeo-
ple
bus day departure, destina- | intent, requested
tion, leaveat
hospital - department intent, requested
police - name intent, requested

Table 4.2: The slots for each domain in the MultiWOZ 2.2 dataset.

Since the police domain has very few dialogues in the training set (145 di-
alogues), the number of possible slot values in this domain does not reflect the
proper attributes of the slots. We classify them by referring to similar slots in dif-
ferent domains instead, following the approach used by Zang et al. (2020). There-
fore, our dialogue state does not contain a domain, domain state pair (d*, S*) for
police.
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4.1.6 Supported Actions

Our experiments focus on delexicalized actions for the action selection model
represented as dialogue acts with the form [domain]-[intent] ([slot]) such as
restaurant-inform(name). All actions are lowercase and do not always involve
a slot, like general-reqmore, general-bye, or booking-inform. We denote the
initial set of all possible actions gathered from the D' as A" It consists
of 248 actions, i.e., | A" = 248. Appendix A.1 contains all actions and their
support.

Our focus is on actions that occur frequently enough in the MultiWOZ 2.2
dataset, specifically, those appearing in at least K turns (with X' = 10) within
the training set. This approach filters out less frequent actions and leaves us with
a set of supported actions, denoted as A. In the context of training data subsets,
if we refer to all possible and supported actions for a subset of size r, we use the
notation A" and A,., respectively.

After filtering out actions with less than K occurrences in A" we have
|A| = | A1 | = 210. Examples of filtered actions are hotel-select (phone) with
support 1, restaurant-select (address) with support 5, or action with support
8, such as train-offerbook(duration).

4.2 Dialogue State Tracking Metrics

Let’s denote the ground-truth dialogue state as S and the predicted dialogue
state as .S, where

n N R
§={(@.s")" and §= {(d & )} (4.1)
where for each k € 1,2,...,n,

G S IR (C )

1771

(4.2)

i=1"
In the above equations, n is the number of domains, m, is the number of

slots in the k-th domain, d* and Eik are the ground-truth and predicted domain
names, respectively, s¥ and §f are the ground-truth and predicted slot names,
respectively, and v¥ and f}f are the ground-truth and predicted values respectively.

Let’s define the test dataset D', which consists of L dialogue turns. Each
turn [ has a ground-truth dialogue state S; and a predicted dialogue state S,
Based on this structure, we compute the following evaluation metrics for dialogue
state tracking.

4.2.1 Domain Level Metrics

For each domain d*, we compute the True Positives (TP), False Positives (FP),
and False Negatives (FN) across the D' as follows:

TPy = |{l:d" € S and d* € S},
FPy = |{l:d" ¢S and d* € 5},
FNg = |{l:d* € S, and d* ¢ S}}|.
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Then we can compute precision, recall, and F1-score for each domain as:

TPdk
Pp=—— 4.3
@ T TPy + FPy’ (43)
TPdk
Ry——_ ¢ 4.4
@ T TPy + FNy' (44)
Pdk . de
Flg=2. -4 4 45
d Pdk —|— de ( )

4.2.2 Slot Level Metrics

Similar to domain level metrics, for each slot sF in each domain d*, we first
compute TP, FP, and FN across the dataset:

TPy = |{l: (s5,05) € SF and (sF,0F) € 8],
FPy =|{l: (sf,vf) s Slk and (s'?,vk) e g;c}|,
k k

FNg = |{L: (s,0%) € SF and (sF,0) ¢ &},

The precision, recall, and F1-score for each slot are calculated as follows:

TP,

Pa = TPy + FPy’
ZTWPS? Z

By = TP, + FN,.'
Py Ry

Fle=2- Py Ry

4.2.3 Global Slot Level Metrics

In addition to individual domain and slot level metrics, we can calculate the
global metrics by accumulating the results from all individual slots:

n mg

TPglobal = Z Z TPsfa
k=11i=1
n mg

FPglobal = ZZFPsf’
k=11=1
n mg

FNglobal = ZZFNsi%

k=11i=1

where n is the total number of domains, m,, is the number of slots in the k-th
domain, and T' P, F P, and F' N, are the true positive, false positive, and false
negative counts for the %-th slot in the k-th domain, respectively.

With these global counts, the overall precision, recall, and F1-score are calcu-

lated as follows:
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TP, global

P, global —

TP, global + P, globa17
Rglobal = TPglObal )
TPglobal + FNglobal

Flglobal _9. P, global * Rglobal

P, global + Rglobal

4.2.4 Joint Goal Accuracy

Joint goal accuracy (JGA) is computed as the proportion of turns where the
entire dialogue state is correctly predicted:

{l . Sl == Sl}|

|
A= 4.
JG 7 (4.6)

4.3 Action Selection Metrics

In the action selection task, we aim to predict a set of actions for each dialogue
turn. We denoted the set of all possible actions as A. Suppose we have a test
dataset D' of L dialogue turns, where each turn [ consists of a predicted action
set 4; C A and the corresponding ground-truth action set A4, C A.

4.3.1 Action Level Metrics

For each possible action a in the action set A we calculate True Positives (TP),
False Positives (FP), and False Negatives (FN) across the D' as follows:

TP,=|l:a€ A and a € A,
FP,=|l:a¢ A and a € Ay,
FN,=|l:a€ A and a ¢ A4)].

We can then calculate precision, recall, and F1-score for each action as:

TP
P =9
¢ TP, +FP,’

B TP,
“ TP, +FN,’
Pa'Ra
Fl,=2.--2%2"92.
P,+ R,

4.3.2 Turn Level Accuracy

We can also define an accuracy metric on a turn level, where we consider a turn
as correct if the entire action set is predicted correctly:
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In this case, the predicted action set 4, is considered correct if it is precisely the
same as the ground-truth action set A;.

ACC = (4.7)

4.3.3 Macro Averaged Metrics

Additionally, macro-averaged versions of the precision, recall, and F1-score can
be calculated. These metrics compute the metric independently for each action
and then take the average (hence treating all actions equally):

macro = P
|A| Z
macro = Ra;

|A| z

F1 macro = Fl

P>

4.3.4 Weighted Averaged Metrics

The weighted-averaged versions of the precision, recall, and F1-score can be cal-
culated by giving more importance to the more frequent actions in the dataset.
The number of instances of that action in the dataset weights each action’s met-
ric. Let N, denote the total number of instances of action a in the dataset, and
N denotes the total number of instances. The weighted averages are defined as
follows:

Pweighted Z N Paa

aGA

Rweighted Z N Raa
aEA

Flweighted Z N Fl
aEA

In these formulations, actions with more instances contribute more to the over-
all metrics, making them beneficial when dealing with datasets with imbalanced
action distributions.

4.4 Model Training Details

We use the HuggingFace Transformers library! (Wolf et al., 2020) to implement
our models. We employ the ‘google/flan-t5-base’ model for dialogue state track-
ing and action generation. The FLAN T5 model (Chung et al., 2022) is a variant

'https://github.com/huggingface/transformers
’https://huggingface.co/google/flan-t5-base
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of the T5 (Raffel et al., 2020). Its configuration comprises 12 Transformer en-
coder and decoder layers, 12 attention heads, and a hidden size of 768. It has
a maximum positional embedding of 512, defining an upper limit on input size.
We further decreased the maximum input length to 260 tokens and the output
length to 230 tokens, as no examples in our dataset exceeded this limit. Any
input exceeding this limit is truncated to ensure compatibility. The dropout rate
for this model is 0.1. We use a learning rate of 1072

For the classification approach foraction selection, we utilize the ’roberta-
base’® model. RoBERTa (Liu et al., 2019) is an improved version of BERT
(Devlin et al., 2019). It includes 12 Transformer layers, 12 attention heads, and
a hidden size 768, with the same maximum input size and dropout rate as the
FLAN T5 model. We use a learning rate of 2 - 1075,

Both models are trained with the Adam optimizer (Kingma and Ba, 2017),
an efficient and widely-used method for training deep neural networks. Scripts
used for training the models are described in Appendix A.3. The trained models
are available at HuggingFace hub.*

3https://huggingface.co/roberta-base
‘https://huggingface.co/jaroslavsafar
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5. Results and Discussion

In this chapter, we present the results of our evaluation using both automatic
metrics (see Section 4.2, 4.3) and human evaluation. We present the results in
two main sections: results for dialogue state tracking in Section 5.1 and for action
selection in Section 5.2. The final Section 5.3 is dedicated to manual analysis.

5.1 Dialogue State Tracking Results

In this section, we present the performance of our dialogue state tracking (DST)
models, trained on various subsets of the available training dataset. Each model
is denoted as flan-t5-base-DST(r), where the parameter r signifies the relative
size of the training set D" used, as explained in Section 4.1.4.

Performance of baseline DST models: SGD-baseline (Rastogi et al., 2017) and
TRADE (Wu et al., 2019), on MultiWOZ 2.2 dataset as described by Zang et al.
(2020) are summarized in Table 5.1.

We evaluate the models using several metrics discussed in Section 4.2. These
include joint goal accuracy (JGA), global precision (Pgiopal), global recall (Rgiobal ),
and global F1 score (Flgoba). Table 5.2 summarizes our models’ performance on
the test dataset D'*'. As we can see, our approach is effective, as indicated
by the high scores across all metrics. As expected, the flan-t5-base-DST(1.0)
model, trained on the full training set D3 achieved the highest scores across
all metrics. However, both models trained on smaller datasets - specifically,
flan-t5-base-DST(0.5) and flan-t5-base-DST(0.3) - also showcase impressive per-
formance. The minimal decrease in scores as the size of the training set decreases
emphasizes our models’ robustness in data scarcity conditions.

This good performance is likely due to the power of the pre-trained Flan-T5
language model, which captures complex patterns in dialogue data. Even when
the training dataset is pruned, the model performs effectively in dialogue state
tracking due to its pre-training on a large corpus. This resilience against the size
of the training set demonstrates our approach’s potential in situations where the
availability of training data might be limited. All the evaluation scripts, metrics,
and results are in the attached files described in Appendix A.3.

Model JGA
TRADE 0.454
SGD-baseline | 0.420

Table 5.1: Performance of baseline DST models based on the JGA metric. Source:
Table 4 of Zang et al. (2020)

5.2 Action Selection Results

In this section, we present the results of the action selection models trained on var-
ious subsets of the training data. Each model is referred to as flan-t5-base-AS(r)

o4



Model JGA Pglobal Rglobal Flglobal
flan-t5-base-DST(1.0) | 0.736 | 0.984 | 0.969 0.977
flan-t5-base-DST(0.5) | 0.723 | 0.983 0.968 0.975
flan-t5-base-DST(0.3) | 0.702 | 0.981 0.965 0.973

Table 5.2: Performance of DST models trained on different subsets of the training
set. JGA denotes joint goal accuracy, Pyoba refers to global precision, Rgiopal is
global recall, and F'lgpa stands for global F1 score. All models are evaluated
with ground-truth dialogue state from the previous turn S;_; on the input.

or roberta-base-AS(r), for generative or classification based models respectively,
where r indicates the relative size of the training set DY used.

The models were evaluated using metrics described in Section 4.3, including
turn level accuracy (ACC), weighted average versions of precision, recall, and F1
score (Py, Ry, Fly), and macro average versions of the same metrics (Py,, Ry,
F1,). The performances of these models on the test dataset D" are summarized
in Table 5.3.

Model ACC | Py Ry Fl, | Pm R F1,,
flan-t5-base-AS(1.0) 0.197 | 0.517 | 0.480 | 0.465 | 0.281 | 0.228 | 0.226
flan-t5-base-AS(0.5) 0.192 | 0.503 | 0.489 | 0.466 | 0.257 | 0.230 | 0.220
flan-t5-base-AS(0.3) 0.198 | 0.509 | 0.491 | 0.466 | 0.261 | 0.232 | 0.224
flan-t5-base-AS(1.0)* | 0.194 | 0.502 | 0.471 | 0.455 | 0.263 | 0.221 | 0.217
(0.5)
3)

flan-t5-base-AS * 10.190 | 0.496 | 0.484 | 0.461 | 0.249 | 0.226 | 0.215
flan-t5-base-AS( * 0.194 | 0.496 | 0.480 | 0.455 | 0.249 | 0.224 | 0.215
roberta-base-AS
roberta-base-AS
roberta-base-AS
roberta-base-AS
roberta-base-AS
roberta-base-AS

1

0.
0.
1.
0.
0.

0) |0.184 | 0.515 | 0.425 | 0.449 | 0.227 | 0.161 | 0.176
5) 10.168 | 0.499 | 0.421 | 0.446 | 0.218 | 0.162 | 0.178
3) |0.146 | 0.461 | 0.340 | 0.373 | 0.175 | 0.109 | 0.125
0)* | 0.182 | 0.507 | 0.422 | 0.444 | 0.217 | 0.159 | 0.172
5)
3)

*10.167 | 0.490 | 0.413 | 0.436 | 0.218 | 0.159 | 0.175

1.
(0.
(0.
(1.
(0.
(0.3)* | 0.146 | 0.461 | 0.337 | 0.370 | 0.177 | 0.108 | 0.124

Table 5.3: Performance of action selection models trained on different subsets
of the training set. ACC denotes turn level accuracy, Py, Ry, F1,, refer to the
weighted average versions of precision, recall, and F1 score respectively, and P,
R, F1,, are the macro average versions of the same metrics. The models marked
with * are evaluated with the input containing the dialogue state generated from
the corresponding DST model flan-t5-base-DST trained on the same dataset (with
the same r), representing the actual use in the real setting. Models without *
are evaluated in a standard way, with the input containing only the ground-truth
values.

It is crucial to highlight that the task of action selection is challenging. The
full training dataset D" encompasses 248 possible actions. As described in
Section 4.1.6, we pruned the action space to use only those actions with the
support of at least 10, resulting in 210 actions. For smaller datasets D{2™ and
Drain | the action space is typically pruned more, but the overall action set remains
large, with at least 200 actions. Thus, selecting actions is difficult from the point
of view of machine learning tasks. Particularly in the classification setting as a

multi-label classification into more than 200 classes. Hence, the metric scores of
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the action selection models is not as high as those of the DST models.

When comparing the models’ performances, we note a few significant patterns.
Firstly, as expected, both generative (flan-t5) and classification (roberta-base)
models perform better when trained on a larger dataset, which suggests that
having more training data is beneficial.

When comparing models trained on the same subset of data, the generation
models consistently outperform the classification models across all metrics. This
can be attributed to the generation model’s capacity to generate new sequences,
making them more versatile and capable of handling unseen situations during
training.

Another interesting observation is the comparison between models evaluated
with ground-truth dialogue state and the ones evaluated with the dialogue state
generated from the corresponding DST model (models denoted *) that was trained
on the same train dataset D", As expected, models evaluated with the ground-
truth dialogue state perform better. The drop in performance for models using
generated states highlights the cumulative error in a dialogue system where the
output of one module serves as the input for the next. However, the relatively
small difference between the performances underlines our models’ robustness and
ability to operate despite the uncertainty introduced by previous modules.

Notably, the ACC metric used in our evaluation is a strict one. It expects an
exact match between the predicted and the ground-truth action sets. The ACC
value approaching 20% for the flan-t5-base-AS(1.0) is a good result considering
this context. The distribution of actions is also incredibly unbalanced, introducing
additional complexity into the learning process. The details about the support
for each action are provided in the Appendix A.1, and all the metrics and results
are in the attached files described in Appendix A.3.

In conclusion, while the task of action selection in the setting of MultiWOZ
with a considerable action space is challenging, the performance of the proposed
models shows their ability to tackle this complex task.

5.3 Manual Analysis

We conducted a human evaluation of a subset of the model’s predictions and com-
pared them to the ground truth, which allowed us to understand the qualitative
performance of the models. One such analysis is shown in the Appendix A.2.

Dialogue State Tracking

The generative DST modes are generally very good at predicting the state of
the dialogue based on the user’s utterance, context, and the previous state. They
can understand and keep track of complex conversations involving multiple topics
(like booking a train, finding a hotel, or making restaurant reservations). They
correctly identify and encode crucial information (like dates, destinations, and
preferences) in the predicted dialogue state. We encountered only a few examples
where the prediction was wrong, and the mistake was usually only at one slot,
allowing the overall dialogue state to represent the information very well.
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Action Selection

Predicting the appropriate system actions is a more challenging task. Both gen-
erative and classification models do reasonably well, but they often miss some
actions or predict extraneous ones. The classification model is more accurate in
predicting necessary actions than the generative model. The generative model
sometimes predicts actions that provide more information than the user has re-
quested, indicating a potential over-generation issue.

Both models struggle with complex user utterances involving multiple requests
or steps. The models often miss some actions required to address these complex
queries fully. This suggests the need for improvement in handling nuanced or
multi-step user requests. A key limitation is that the models only sometimes
fully understand the context or user intent, leading to missed or incorrect actions.
For example, they might fail to provide necessary information or request more
information without reason. Also, the models occasionally fail to adapt to the
conversational flow and produce actions that feel somewhat out of place. Such
behavior is expected because the models were trained in a supervised setting,
and their training goal was to predict actions at a turn level. Finetuning the
models using RL techniques to create a full policy would undoubtedly improve
the performance of action selection models.
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6. Conclusion

In this thesis, we presented a study on using pretrained neural architectures for
practical dialogue management. The primary aim was to study approaches to
dialogue management for practical applications, focusing on two fundamental
modules of dialogue systems: dialogue state tracking (DST) and action selection.
Three models were proposed and evaluated, trained on varying dataset sizes which
allowed an exploration of the model’s performance under data-limited conditions.

For the DST task, we introduced the generative model flan-t5-base-DST(1.0),
which utilized the robustness of the T5 pretrained language model (Raffel et al.,
2020; Chung et al., 2022) to generate a custom text representation of the current
dialogue state based on the user utterance, context, and text representation of
the previous dialogue state. This model achieved impressive results, achieving a
joint goal accuracy (JGA) of 74% (Table 5.2), the highest across all evaluated
models, and demonstrated a remarkable ability to process and encode complex
details from the current user utterance, context, and previous dialogue state,
consequently generating an accurate, updated dialogue state.

The action selection task contained two separate models: a generative model
flan-t5-base-AS(1.0) also based on the T5 pretrained language model (Raffel et al.,
2020; Chung et al., 2022), and a classification RoOBERTa (Liu et al., 2019) based
model roberta-base-AS(1.0). These models used similar input as the DST model,
specifically, the user utterance, context, the current dialogue state (which would,
in a real-world setting, be the output of the DST model), and database count
information to select delexicalized actions to execute by the system. Despite the
inherent challenges of the task, given the large number of possible actions and
the complexity of the conversational context, both models showed reasonable
performance.

While the models demonstrated potential in handling the complexities of di-
alogue management, their limitations are equally vital for subsequent research.
The task of action selection, in particular, showed that these models struggle with
complex or multi-step user requests. They are prone to miss or misinterpret ac-
tions that are not immediately apparent or direct, leading to a less-than-optimal
response. This observation reveals the necessity of incorporating tools for more
holistic and forward-looking approaches to handling dialogues.

Using supervised learning to train our models was an intended choice driven
by our objective to build practical dialogue management. This approach is com-
monly employed as an initial step in creating practical dialogue systems, providing
a foundation that can be further improved with other techniques. One area for
further research is the application of reinforcement learning (RL) to improve the
performance of action selection models, transforming them into policies that can
look ahead to achieve task completion. The RL approach, however, requires a
fully functioning dialogue system capable of interacting with users or simulations
to train. A well-performing supervised model as a starting point is also a pre-
ferred scenario. Another possible area for future research is exploring the use of
lexicalized actions. Delexicalized actions, while beneficial for the current scope
of the work, contain only part of the complete information about the action.
However, a model that predicts delexicalized actions well is a prerequisite for an
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effective lexicalization process.

In conclusion, this thesis demonstrated the potential and limitations of apply-
ing pretrained language models to practical dialogue management. The proposed
models, especially for DST, have achieved notable success and show promise for
future applications and improvements.
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such as words, tokens, or items, into a vector of continuous values. This
mapping allows these objects to be represented in a way that captures
semantic or contextual meaning. In NLP, word embeddings represent words
in a high-dimensional space where the distance and direction between words
indicate their semantic relationship. 19, 27

feed-forward neural network A feed-forward neural network, or FNN, is an
artificial neural network where connections between the nodes do not form
a cycle. The information in a feed-forward network moves in only one
direction, forward, from the input layer, through the hidden layers, to the
output layer. 16

language model A type of statistical model that is used to predict the proba-
bility of a sequence of words or generally tokens. 10, 11, 34

logits In machine learning, logits are the raw, non-normalized predictions a
model produces. In the context of neural networks, logits often refer to
the vector of raw predictions that a classification model generates before
passing through an activation function, such as a softmax or sigmoid func-
tion, which transforms the logits into probabilities. 20

Markov assumption In the context of language models, the Markov assump-
tion states that the probability of a token in a sequence is dependent only
on a fixed number of previous tokens, rather than all the preceding tokens.
10, 12

maximum likelihood A statistical method or function that is used for estimat-
ing the values of the parameters of a model from data so that these data
are the most probable. 11

n-gram A contiguous sequence of n items, such as words or tokens. N-grams are
widely used in natural language processing and computational linguistics.
10-12
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natural language generation The part of a dialogue system that transforms
the representation of the system’s intended response into a coherent and
natural-sounding text. 4, 8

natural language processing A field of artificial intelligence that focuses on

the interaction between computers and humans through natural language.
9, 23, 26

natural language understanding The component of a dialogue system which
interprets the meaning of the input text. 4, 7, 27

recurent neural network Recurrent neural networks (RNNs) are a type of ar-
tificial neural network designed to recognize patterns in data sequences, such
as text, genomes, or sound. Unlike feed-forward neural networks, RNNs can
use their internal state (memory) to process sequences of inputs. 17, 27

speech synthesis Speech synthesis, also known as text-to-speech (TTS), is the
process of converting written text into spoken words. This technology is
critical for spoken dialogue systems, enabling them to communicate with
users in natural language speech. 8, 9

token In the context of natural language processing, a token typically refers to
the smallest unit of processing in a language model. Depending on the
actual model, a token could represent an individual word, a subword, or
even a single character. The process of converting text into such tokens is
referred to as tokenization. 10, 19

topological ordering In the context of a DAG, a topological ordering is a linear
ordering of its nodes such that for every directed edge (u,v) from node u
to node v, u comes before v in the ordering. 13

transformer An architecture introduced in the ”Attention is All You Need”
paper by Vaswani et al., 2017. It is based on self-attention mechanisms and
feed-forward networks. The architecture includes an encoder and a decoder,
each composed of a stack of identical layers.. 12, 19, 34, 35, 39

turn In a conversation, a turn refers to the opportunity for a participant to
speak or respond. In task-oriented dialogue systems, turns are typically
alternated between the user and the system. 7

utterance An utterance is a continuous block of speech or text from one par-

ticipant in a conversation. It represents a coherent expression of a single
thought or idea. 7
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A. Attachments

A.1 Action support

Table A.1: Actions and their support.

Action Support | Supported
general-reqmore 10866 True
general-bye 7288 True
booking-inform 4314 True
booking-book(ref) 3919 True
general-welcome 3882 True
restaurant-inform(name) 3043 True
hotel-inform(choice) 2837 True
train-inform (leaveat) 2584 True
hotel-inform(name) 2495 True
restaurant-inform(choice) 2460 True
train-inform(trainid) 2370 True
restaurant-inform(food) 2359 True
restaurant-inform (area) 2235 True
hotel-inform(type) 2165 True
train-inform(arriveby) 2141 True
train-offerbook 2050 True
attraction-inform(name) 1946 True
restaurant-inform (pricerange) 1890 True
hotel-inform(area) 1738 True
hotel-inform (pricerange) 1680 True
attraction-inform(area) 1651 True
hotel-request (area) 1601 True
attraction-inform(choice) 1591 True
general-greet 1585 True
train-offerbooked (ref) 1552 True
restaurant-inform(address) 1530 True
train-inform(choice) 1480 True
attraction-inform(address) 1469 True
taxi-inform(type) 1464 True
attraction-inform(type) 1463 True
taxi-inform(phone) 1451 True
train-request(leaveat) 1426 True
attraction-inform(entrancefee) 1418 True
restaurant-request(food) 1394 True
hotel-inform(stars) 1380 True
attraction-inform(phone) 1328 True
booking-request (bookday) 1266 True
hotel-recommend (name) 1230 True
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Table A.1: Actions and their supports (continued)

Action Support | Supported
train-inform(destination) 1222 True
attraction-inform(postcode) 1201 True
restaurant-inform(phone) 1194 True
restaurant-recommend (name) 1186 True
train-request(departure) 1177 True
train-request(day) 1173 True
hotel-inform(internet) 1170 True
attraction-recommend(name) 1123 True
train-request(destination) 1101 True
hotel-inform(parking) 1091 True
booking-book(name) 1081 True
train-inform(departure) 1052 True
hotel-request (pricerange) 1020 True
train-offerbooked(price) 1001 True
train-inform(price) 895 True
booking-nobook 894 True
restaurant-request (area) 845 True
hotel-inform (address) 782 True
booking-request(bookpeople) 763 True
train-request(arriveby) 745 True
booking-book(bookday) 744 True
train-inform(day) 735 True
restaurant-inform(postcode) 731 True
train-inform(duration) 730 True
booking-request(booktime) 691 True
booking-request(bookstay) 690 True
restaurant-request(pricerange) 686 True
attraction-request(type) 676 True
restaurant-nooffer 666 True
booking-book(bookpeople) 664 True
attraction-request(area) 646 True
taxi-request(leaveat) 557 True
taxi-request(departure) 542 True
hotel-inform(phone) 538 True
restaurant-nooffer(food) 516 True
hotel-inform(postcode) 512 True
booking-book(booktime) 476 True
train-request(bookpeople) 455 True
hotel-select 451 True
taxi-request(destination) 416 True
restaurant-select 408 True
booking-book(bookstay) 399 True
hotel-nooffer(type) 395 True
train-offerbooked(trainid) 346 True
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Table A.1: Actions and their supports (continued)

Action Support | Supported
hotel-recommend (area) 335 True
attraction-recommend (entrancefee) 327 True
taxi-request(arriveby) 324 True
attraction-recommend(address) 324 True
hotel-request(stars) 312 True
train-offerbooked(bookpeople) 311 True
restaurant-recommend(food) 303 True
hotel-nooffer 297 True
restaurant-recommend (area) 292 True
restaurant-nooffer(area) 292 True
hospital-inform(address) 289 True
attraction-recommend (area) 278 True
hotel-recommend(pricerange) 268 True
attraction-nooffer(area) 267 True
attraction-nooffer(type) 254 True
hospital-inform(phone) 251 True
hospital-inform(postcode) 247 True
hotel-recommend (stars) 244 True
restaurant-recommend (pricerange) 242 True
police-inform(phone) 234 True
hospital-inform(name) 231 True
booking-inform(name) 228 True
train-select 223 True
hotel-select(type) 223 True
police-inform(postcode) 211 True
hotel-request(parking) 210 True
hotel-request(type) 210 True
police-inform(address) 209 True
attraction-select 205 True
hotel-nooffer(area) 195 True
hotel-nooffer(stars) 189 True
train-offerbooked(leaveat) 185 True
taxi-inform(departure) 183 True
restaurant-recommend (address) 182 True
restaurant-select(food) 170 True
hotel-nooffer(pricerange) 167 True
attraction-recommend(type) 163 True
hotel-request (internet) 162 True
hotel-recommend(type) 160 True
hotel-recommend (internet) 156 True
taxi-inform(destination) 154 True
taxi-inform(leaveat) 149 True
train-offerbook (trainid) 145 True
restaurant-nooffer(pricerange) 145 True
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Table A.1: Actions and their supports (continued)

Action Support | Supported
hotel-recommend(parking) 143 True
attraction-recommend(postcode) 135 True
train-offerbook(leaveat) 128 True
police-inform(name) 126 True
attraction-recommend(phone) 122 True
hotel-recommend (address) 118 True
train-offerbooked (arriveby) 102 True
hotel-select(pricerange) 99 True
taxi-inform(arriveby) 98 True
train-offerbooked(departure) 91 True
attraction-nooffer 91 True
attraction-request(name) 90 True
train-offerbook(arriveby) 89 True
train-offerbooked(destination) 88 True
booking-book 87 True
attraction-select(type) 84 True
train-inform(ref) 83 True
restaurant-select(pricerange) 83 True
hospital-request(department) 79 True
hotel-select(area) 78 True
hospital-inform(department) 75 True
restaurant-select(area) 75 True
restaurant-select(name) 73 True
train-offerbooked(day) 72 True
hotel-request(name) 70 True
booking-nobook(name) 69 True
booking-inform(bookday) 67 True
attraction-request(entrancefee) 64 True
hotel-select(name) 64 True
restaurant-recommend (phone) 60 True
restaurant-inform (ref) 59 True
booking-nobook(bookday) 58 True
booking-inform(bookpeople) 58 True
booking-nobook(booktime) 52 True
train-select (leaveat) 48 True
restaurant-request(name) 46 True
hotel-inform (ref) 46 True
restaurant-recommend (postcode) 46 True
hotel-select(stars) 45 True
train-offerbook(destination) 42 True
general-thank 42 True
hotel-inform 41 True
taxi-inform 39 True
train-nooffer 38 True
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Table A.1: Actions and their supports (continued)

Action Support | Supported
restaurant-inform 38 True
hotel-recommend(postcode) 33 True
train-offerbook(departure) 33 True
train-nooffer(leaveat) 32 True
train-offerbook(bookpeople) 30 True
hotel-recommend(phone) 29 True
booking-nobook(bookstay) 29 True
hotel-select(choice) 28 True
train-offerbooked 28 True
hotel-nooffer(parking) 27 True
attraction-select(area) 27 True
booking-inform(booktime) 26 True
attraction-inform 26 True
attraction-select(name) 26 True
train-offerbook(day) 25 True
hotel-nooffer(internet) 25 True
train-select(arriveby) 24 True
attraction-select(entrancefee) 24 True
booking-inform(bookstay) 23 True
train-inform 22 True
train-select (trainid) 21 True
train-offerbook(price) 20 True
train-nooffer(departure) 18 True
booking-nobook(bookpeople) 17 True
train-nooffer(destination) 17 True
train-select(departure) 16 True
train-select(day) 15 True
restaurant-select (choice) 15 True
restaurant-recommend(choice) 14 True
train-nooffer(day) 14 True
booking-nobook(ref) 13 True
booking-inform(ref) 13 True
attraction-inform(openhours) 12 True
hotel-recommend 12 True
attraction-recommend (choice) 11 True
hotel-select(parking) 11 True
train-select(destination) 11 True
restaurant-recommend 11 True
train-inform(bookpeople) 10 True
hotel-select(internet) 10 True
train-offerbooked(duration) 9 False
hotel-recommend(choice) 9 False
hotel-nooffer(name) 8 False
taxi-request(bookpeople) 8 False
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Table A.1: Actions and their supports (continued)

Action Support | Supported
train-offerbook(choice) 8 False
train-offerbook(duration) 8 False
attraction-recommend 7 False
train-nooffer(arriveby) 6 False
train-select(choice) 5 False
restaurant-select(address) 5 False
attraction-select(choice) 5 False
hotel-nooffer(choice) 4 False
attraction-nooffer(name) 4 False
restaurant-nooffer(name) 4 False
train-offerbook(ref) 3 False
attraction-recommend(openhours) 3 False
train-offerbooked(choice) 3 False
booking-request 2 False
train-nooffer(trainid) 2 False
train-nooffer(choice) 2 False
hotel-select(address) 2 False
taxi-request 2 False
train-select(bookpeople) 2 False
attraction-select(phone) 1 False
restaurant-nooffer(choice) 1 False
hotel-select(phone) 1 False
taxi-request(type) 1 False
train-select(price) 1 False
attraction-nooffer(choice) 1 False
taxi-inform(choice) 1 False
police-inform 1 False
train-request 1 False
taxi-request(bookday) 1 False
attraction-request(phone) 1 False
attraction-select(address) 1 False
restaurant-request 1 False
attraction-nooffer(address) 1 False

A.2 Dialogue Analysis Example

Following is the example and analysis of 3 first turns of a dialogue that shows
the effectiveness of the DST model (trained on the entire train dataset) and the
shortcomings of action prediction models:

1. User uterance:
“We need to find a guesthouse of moderate price.”
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Context:
None in this turn, as this is the first user utterance in the dialogue.

Reference string state:
“hotel - intent: find_hotel, pricerange: moderate, type: guesthouse”

This is a summary of the key attributes of the hotel that the user
wants to find. In this case, they're looking for a hotel, specifically a
guesthouse, in a moderate price range.

Predicted string state:
“hotel - intent: find_hotel, pricerange: moderate, type: guesthouse”

The predicted state matches the reference state, which means the
model correctly understood the user’s intent and the specifications
they’re looking for in a hotel.

Reference actions:

— hotel-request(area)
— hotel-request(stars)
These actions indicate that the system should be requesting more in-

formation about the area and star rating of the guesthouse that the
user wants to find.

Predicted actions using generative model:

— hotel-inform(choice)
— hotel-inform(pricerange)
— hotel-inform(type)
— hotel-request (area)
The predicted actions include informing the user about choices, the

price range, and type of guesthouses, and also includes a request for
more information about the area, like in the reference actions.

Predicted actions using classification model:

— hotel-inform(choice)

— hotel-request (area)

The classification model predicted actions include informing the user
about choices and requesting more information about the area. Unlike
the generative model, it doesn’t include actions to inform about the
price range and type.

. User utterance:
“I would like it to have a 3 star rating.”

Context:
“I can help you with that. Do you have any special area you would
like to stay? Or possibly a star request for the guesthouse?”

Here, the system asks for more details about the guesthouse, including
the desired star rating. The user responds by expressing a preference
for a 3-star guesthouse.
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Reference string state:

“hotel - intent: find_hotel, pricerange: moderate, stars: 3, type: guest-
house”

This state indicates that the user is still looking for a hotel, with the
additional specification that they want a 3-star guesthouse.

Predicted textual state:
“hotel - intent: find_hotel, pricerange: moderate, stars: 3, type: guest-
house”

The predicted state matches the reference state, indicating that the
model has correctly incorporated the user’s newly expressed preference
for a 3-star guesthouse.

Reference Actions:
— booking-inform
— hotel-inform(area)
— hotel-inform(name)
— hotel-inform(stars)
— hotel-inform(type)
These actions suggest that the system should provide some information

related to booking, and about the area, name, star rating, and type of
the hotel.

Predicted actions using generative model:

— hotel-inform(choice)
— hotel-inform(pricerange)
— hotel-inform(stars)
— hotel-inform(type)
— hotel-request(area)
The generative model’s predictions are partly aligned with the refer-

ence, although it includes an action to request information about the
area and doesn’t include the action to provide booking information.

Predicted actions using classification model:

— hotel-inform(choice)
— hotel-inform(type)
The classification model’s predictions are more limited and do not

include actions to provide information about the area, the name, or
the star rating of the hotel, nor about booking.

. User utterance:
“Yes, please, for four people.”

Context:
“The Bridge Guest House is a 3 star guesthouse. It is in the south
area. Would you like to book a room?”

In response to the system’s suggestion and booking query, the user con-
firms their interest in booking a room for four people at the suggested
guesthouse.
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e Reference string state:
“hotel - bookpeople: 4, intent: book_hotel, name: bridge guest house,
pricerange: moderate, stars: 3, type: guesthouse”
The reference state indicates that the user intends to book a hotel for
four people. The specific hotel, the Bridge Guest House, is a moder-
ately priced 3-star guesthouse.

o Predicted string state:
“hotel - bookpeople: 4, intent: book_hotel, name: bridge guest house,
pricerange: moderate, stars: 3, type: guesthouse”

The predicted state matches the reference state, indicating that the
model correctly understood the user’s booking intent, hotel choice,
and number of people for the booking.

« Reference actions:
— booking-request(bookpeople)
The reference action indicates that the system should process the re-
quest to book a room for four people.
e Predicted actions using generative model:

— booking-request(bookday)
— booking-request(bookstay )

The generative model incorrectly predicts actions to request booking
day and duration, while the user already confirmed the booking for
four people.

e Predicted actions using classification model:

The classification model does not predict any actions, indicating that
it has failed to capture the user’s intent to book a room for four people.

A.3 Source Code Description and Usage

This section provides a brief overview of the source code used for training and
evaluation of our models. For a more detailed understanding of the code, we rec-
ommend direct examination of the Python scripts and associated documentation
within the source code.

The codebase used for training and evaluation of our models is structured as
follows (Figure A.1): the root directory of the project, project_root, contains
the following subdirectories and files:

e requirements.txt is used to install packages into a Python environment.
To install the required packages, you can call

pip install -r requirements.txt
o src: Contains all source Python scripts for model training and evaluation.

Important scripts to note are:
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— main_action_classification.py,
— main_action_generation.py,

— main_state_update.py,

evaluate_pipeline.py.

These scripts accept several command-line arguments, as described
below.

o data: Contains the following:

— cache: A cache for the dataset. If this does not exist, it will be created.
— database: Contains JSON files with database entries for each domain.

— actions_support.csv: A CSV file with the values in Appendix A.1.
» models: Stores trained models.

e results: Saves metrics and results of evaluations.

If you’re interested in the output of our models, we recommend examining
the contents of the results folder. This directory contains subdirectories
named test<r>, where <r> is the ratio of the training dataset that the
model was trained on (30, 50, or 100). Each test<r> folder contains two
subfolders:

— generated_state: Contains results for action selection models using
the generated dialogue state as input.

— ground_true_state: Contains results for action selection models us-
ing the ground-truth dialogue state as input.

Each of these subfolders includes metrics and results:

* test_action cla metrics.csv,
* test_action_gen metrics.csv,
* test_state_metrics.csv

* test_results. json,

* test_results.csv,

* test_results_subset.json

* test_results_subset.csv.

A.3.1 evaluate_pipeline.py

This script is used for evaluating the models. An example of running this script
in a terminal is:

python evaluate_pipeline.py

--state_model name or_path "[DST_model]"
--action_cla_model name or_path "[AS classification_model]"
--action_gen model name_or_path "[AS_generation_model]"
--use_predicted_states False
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--save_path "../results/test_all/ground true_state"
-—dataset_name ’test’

--random_seed 42

--data_path "../data"

A.3.2 main action _classification.py

This script is used for training the action classification model. The command to
run this script in a terminal is:

python main_action_classification.py
--model name_or_path ’roberta-base’
--model_root_path "../models/action_classification"
--local model False

-—tokenizer name ’roberta-base’
-—train subset size 1.0

--batch_size 32

--max_seq_length 509

-—epochs 30

--learning_rate 2e-5
--early_stopping patience 15
--data_path "../data"

A.3.3 main_action_generation.py

This script is used for training the action generation model. Example command:

python main_action_generation.py
--model_name_or_path ’google/flan-t5-base’
--model_root_path "../models/action_generation"
--local model False

—--tokenizer_name ’google/flan-t5-base’
--train_subset_size 0.5

--batch_size 16

--max_source_length 260
--max_target_length 230

—--epochs 50

--learning rate le-4

-—early_stopping patience 20

--data_path "../data"

A.3.4 main_state_update.py

This script is used for training the DST model. Example command:

python main_state_update.py
--model_name_or_path ’google/flan-t5-base’
--model_root_path "../models/state"
--local_model False
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--tokenizer_name ’google/flan-t5-base’
--train_subset_size 0.5

--batch _size 16

--max_source_length 260
--max_target_length 230

—-—epochs 50

--learning rate le-4

--early_stopping patience 15
--data_path "../data"

Please refer to the individual scripts for more detailed information about each
argument.
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project_root

— requirements.txt
— srC

— main_action_classification.py
— main_action_generation.py

— main_state_update.py

L evaluate_pipeline.py
— data

cache

database

actions_support.csv

— models

L

— results

model _files

— test30

generated_state

ground_true_state

— testb0

generated_state

ground_true_state

— test100

generated _state

ground_true_state

Figure A.1: Directory structure of the project.
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