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Abstract

Will technological progress increase unemployment? Despite numerous at-
tempts by researchers to answer this question, a consensus has yet to be reached
since the findings provide contradicting results. To address this issue, we collect
516 estimates from 43 different studies and distinguish them on 31 characteris-
tics to find the true net effect of technology advancements on employment. We
observe almost negligible underlying effect based on multiple linear tests while
discovering strong negative publication bias. Moreover, based on the Bayesian
Model Averaging method, we identify eight factors significantly influencing the
estimates of the effect - instrumental variable regression, group of other tech-
nology indicators, regional data, trends, journal impact, developed country,

manufacturing and high-skill labour.
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Abstrakt

Zvysi technologicky pokrok nezaméstnanost? Prestoze se mnoho vyzkumniki
snazilo na tuto otazku odpovédét, dosud nebylo dosazeno konsensu, nebof
autori poskytuji protichudné vysledky. Pro vyfeseni tohoto problému jsme
shromazdili 516 odhadu z 43 rtznych studii, které odliSujeme na zakladé 31
charakteristik, abychom zjistili skute¢ny efekt technologického pokroku na za-
meéstnanost. Na zakladé riznych linedrnich testii pozorujeme témér zaned-
batelny efekt, zatimco odhalujeme silny negativni vliv publika¢ni selektiv-
ity. Navic, s vyuzitim bayesovského primeérovani modeld, identifikujeme osm
faktorti, které vyznamné ovliviuji odhady tohoto efektu - regrese instrumen-
talni proménné, skupinu dalsich ukazateli technologie, regionédlni data, trendy,
dosah casopisu, rozvinutou zemi, vyrobu a pracovni silu s vysokymi dovednos-

tmi.
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Chapter 1
Introduction

Whether technology is capable of replacing workers in their jobs has been a
subject of debate, especially since the Industrial Revolution. Until now, the
number of jobs lost to invention seemed to be proportionally balanced by the
number of jobs created, taking into account the growing population. How-
ever, in the last few decades, we have witnessed an unprecedented surge in
technological advancements in the form of computers, robots and the internet.
Moreover, since the end of 2022, with the introduction of advanced Artificial
Intelligence (AT) technologies, such as the ChatGPT chatbot, people have been
more concerned than ever due to its impressive capabilities and widespread
adoption. The implications of technological progress on employment are not
only a subject of academic research but also a matter of public concern and
policy debate. Understanding its relationship is crucial for policymakers, busi-
nesses, and individuals in order to make informative decisions, market policies,
or strategies for workforce reskilling and preparation. In recent years many
researchers have tried to answer the fundamental question: Will technologi-
cal progress increase unemployment? However, the conclusive answer remains
unclear.

This thesis aims to summarise existing empirical literature analysing the
effect of technological progress on employment and offer valuable insights into
the complex relationship between technology, employment, and the drivers that
influence their interaction. Through a meta-analysis and the utilisation of vari-
ous statistical approaches, the objective is to offer insight that might contribute
to informed discussions and evidence-based policymaking. Meta-analysis is a
method that is able to combine all relevant studies to empirically estimate

the net effect on employment and identify potential drivers. Furthermore, ad-
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ditional statistical tests can help uncover any publication bias resulting from
the selectivity of published studies based on their results. Our meta-analysis
includes a range of linear tests to investigate potential publication bias and
applies Bayesian Model Averaging (BMA) to explore heterogeneity. Our find-
ings reveal a negligible effect of technological advancements on employment,
accompanied by significant publication bias. At the same time, the estimates
exhibit differences from the control variables, suggesting shifts in the labour
market.

The remaining thesis sections are organized as follows: Chapter 2 provides
an overview of the topic and meta-analysis background. Chapter 3 outlines our
data collection methodology and presents initial analyses. Chapter 4 applies
different statistical tests to examine publication bias and presents the corre-
sponding results. Chapter 5 introduces the BMA method, presents its outcomes,
and explains the variables used. Finally, Chapter 6 offers a conclusion to the

thesis.



Chapter 2

Literature Review

2.1 Explaining technology

The literature addressing the displacement of workers due to automation and
technological advances varies in many respects. This variability can be at-
tributed to the complexities involved in adequately capturing and defining tech-
nological progress, as finding a universal measure to fully explain this process
proves to be quite difficult.

One approach is to capture the increase in the use of robots. Acemoglu
& Restrepo (2020), for example, used industry-level variation in the usage of
robots, and Borjas & Freeman (2019) chose the number of industrial robots
shipped to each industry as a benchmark. The impact of robots is easy to in-
terpret because their implementation leads to pure automation, which directly
affects the labour market.

Another popular method uses Information and Communication Technol-
ogy (ICT) as a benchmark. The impact is always present, whether it is the
expansion of broadband internet access (e.g. Atasoy 2013) or the investments
in digitisation (e.g. Balsmeier & Woerter 2019). Although it is somewhat am-
biguous how net employment changes in the context of ICT, it is still the most
widely used method overall.

Innovation is also a helpful indicator. In general, there are two types of
innovation: process and product innovation. The former is usually negatively
correlated with employment, while the latter tends to affect it positively. Some
researchers include both types in their studies (Capello & Lenzi 2013; Falk
2015). When both effects are present, they cancel each other out, resulting in
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a minor net employment change. However, some studies describe only one of
them, usually process innovation, as could be found in Dachs et al. (2016).

The last major group of studies focuses on productivity. Total Factor Pro-
ductivity (TFP) captures the impact of technological progress, innovation and
other factors that increase the efficiency of the production process. It was
popularised by Solow (1956) and is still present in today’s papers. One of
the authors dealing with unemployment based on this method are Autor &
Salomons (2018).

There are also other approaches explaining technological progress that do
not fall into any of the previous categories, such as measuring Research and
Development (R&D) activities (e.g. Bogliacino & Pianta 2010) or the number
of patents registered or cited (e.g. Autor & Salomons 2018).

2.2 Understanding the impact

The idea of technology-driven unemployment suggests an overall decline in job
opportunities available. However, the impact of technological progress could
be divided into two components - job creation and job destruction. These two
tend to work against each other, and it is the result of their combination that
interests us most. Nevertheless, it is not easy to capture both in a general re-
gression. That is why many studies distinguish between the skills of the workers
(e.g. Balsmeier & Woerter 2019; Autor et al. 1998), their age (e.g. Blanas et al.
2019), the industry in which they work (e.g. Cirillo 2017; Breemersch et al.
2019) or their gender (e.g. Borjas & Freeman 2019; Blanas et al. 2019).

These distinctions are essential for the explanation of shifts in the labour
market. The categorisation makes it possible to capture the decline in job
opportunities on the one hand and the increase on the other. The results
usually show that job destruction is more common among the low-skilled group,
which is logical if we assume that high-skilled workers are more adaptable. It
is also consistent with the industry in which they work. The negative impact is
more pronounced in manufacturing than in any other sector, where low-skilled
workers are more prevalent. Based on the observations, women also seem to be
a group that is more negatively affected by technological progress. However,
some researchers come to the opposite conclusion (Faber 2020; Fu et al. 2021).

Another important factor that might influence the results of the studies
is the level of analysis. Acemoglu & Restrepo (2020) examine data at the

employee level, while Piva & Vivarelli (2004) are more interested in the firm
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level. The studies also include some other levels, such as region, country or
occupation. Although it may not be clear what implications each level of
analysis has, it should be taken into account. Interestingly, when comparing 37
different countries, de Vries et al. (2020) found that the introduction of robots
reduces the employment share of routine manual jobs in high-income countries
but not in emerging economies. Comparing the two, Fu et al. (2021) found that
the developed countries had a more positive effect on the employment share,
so it seems that the effect on developing countries is not that significant either
way.

Some researchers argue that the negative impact on net employment is only
in the short run because the displacement effect, unlike the creation effect, is
immediate and is offset by the latter effect only in the long run. Nevertheless,

Goaied & Sassi (2019) provide evidence to the contrary.

2.3 Meta-analysis

It is clear from the previous section 2.2 that views on impact, including the
effect of individual factors, are quite diverse. Therefore, collecting all the nu-
merical results of studies with varying survey methods and conclusions would
make for interesting research. Fortunately, meta-analysis does just that, in-
cluding explaining why conclusions vary. The method was developed in the
late 1970s and early 1980s by Gene V. Glass, a social scientist, and Jacob
Cohen, a statistician. It typically involves several steps, including identifying
relevant studies, extracting data, assessing the quality of the studies, analysing
the data and interpreting the results. The method allows for quantitatively
synthesising findings from multiple studies, providing greater statistical power
and precision than a single study. A potential limitation of meta-analysis is
the risk of publication bias. It occurs when studies with significant findings are
more likely to be published, leading to overestimating the effect size. However,
practices such as funnel plots and sensitivity analyses can be used to identify
and correct publication bias.

A meta-analysis, as a research methodology, has been experiencing up-to-
date trends and continues to evolve in various disciplines. With the advance-
ments in statistical techniques and the increasing availability of research data,
meta-analysis has become an essential tool for synthesising and integrating re-
search findings. Researchers increasingly recognise the value of meta-analysis

in providing robust evidence and guiding decision-making. Furthermore, meta-
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analyses are commonly published in high-quality academic journals. Due to
the rigorous methodology and comprehensive approach, meta-analyses are of-
ten regarded as influential studies within their respective fields. Many top-tier
journals actively encourage and publish meta-analyses as they contribute to
accumulating knowledge and provide valuable insights into the research land-
scape.

As Nordmann (2012) suggests, the popularity of meta-analysis has been
on the rise in recent years. Researchers across various disciplines use meta-
analytic approaches to address research questions and produce more reliable
and generalisable results. The growth in popularity can be attributed to several
factors, including the increasing emphasis on evidence-based practice, the need
for systematic reviews of research evidence, and the recognition of meta-analysis
as a powerful tool for synthesising findings from multiple studies.

In terms of recent uses, meta-analysis has been applied in diverse areas.
For example, in healthcare and medicine, meta-analyses are conducted to as-
sess the effectiveness of treatments, evaluate the safety of interventions, and
explore the impact of risk factors on health outcomes (Dong et al. 2011; Itani
et al. 2017). In psychology and social sciences, meta-analyses are utilised to in-
vestigate the effectiveness of interventions, examine the strength of associations
between variables, and identify moderators and mediators of effects (Cuijpers
et al. 2016; Curran et al. 2015). Additionally, meta-analyses are increasingly
being conducted in fields such as education, economics, environmental sciences,
and more (Havranek et al. 2016).

Overall, meta-analysis continues to evolve and adapt to changing research
trends. Its widespread use, publication in high-quality journals, increasing
popularity, and diverse applications across disciplines highlight its significance
in evidence synthesis and decision-making processes. As researchers continue to
refine the methodology and address methodological challenges, meta-analysis
will likely remain a prominent approach for integrating research evidence and

advancing scientific knowledge.



Chapter 3

Methodology

3.1 Literature search

One of the more used practices in meta-analysis recommends using Google
Scholar to search for primary studies relevant to the research question based
on title, abstract, keywords, and number of citations. We base our literature
search on a very recent literature review conducted by Hotte et al. (2022) that
already identified relevant studies but did not employ the meta-analysis.

Hotte et al. (2022) presents 127 studies published between 1988 and 2021
that reveal technological change and its impact on the labour market. To avoid
unintended heterogeneity in the data, they divide the studies into five groups
according to the effect they describe similarly as in 2.1. These groups are
(1) information and communication technology (ICT); (2) robot diffusion; (3)
innovation surveys; (4) productivity; and (5) a category that includes all al-
ternative indicators. They also report three different impacts of technology on
the labour market. The first is the substitution effect, which is the most direct
and captures the ability of a firm to reduce its workforce after introducing a
particular technological advancement. The second is the reinstatement effect,
which occurs when a technological change corresponds to creating jobs associ-
ated with that improvement. These two effects usually go against each other,
and the question is which one is more substantial. The last one that Hotte
et al. (2022) examine is the income effect. The latter is indirect and harder to
interpret. I, therefore, exclude from the analysis studies that describe only the
income effect, but this only applies to ten of them.

Another condition for the inclusion of the study in the meta-analysis was

the use of an empirical method that also provides the precision of estimates.
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The literature review by Hotte et al. (2022) also includes papers using either
descriptive or alternative methods (mostly simulations). These two were not
included since they did not offer estimates and their corresponding standard
errors. Thus, we were left with about 100 studies that were considered for

inclusion in our data set.

3.2 Data collection

Based on the restrictions made in the 3.1, studies must satisfy two additional
criteria. First, the dependent variables should be comparable in some way.
In our case, any association with employment should suffice. However, there
are some limitations, for instance, estimates such as the automation potential
(Arntz et al. 2017) or the high-skill/low-skill labour ratio (Maurin & Thesmar
2004). The second is related to the explanatory variable, which should be an
indicator of technological progress. Although this seems to be an unnecessary
condition in the context of the included studies, it is possible to encounter vari-
ables such as the routine-employed share (Autor & Dorn 2013; Autor et al. 2015)
or the new goods (Xiang 2005) that says nothing explicit about technology.

The main statistics collected apart from the estimates are standard errors
and the number of observations of each regression. The baseline equation used
in those regressions could be represented by one similar to the one found in
Bogliacino & Pianta (2010).

Yit = Pri + Y2z + ui + vi (3.1)

where y;; is the employment variable, x;; the technological indicator variable,
zi the vector of other regressors, u; the individual effect and v; the random
disturbance, for industry ¢ and time ¢.

To differentiate between studies, we collected more than 30 aspects spec-
ifying the variable definition (technological indicators, lagged variables), data
characteristics (number of observations, the average year of the first and last
year the data was collected, how long the period was and the level of analysis),
estimation method, structural variation (gender, skill level, region) and publi-

cation characteristics (impact factor according to RePEc, number of citations).
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3.3 Initial analysis

After collecting and visualising the data using a funnel plot, we also decided to
exclude the work of Dekle (2020), who used number of workers as the dependent
variable, and a study conducted by Feldmann (2013) with unemployment rate
as the response variable. Although these two do not necessarily violate previous
restrictions and provide insight into the trends of labour shifts, their estimates
are very different from all the others and, therefore, considered outliers!. That
leaves the data set with 516 comparable observations from 43 studies, enough
for a meaningful meta-analysis. To limit the dominance of a few estimates
with small standard error, we calculate the precision of our estimates using
Standard Error (SE), which is 1/SE and winsorise? at the 5% level. This level
is still acceptable for balancing between artificial intervention to the data and
the stability of our results. We could choose a lower level, but the precision of
some studies was high, which could drive our results to misleading conclusions.
At this point, we can visualise the behaviour of the estimates.

Some box plots in the figure 3.1 are not very diverse and almost look like
point estimates. These are the ones that had only less than five estimates in
their study which concerns almost half of the studies included in this analysis.
The effect is, on average, more negative than positive in our sample, as the red
line suggests. That is confirmed by another initial evaluation method which is
the mean statistics across various groups of data presented in Table 3.1.

We can make some initial remarks from a brief look at the table. First,
as we established in the previous paragraph, the baseline effect has a negative
mean of —0.188 that goes a little down to —0.114 when weighted by the number
of estimates in each study. Some variables then display exciting results. When
coming from the top to the bottom of the table, the first variable that stands
out is "IV’ in Methodology with the mean of —0.584 that remains almost the
same (—0.582) when weighted, suggesting that using the instrumental variable
estimation method gives us more negative results. As we look at the Technology
indicator, there is a clear difference mostly between the 'ICT” and all the other
indicators. The ’ICT" is the only positive amongst them, with a mean of 0.022
that goes even higher when weighted (0.185). However, the most significant

differences are to be seen in the Level of analysis as the "Macro’ level shows the

'Dekle’s estimates are more than 100 times smaller than the rest of our data set, while
Feldmann presents estimates at least ten times larger.

2A technique used to address extreme values by replacing them with a specified percentile
of the data, minimising their impact on the statistical analysis
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Figure 3.1: Estimate across individual studies
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Note: This figure shows a box plot of the estimates of the effect technology has on employ-
ment across individual studies after winsorisation. The red line represents the average of all
estimates.

mean of 0.201 compared to the 'Regional’ (—0.606), and the difference even
increases after weighting by the number of observations to (0.382 & —0.547).
Controlling for 'Manufacturing’ versus 'Non-manufacturing’ gives us unsur-
prising results described already in Section 2.2 where the "Manufacturing’ vari-
able has a more negative mean (—0.230) than 'Non-manufacturing’ (—0.083).
When weighted by the number of observations, the results remain almost un-
changed for "Manufacturing’ but not for 'Non-manufacturing’, which drops to
(—0.006). A similar story could be seen when controlling for 'High-skill’ versus
"Medium-skill” and ’Low-skill” workers. As Section 2.2 already suggested, the
more adaptable 'High-skill’ labour has a positive mean of 0.253 compared to
negative —0.289 in the case of 'Low-skill. However, the means of variables
of workers’ skill change drastically when weighted to even positive mean of
"Low-skill” workers (0.208). A possible explanation for this might be the small
number of observations (less than 10%). The same phenomenon is observed
when controlling for the 'Female’ variable. Therefore we should not draw any

conclusions from them.
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Furthermore, it is essential to keep in mind that those results do not provide
us with any robust result but rather an insight into the distribution of our data
and possible factors that are the source of heterogeneity in the estimates of
the effect of technological progress on employment. We recommend reviewing
Chapter 5 for more cutting-edge findings.
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Table 3.1: Mean statistics across various subsets of data
Unweighted Weighted
Mean 95% conf. int. Mean 95% conf. int. No. of obs.
All estimates -0.188 -0.284 -0.092 -0.114 -0.210 -0.018 516
Methodology
OLS -0.105 -0.235 0.025 0.109 -0.021 0.239 220
Fixed-effects 0.027 -0.022 0.077 0.025 -0.024 0.075 9
GMM 0.040 -0.008 0.087 0.028 -0.019 0.076 38
v -0.584 -0.974 -0.194 -0.582 -0.972 -0.192 92
Other method -0.140 -0.249 -0.030 -0.385 -0.495 -0.276 157
Technology indicator
1CT 0.022 -0.123 0.166 0.185 0.040 0.329 223
Innovation -0.166 -0.431  0.100 -0.309 -0.575 -0.044 90
Robots -0.443 -0.602 -0.284 -0.483 -0.642 -0.325 165
Other indicators -0.365 -0.532 -0.197 -0.672 -0.840 -0.505 38
Level of analysis
Macro 0.201 0.015 0.387 0.382 0.195 0.568 75
Meso 0.002 -0.058 0.062 0.160 0.100 0.220 191
Micro -0.248 -0.600 0.104 -0.296 -0.648 0.057 109
Regional -0.606 -0.756 -0.455 -0.547 -0.697 -0.396 141
Regression specifics
Dependent lag -0.078 -0.143 -0.012 -0.193 -0.259 -0.128 91
Independent lag 0.079 -0.024 0.182 0.183 0.080 0.287 144
Trends 0.085 -0.057 0.228 -0.094 -0.237 0.048 82
Time control -0.442 -0.628 -0.256 -0.687 -0.872 -0.501 178
Region and journal importance
Developed country -0.225 -0.337 -0.114 -0.106 -0.218 0.005 428
Developing country -0.007 -0.154 0.140 -0.199 -0.346 -0.052 88
Top 50 journals -0.381 -0.558 -0.204 -0.132 -0.309  0.045 236
Other journals -0.025 -0.117 0.066 -0.041 -0.132 0.051 280
Labour characteristics
Manufacturing -0.230 -0.465 0.004 -0.184 -0.418 0.051 109
Non-manufacturing -0.083 -0.248 0.082 -0.006 -0.171  0.159 44
High-skill 0.253 -0.279 0.784 0.033 -0.499 0.565 46
Medium-skill -0.154 -0.538 0.229 0.103 -0.281 0.486 46
Low-skill -0.280 -0.799 0.221  0.208 -0.302 0.719 32
Male 0.147 -0.182 0476 0.187 -0.142 0.516 19
Female 0.045 -0.628 0.717 0.204 -0.468 0.877 19

Note: This table shows summary statistics of employment change estimates across various data subsets.
Unweighted comes from the original data set.
inverse number of estimates reported by each study. For detailed explanation of the variables, see table 5.1.
OLS = Ordinary Least Squares, GMM = Generalized Method of Moments, IV = Instrumental Variable,
ICT = Information and Communication Technology

Weighted means that the estimates are weighted by the



Chapter 4
Publication Bias

Publication bias refers to the phenomenon where the publication and dissemi-
nation of research findings are influenced by the direction or statistical signif-
icance of the results. Studies with statistically significant or positive results
are more likely to be published and receive greater attention than those with
nonsignificant or negative results. This selective publication of studies creates
an overrepresentation of positive findings in the scientific literature, leading
to a limited understanding of the actual state of knowledge in a specific field.
More could be found in Stanley (2005).

Publication bias can arise from various factors, including the preference of
researchers and editors to submit only statistically significant or exciting re-
sults for publication. The consequences of publication bias are significant, as
it distorts the evidence base by overestimating treatment effects, intervention
effectiveness, or the strength of associations between variables. This distortion
can affect crucial decision-making processes in clinical practice, policy develop-
ment, and resource allocation.

To mitigate publication bias, several strategies have been proposed and im-
plemented. The most popular one is the funnel plot (Egger et al. 1997). In
funnel plot estimates of the effect are plotted against precision which is 1/SFE
as already discussed in section 3.3. When publication bias is absent, the funnel
plot is expected to display a symmetrical inverted funnel shape. Within this
shape, less precise estimates are scattered around the average effect estimate,
while more precise estimates tend to converge towards it. However, if publica-
tion bias exists, the funnel plot may exhibit asymmetry. This can be identified
by observing a distorted or skewed plot shape or noticeable gaps, which occur

when studies with insignificant effects are omitted. Such asymmetry indicates
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potential publication bias and warrants further investigation into the reliability
and generalizability of the meta-analysis findings.

Figure 4.1 presents the obtained funnel plot, which displays a mainly sym-
metric shape centred around 0. While most estimates align with the expected
funnel pattern, there are a few outliers, particularly on the negative side. This

deviation from the expected pattern suggests the potential presence of bias that

necessitates further investigation.

Figure 4.1: Funnel plot

400

Precision (1/SE)

200

-2 -1 0 1
Estimates of the effect

Note: This figure shows a funnel plot of the estimates as described by Egger et al. (1997).

The plot does not display any significant asymmetry implying publication bias. The red line
represents the average of all estimates.

4.1 FAT-PET

To extend Egger’s test and obtain more reliable findings regarding publication
bias, we conduct a Funnel Asymmetry Test (FAT) - Precision Effect Test (PET).
As proposed by Stanley (2008), the FAT-PET method involves assessing the
potential relationship between the estimates and their corresponding standard
errors through the use of a regression model. If a correlation is observed between

these variables, it indicates the presence of publication bias in our sample.
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We estimate the following equation:

estimateij = 50 + 61 * SEZ] + Uiy (41)

where estimate;; is the i-th estimate of the j-th study with its standard
error SE;;. [y denotes the size of the effect stripped of the bias (Effect beyond
bias), 1 represents the size of the bias itself (Publication bias) and w;; captures
the disturbance.

The Table 4.1 below presents the regression results for equation 4.1, utilizing
different linear models with clustered standard errors at the study level and
assuming exogeneity. We applied the standard Ordinary Least Squares (OLS)
regression together with Fixed-Effects (FE) and Random-Effects (RE) models!.
Additionally, we conducted two weighted regressions using the inverse of the
number of observations per study (Study) as weights, ensuring equal influence
from each study on the results. We also incorporated the inverse of the standard

error (Precision) as suggested by Stanley & Doucouliagos (2017) to address

heteroskedasticity.
Table 4.1: Tests for publication bias
OLS FE RE Study  Precision
SE -0.578FFK 1. 148%F*  _0.566FF*  -0.423%*  -1.148%**
Publication bias (0.139)  (0.050)  (0.100)  (0.160)  (0.235)
Constant -0.039 0.006*** -0.043* -0.033 0.006***
Effect beyond bias  (0.024) (0.001) (0.017) (0.031) (0.001)
Studies 43 43 43 43 43
Observations 516 516 516 516 516

Note: This table shows the regression results for equation 4.1. OLS = Ordinary Least Squares, FE
= Fixed-Effects, RE = Random-Effects, Study = weighted by the number of observations in a study,
Precision = weighted by the inverse of SE. The first row represents Publication bias and the second
row Effect beyond bias. Standard errors, clustered at the study level, are included in parentheses.
***p<0.001, **p<0.01, *p<0.05

Based on the findings presented in Table 4.1, we can conclude that the base-
line effect is primarily negligible, as it is very close to zero. The "Effect beyond
bias" estimates from OLS and weighted by the number of observations yield
relatively similar results, showing a slightly negative trend but lacking statisti-
cal significance. The Random-Effects estimates also demonstrate similar pat-
terns but with slightly higher statistical significance. Whereas the estimates
from Fixed-Effects and weighted by precision exhibit statistically significant

I'The Hausman test could have been performed to determine the suitable model between
FE and RE. While FE is typically preferred, we include both for illustrative purposes.
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and positive results, albeit closer to zero. This outcome aligns with the ob-
servations from the funnel plot depicted in Figure 4.1, which centres around
ZEro.

However, the examination of publication bias yields more intriguing in-
sights. Across all models, we observe a substantial and statistically significant
negative bias at the 1% level of statistical significance. This implies that more
negative results (e.g. those leading to a negative effect on employment) are
preferred in the publication process, which may generate greater excitement

among potential readers.

4.2 Relaxing the exogeneity assumption

So far, we have operated under the assumption that our data set satisfies the
exogeneity assumption, which stipulates that the original effect is uncorrelated
with the standard errors. However, in our case, endogeneity is likely present
due to variations in the estimation techniques used across studies, which can
simultaneously influence both the estimates and the standard errors.

To address this issue, we employ Instrumental Variable (IV) regression in
our analysis. In line with common practice, we select the instrument by trans-
forming the number of observations. Since the number of observations is in-
herently related to the standard error, this instrument helps address potential
endogeneity concerns while also being potentially uncorrelated with unobserved
variations such as estimation techniques (Gechert et al. 2022). Specifically, we
utilize the logarithm of the number of observations from the primary study,
clustered at the study level, as this instrument performed the best based on
statistical tests to evaluate its validity. The results of the IV regression are
presented in Table 4.2.

The Instrumental Variable (IV) test results exhibit a similar trend to the
other linear tests we conducted. However, the estimate of the effect beyond bias
increased in the positive direction. Moreover, the effect remains statistically
significant at the 5% level, suggesting that the true underlying effect may be
positive yet still close to zero. Furthermore, the publication bias considerably
increases in its magnitude while keeping its significance from the previous tests.

In summary, the tests conducted in this chapter present similar outcomes,
indicating a consistent pattern of findings. The majority of these tests reveal an
almost negligible impact of technological progress on employment. The effect

beyond bias is minimal and mostly lacks statistical significance. Moreover, the
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Table 4.2: Relaxing the exogeneity assumption

1A%
SE -1.996***
Publication bias (0.528)
Constant 0.327*
Effect beyond bias (0.137)
Studies 43
Observations 516

Note: This table shows the instrumental variable regression results for
equation 4.1. Standard errors, clustered at the study level, are included
in parentheses. ***p<0.001, **p<0.01, *p<0.05

analysis consistently demonstrates a significant negative publication bias across
all tests, indicating a higher probability of selective reporting and publication of
studies with negative results. It is important to note that non-linear tests were
not included in this chapter due to their complexity and being mostly beyond
the scope of a bachelor’s level education. Implementing non-linear tests could

be a potential direction for further research.



Chapter 5
Heterogeneity of estimates

It is essential to explore the potential drivers contributing to heterogeneity
across individual observations to understand the variations within our data set
regarding technology-driven unemployment. We begin by examining the vari-
ables we have collected and their potential influences based on existing litera-
ture. Subsequently, we employ the Bayesian Model Averaging (BMA) method
to provide a more robust analysis that accounts for model uncertainty and al-
lows us to thoroughly investigate and control for potential factors contributing

to the observed variations.

5.1 Data examination

Having collected data from primary studies, we were able to categorize the
observations based on several factors. In total, we assembled 31 explanatory
variables, some of which were presented in Chapter 3. However, to avoid the
dummy variable trap, we only use 28" of them in the Bayesian model averag-
ing. All 31 variables are listed in Table 5.1 with their brief explanation and
summary statistics. To justify our selection of these specific characteristics, we
will systematically review each group of variables and provide a rationale for

their inclusion.

Methodology As previously mentioned, all estimates were obtained through
regression analysis. The most commonly employed regression method, utilized
by 43% of researchers, was Ordinary Least Squares (OLS), which is generally

considered the most straightforward approach. Instrumental Variable (IV) re-

1Specifically, we omit variables "OLS’, 'Robots’ and 'Meso’.
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gression was another frequently used method, accounting for approximately
18% of the studies. Although Fixed-Effects and Generalized Method of Mo-
ments (GMM) regressions were less prevalent, we still included them as separate
variables in our analysis. If a specific regression method was employed in fewer
than two studies or was not explicitly stated, it was categorized as 'Other
method’. For instance, Falk (2015) employed Quantile Regression, while Com-
pagnucci et al. (2019) utilized the Panel VAR approach. Some researchers even
employed multiple types of regressions in their studies to ensure the robustness
of the results (Piva & Vivarelli 2004; Capello & Lenzi 2013).

Although we did not anticipate a significant impact of the method used on
the estimates, it is still a relevant factor to consider, which we confirmed in

Chapter 3 during the Initial analysis.

Technology indicator Several determinants were applied to explain the base-
line effect of technological progress on employment. The most represented is
the Information and Communication Technology (ICT) at 43%, which covers
broadband expansion, digitization or change in the number of mobile users. The
second most used indicator (32%) determined the effect of the use of Robots,
whether it was the exposure to foreign robots, change in adoption or the raw
number of them. Compared to ICT, we would expect the outcome to be dif-
ferent since the application affects more manufacturing than services. The last
indicator that did not fall into the 'Other indicators’ is Innovation. What
is worth mentioning about this category is that it covers both process and
product innovation. Those two usually displayed the opposite effect on em-
ployment. We decided to put them into the same category because they still
fit under Innovation, and there are not used that often to separate into single
dummy variables. Within the category of ’Other indicators’, we included RéD
expenditure or number of patents, but also Total Factor Productivity (TFP),
which we described in section 2.1. While TFP was extensively addressed in the
literature review conducted by Hotte et al. (2022), which served as the basis for
constructing our dataset, only a limited number of studies met our inclusion

criteria when it came to using this particular indicator.

Level of analysis To categorize the analysis based on its scope, we employed
four different levels. The primary studies utilized two distinct classifications:
one based on employee, firm, occupational, and industry levels and the other on

macro, meso, and micro levels. After careful consideration, we opted to adopt
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the latter classification, which is more commonly used, while also incorporating
the regional level. The majority of our data set was derived from the meso-
level (37%), which captures industry-specific data. The regional level (27%)
comprises data from various levels within a specific geographic region. The
macro and micro levels correspond to country-level and firm/individual-level
data, respectively. The prevalence of the meso-level can be attributed to its
significance in analyzing employment and employment changes within specific

sectors.

Regression specifics As we look at the regression, we identify some study-
specific approaches. One is the 'Dependent lag’, which accounts for approxi-
mately 18% of the observations. This variable is equal to one whether there
is one or more employment variable lags, maximum being two (Atasoy 2013;
Van Reenen 1997). The ’Independent lag’ is set to one when the technology
indicator variable is lagged. This inclusion usually notably influences the non-
lagged estimate and is observed in 28% of our observations. Some researchers
even utilize up to six lags in their studies (Van Reenen 1997). "Trends’ repre-
sents a variable which denotes whether the author detrended the regression. It
covers not only time trends but also industry or zone trends. The last variable
in this group is "Time control’, which denotes when the regression includes

time-related variables as control variables in the model (35%).

Study specifications Next, we consider a set of variables that provide infor-
mation specific to individual studies. The majority of these variables are self-
explanatory, and there are no noteworthy characteristics or distinctive features
worth mentioning., as their descriptions can be found in Table 5.1. However,
one variable may be unfamiliar to readers, namely 'Journal impact’ This vari-
able is derived from the ideas.repec.org website, which calculates the impact

factor of a journal based on the number of citations it has received.

Country and labour characteristics The last group of variables focuses on
country and labour characteristics. Initially, we collected information on spe-
cific countries where the studies were conducted. However, instead of creating
individual dummy variables for each country, we opted to categorize them as
either 'Developed’ or not. This classification is based on the United Nations

classification, which can be found at un.org. The data sets from various coun-


https://ideas.repec.org/top/top.journals.simple.html
https://www.un.org/en/development/desa/policy/wesp/wesp_current/2014wesp_country_classification.pdf

5. Heterogeneity of estimates 21

tries were categorized based on their predominant representation, which was
primarily composed of developed countries.

As mentioned earlier, the meso-level of analysis, which focuses on the sector
in which the study was conducted, is the most common approach. Typically,
the distinction is made between "Manufacturing’” and 'Non-manufacturing’. We
also included routine jobs if explicitly stated in the manufacturing category,
while the non-manufacturing category covers services and management roles.

Regarding individual characteristics, we constructed variables such as "High-
skill’, "Medium-skill’, and "Low-skill” based on educational level. The "High-
skill’ category represents individuals with a university degree or higher, while
the "Low-skill” category represents those with basic education. "Medium-skill’
includes individuals with education levels that fall between these two categories.
Additionally, some studies distinguished between males and females, so we

included gender as separate variables in our analysis.
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Table 5.1: Description and summary statistics table

Variable Description Mean SD

Effect The effect of technological progress on employment -0.188 0.726

Standard error The standard error of the main effect 0.258 0.406

Methodology

OLS =1 if the authors use Ordinary least squares 0.426 0.495

Fixed-effects =1 if the authors use Fixed-effects estimation 0.017 0.131

GMM =1 if the authors use Generalized method of moments 0.074 0.261
estimation

v =1 if the authors use Instrumental variables estimation 0.178 0.383

Other method =1 if the authors use other method of estimation 0.304 0.461

Technology indicator

ICT =1 if the independent variable in the regression is con- 0.432 0.496
nected to Information and Communication Technology

Innovation =1 if the independent variable in the regression is con- 0.174 0.380
nected to innovation

Robots =1 if the independent variable in the regression is con- 0.320 0.467
nected to robots

Other indicators =1 if the independent variable in the regression is con- 0.074 0.261
nected to other technology indicator

Level of analysis

Macro =1 if the study uses macro data 0.145 0.353

Meso =1 if the study uses meso data 0.370 0.483

Micro =1 if the study uses micro data 0.211 0.409

Regional =1 if the study uses regional data 0.273 0.446

Regression specifics

Dependent lag =1 if the authors uses dependent variable lag in the re- 0.176 0.381
gression

Independent lag =1 if the authors use independent variable lag in the re- 0.279 0.449
gression

Trends =1 if the authors use trends in the regression 0.159 0.366

Time control =1 if the authors control for time in the regression 0.345 0.476

Study specifications

Time horizon The number of years over which the data set was collected 12.841 7.577

Average year The average year calculated from the time horizon 2000.653 10.029

Observations The number of observations associated with the estimate  5455.002 12963.811

Journal impact The journal impact factor from RePEc 32.070 28.527

Citations The number of citations of the study 483.833 972.959

Country and labour characteristics

Developed country =1 if the study was conducted in a developed country 0.829 0.376

Manufacturing =1 if the authors control for manufacturing sector in the 0.211 0.409
regression

Non-manufacturing =1 if the authors control for non-manufacturing sector in 0.085 0.280
the regression

High-skill =1 if the authors control for high-skill labour in the re- 0.089 0.285
gression

Medium-skill =1 if the authors control for medium-skill labour in the 0.089 0.285
regression

Low-skill =1 if the authors control for low-skill labour in the regres- 0.062 0.241
sion

Male =1 if the authors control for males in the regression 0.037 0.189

Female =1 if the authors control for females in the regression 0.037 0.189

Note: This table presents definitions and summary statistics of each variable in our final data set.
SD = standard deviation
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5.2 Bayesian model averaging

The inclination might be to use the OLS to obtain numerical results for our
meta-regression analysis. However, the model should only include some vari-
ables to avoid misspecification. The challenge lies in the fact that selecting
the appropriate variables from our pool of 28 options would mean exploring a
staggering number of combinations 22® ~ 270000000. Not only is this compu-
tationally intensive, but it also demands a significant amount of time. This sit-
uation is commonly known as model uncertainty. Fortunately, Bayesian Model
Averaging (BMA) offers a solution by allowing for the simultaneous considera-
tion of multiple models and providing a weight, known as the posterior model
probability, to each of them. This approach allows us to assign a Posterior
Inclusion Probability (PIP) to each variable by summing the posterior model
probabilities in which the variable was included.

Employing the Markov Chain Monte Carlo (MCMC) algorithm makes it
possible to reduce the number of models without sacrificing much information
in order to reduce the runtime of the code (Gechert et al. 2022). In order to
effectively utilize the BMA, the g-prior and model prior need to be specified.
The g-prior determines the weight assigned to the prior probability of each
coefficient. In our case, we employ the unit information g-prior, which assigns
a weight equivalent to the information provided by a single observation. The
model prior probability is then used to weight models. Typically, a uniform
model prior is employed, where each model has an equal prior probability.
However, due to the high number of variables in our data set, we opt for
the dilution prior, which considers collinearity within the model (Bajzik et al.
2023). This choice is particularly favourable given the large number of variables
involved.

Before proceeding with the application of BMA, it is essential to address the
collinearity issue. In a meta-analysis, it is common practice to exclude variables
that exhibit problematic relationships with the response variable, typically in-
dicated by a Variance Inflation Factor (VIF) exceeding 10. Surprisingly, all our
variables fall below this threshold, indicating no significant collinearity issues.
Therefore, no further action is required in this regard.

Figure 5.1 depicts the outcomes of the BMA analysis. The variables are
displayed on the vertical axis, arranged in order of their PIP. The models are
organized on the horizontal axis based on their posterior model probabilities,

with the most probable models positioned towards the left. Each column repre-
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sents one model, where the coloured variables indicate their inclusion. In this
representation, the green colour indicates a negative effect on the estimate,

while the red color signifies a positive effect.

Figure 5.1: Bayesian model averaging results
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Note: The figure displays the Bayesian model averaging results with unit information g-prior and dilution
model prior specification. The response variable is the employment change. Each row represents an explana-
tory variable as they are ranked on the vertical axis based on their PIP. Each column represents a single
model as cumulative posterior model probabilities are displayed on the horizontal axis. Green colour - the
effect of the variable is negative. Red colour - the effect of the variable is positive. Numerical results are
presented in Table 5.2 and an explanation of the variables in Table 5.1.

The numerical results in Table 5.2 provide guidance on which variables
to include in the final model and their impact on employment. Inclusion in
the model is determined by the PIP, as discussed earlier, with a threshold of
PIP > 0.75 indicating significant evidence for the effect (Kass & Raftery 1995).
Ten variables in our analysis meet this threshold, including the constant and
standard error. The interpretation of these two variables is similar to that

discussed in Chapter 4, where the constant represents the effect beyond bias
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and the standard error reflects publication bias. While the constant does not
provide specific information about the magnitude of the baseline effect, the
posterior mean —0.386 of the standard error serves as additional evidence of
the negative publication bias observed in the literature on technology-driven
unemployment.

Upon examining the remaining significant explanatory variables, it is evi-
dent that IV regression exhibits a strong negative correlation compared to all
other estimation methods (—0.411). As for why this is the case, we can only
speculate, but the fact of the matter is that IV regression exhibits systematically
different results than any other regression.

As for the technology indicator, 'ICT’, 'Innovation’ and ’Robots’ display
similar results. Only 'Other indicators’ seem to affect employment more nega-
tively (—0.313). That is interesting since using the conventional indicators of
technological progress does not affect the findings. When using TFP or other
less conventional indicators such as R&D expenditures or number of patents, we
do observe a visible change.

The variable with the highest coefficient among all the variables examined is
the 'Regional’ level of analysis (—0.606). The rationale behind the substantial
impact of this factor might be attributed to the possibility of region-specific job
compositions that are not evident at the aggregate level. However, it appears
reasonable to differentiate region-specific studies from the more commonly ob-
served "Micro’, ’Meso’, and 'Macro’ data that tend to have less variability in
general.

Out of the regression specifics, only "Trends’ has a sufficiently high PIP.
Along with the 'High-skill’, which we will discuss later, 'Trends’ is the only
variable with a significant positive coefficient (0.392). The positive sign can be
attributed to the observation of a negative trend on average among our data.
Consequently, detrending would likely counteract this negative effect.

Another variable worth mentioning is the "Journal impact’ with a seemingly
small coefficient (—0.004). It is essential to remind the reader that unlike
most of the other explanatory variables that equal either zero or one, ’Journal
impact’ ranges from zero to 156. Therefore, the most impactful journal implies
a negative coefficient of —0.624. That may be connected to publication bias,
as it implies that studies have a higher chance of being in the top journal if
they present a negative correlation with employment.

Developed countries suffer from technological advances more than develop-

ing in terms of employment. This finding is consistent with the research by de
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Table 5.2: Bayesian model averaging results and robustness check

Response variable: Bayesian model averaging OLS
Employment change Post. mean Post. SD  PIP Coef. SE  p-value
Constant 12.597 NA 1.000 0.367 0.076  0.000
Standard error -0.386 0.092 1.000 -0.413 0.072  0.000
Methodology (OLS)

Fixed-effects 0.000 0.021  0.010

GMM 0.000 0.019 0.018

v -0.411 0.141 0.960 -0.445 0.081 0.000
Other method 0.092 0.132 0.395

Technology indicator (Robots)

ICT 0.075 0.130  0.306

Innovation 0.027 0.093 0.112

Other indicators -0.313 0.203 0.768 -0.424 0.100  0.000
Level of analysis (Meso)

Macro -0.003 0.030  0.026

Micro -0.008 0.041  0.053

Regional -0.606 0.094 1.000 -0.639 0.062 0.000
Regression specifics

Dependent lag -0.058 0.110 0.262

Independent lag 0.053 0.106  0.236

Trends 0.392 0.109 0.995 0.487 0.075  0.000
Time control -0.031 0.066 0.219

Study specifications

Time horizon -0.006 0.007  0.445

Average year -0.006 0.006  0.535

Journal impact -0.004 0.003 0.835 -0.002 0.001 0.018
Citations 0.000 0.000 0.186

Country and labour characteristics

Developed country -0.235 0.158 0.792 -0.187 0.071  0.008
Manufacturing -0.240 0.099 0.929 -0.239 0.069 0.001
Non-manufacturing 0.000 0.010 0.009

High-skill 0.357 0.128 0.957  0.447 0.093  0.000
Medium-skill -0.024 0.075 0.119

Low-skill -0.013 0.059  0.062

Male 0.003 0.029 0.025

Female 0.000 0.015 0.012

Note: This table displays the results of Bayesian model averaging. In the OLS check we only include
variables with PIP > 0.75. Post. mean = Posterior mean, Post. SD = Posterior Standard Deviation, PIP
= Posterior inclusion probability, OLS = Ordinary Least Squares, Coef. = Coefficient, SE = Standard
Error, GMM = Generalized Method of Moments, IV = Instrumental Variable, ICT = Information and

Communication Technology
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Vries et al. (2020) found out as our coefficient of 'Developed country’ equals
to (—0.235). Similarly, we observe a comparable effect (—0.240) with the vari-
able "Manufacturing’ as this sector is more exposed to technological progress,
mainly through the replacement of routine jobs with robots. The last impor-
tant variable for the model estimation is the "High-skill’ control. As mentioned
earlier, it is one of the two variables with a positive sign (0.357). As discussed
in Chapter 2, highly educated workers have the advantage of better adapting
to the changes, hence the positive coefficient we observe.

We can also gain insights from the variables that turn out to be insignifi-
cant. For instance, the gender variable ("Male” or "Female’) does not appear to
have a significant impact on the likelihood of being affected by technological
change. Additionally, the variable ’Average year’ provides only weak evidence
of its effect, suggesting that we do not need to be overly concerned about a
significant rise in technology-driven unemployment in the future based on our
data. Moreover, we observe negligible differences between "Medium-skill’ and
"Low-skill” workers, indicating that obtaining a university degree is the primary
means to increase the chances of avoiding technological displacement, and the
distinction between lower levels of education does not seem to matter.

With the information provided by the BMA, we can now proceed to conduct
a simple OLS regression as an additional robustness check for our results. The
coefficients, along with their corresponding standard errors and p-values, are
presented on the right-hand side of Table 5.2. Upon examining the coefficients
closely, we observe that they all exhibit the same sign and yield similar values to
the posterior means obtained from the BMA. Furthermore, all variables remain
highly significant, which provides strong support for their relationship with the

outcome variable in our analysis.



Chapter 6
Conclusion

Our analysis aimed to gain a deeper understanding of the relationship between
technological progress and unemployment. Since many researchers have already
studied this effect and presented varying results, we conducted the first meta-
analysis focusing on this topic. Our objective was to shed light on whether a
consistent relationship exists and to identify the potential drivers that influence
the impact of technology on employment.

We compiled a data set consisting of 516 observations from 43 different stud-
ies, upon which we conducted a series of statistical tests. Our findings reveal
a relatively strong negative publication bias among all tests at the 1% signifi-
cance level. Interestingly, we observe almost negligible (0.006) or statistically
insignificant evidence of the hypothesized effect assuming exogeneity. When
relaxing this assumption, the significance of the effect beyond bias remained at
the 5% level while increasing considerably but still remaining close to zero.

By employing Bayesian Model Averaging (BMA) on our selected set of 28
variables, we were able to gain valuable insights into the sources of variation
in the estimates. These variables covered a wide range of aspects, includ-
ing methodological choices, technology indicators, levels of analysis, regression
specifications, study characteristics, country attributes, and labour-related fac-
tors. Our BMA results show a significant positive correlation between employ-
ment and the variables "Trends’ and "High-skill’ labour. Conversely, the nega-
tive association with the underlying effect is observed in relation to the use of
TV’ regression, the inclusion of ’Other indicators’; the utilization of 'Regional’
data sets, higher "Journal impact’, studies conducted in a 'Developed country’,
and the presence of 'Manufacturing’ as a control variable.

The findings presented in this thesis align with the existing literature to a
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large extent. Even though we found some negative publication bias, the major-
ity of studies investigating technology-driven unemployment report estimates
centred around zero. Similarly, our analysis did not yield significant evidence
for the baseline effect. However, it is important to note that the impact of
technological progress on employment likely manifests through shifts in the
labour market, as indicated by our significant coefficients for 'High-skill’ and
"Manufacturing’ in the BMA. The overall conclusion is that the effects of job
creation and job destruction tend to offset each other, resulting in a negligi-
ble net effect. That aligns with the perspective presented by Feldmann (2013),
who suggests that while there may be a short-term impact, the long-term effect
becomes insignificant.

It is important to acknowledge certain limitations associated with the find-
ings presented in this thesis. Firstly, the literature search could have been en-
hanced by employing a Google Scholar search query and a snowballing method
to ensure the inclusion of all relevant studies beyond those identified in the lit-
erature review. Additionally, conducting non-linear tests to explore potential
publication bias considering the possibility of a non-linear relationship between
the effect and its standard error, would provide further insights. Lastly, there
are other methods, such as Frequentist Model Averaging (FMA) or best-practice
estimation, that could have been applied to contribute to the topic in a more

comprehensive manner but were not employed in this study.
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Additional figures

Figure B.1: Correlation table for Bayesian model averaging
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