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interference filter and flame atomizers†
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A method of highly sensitive bismuth determination by hydride generation coupled with in-house

assembled non-dispersive atomic fluorescence spectrometry was developed. Bismuthane was generated

by the reaction with NaBH4 in HCl medium in a flow injection arrangement and directed by a stream of

carrier gas and hydrogen to an atomizer. A detailed optimization of the optical path of the spectrometer

(electrodeless discharge lamp, lenses and interference filter) and atomization parameters in two flame

atomizers – miniature diffusion flame and flame-in-gas-shield atomizer – was performed. An excellent

repeatability below 1% and extremely low limits of detection were achieved, namely 1.8 ng L�1 with the

miniature diffusion flame atomizer and 0.9 ng L�1 with the flame-in-gas-shield atomizer and 307.1 nm

interference filter. Interferences of other hydride forming elements were investigated. The developed

ultrasensitive methodology was successfully verified by Bi determination in certified reference materials

of (sea)water and of hair and blood after microwave assisted digestion.

1 Introduction

Bismuth is introduced into the atmosphere and oceans
primarily from volcanoes and human activities, such as mining
and smelting, and can be thus investigated as a useful tracer of
anthropogenic activity and volcanic emissions in environ-
mental samples.1,2 However, the concentration of Bi in envi-
ronmental samples is usually at trace or ultratrace levels and
therefore highly sensitive methods need to be employed for Bi
determination. In addition to the most commonly used
approach that lies in conventional solution nebulization and
inductively coupled plasma mass spectrometry (ICPMS),
hydride generation (HG) with atomic uorescence spectrometry
(AFS)3 can also offer the desired sensitivity for such analyses.

In AFS, the use of high intensity line radiation sources is
required in order to achieve desired sensitivity and therefore the
boosted-discharge hollow cathode lamps (BDHCLs)4 and the
electrodeless discharge lamps (EDLs)5 became the radiation
sources of choice. In the case of EDLs, bismuth6 or even
iodine6,7 laboratory made sources, exciting Bi free atoms with
a coinciding non-resonance line at 206.1 nm, were initially
employed for Bi determination. Kobayashi et al.8 rst reported

the determination of Bi by AFS coupled with HG which
remarkably improved the limits of detection (LODs) by elimi-
nating the scattered radiation caused by non-volatilized aerosol
particles when direct solution nebulization was used. Nowa-
days, a HG unit is a common component of commercial AFS
instruments.4 An argon–hydrogen ame supported on
a conventional slot burner employing high ow rates, which
caused dilution of the analyte and thus poor detection limits,
was used by Kobayashi et al.8 in the early days. Ebdon et al.9

introduced a very simple design of the argon–hydrogen ame,
a borosilicate glass tube with inverted “Y” side-arms to act as
gas inlets employing relatively low gas ow rate, bringing forth
the version as we know it today – the miniature diffusion ame
(MDF). Although several new atomizers of hydrides for AFS have
been developed since that time, such as dielectric barrier
discharge,10 the MDF or its modied versions remain the most
frequently used atomizers due to their simplicity, easy opera-
tion, robustness and efficiency of atomization.11

The MDF is a standard hydride atomizer for AFS in
commercial4 as well as laboratory made spectrometers. The
design of MDF is very simple, it consists of a vertical support
tube into which an argon–hydrogen mixture with the analyte
hydride is introduced.12 Hydrogen burns in the ambient atmo-
sphere forming the diffusion ame at the top of this tube.
Hydrogen radicals are formed in the outer zone of the ame by
reactions between hydrogen and ambient oxygen and diffuse
into the inner volume of the ame where the analyte hydride is
fully atomized. The outer hot shell of the ame acts as an
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efficient shield preventing the decay of H radicals and free
atoms of the analyte in the inner volume of the ame by reac-
tions with components from ambient atmosphere. The sensi-
tivity of MDF is mainly controlled by the total ow rate of ame
gases and the composition of the argon–hydrogen mixture.11

A modied version of MDF was developed to be employed as
the atomizer in AFS – a ame-in-gas-shield atomizer (FIGS).13 It
involves the same vertical tube (with the inlet of Ar, H2 and
hydride) but there is also a centred capillary for oxygen delivery.
Oxygen burns at the top of the capillary in an excess of hydrogen
forming a highly fuel-rich oxygen–hydrogen microame.13 In
the microame, an inhomogeneous cloud of H radicals is
formed where the analyte hydride is fully atomized. High ow
rates of shielding argon are employed to protect H radicals and
free atoms of the analyte from a decay by reactions with atmo-
spheric components and also to prevent an ignition of a diffu-
sion ame at the top of the support tube.

The fundamental processes, i.e., production of H radicals,
protection of free atoms from ambient atmosphere and dilution of
analyte in the observation volume of theame, are all controlled by
the composition and the ow rate of the argon–hydrogen mixture
when MDF is employed. In FIGS, each of the three processes is
controlled independently, which ought to be its most important
asset. Since there is always an excess of hydrogen compared to
oxygen, the production of H radicals, as well as the temperature, is
controlled by the ow rate of oxygen; the ow rate of shielding
argon controls the isolation of free atoms from molecular oxygen
(present in ambient atmosphere) and the dilution of analyte is
regulated by the total gas ow rate of ame gases.11,13,14

The general aim of this work was to optimize a HG-AFS
method to reach as low LOD as possible, which would enable
Bi determination at ultratrace levels without any preconcen-
tration step. A non-dispersive spectrometer developed at our
laboratory15 employing commercially available electrodeless
discharge lamps (EDLs) hitherto applied only to sensitive
determination of arsenic16 and to As speciation studies,15,17,18

was adjusted. Themain individual tasks lay in optimization and
focusing of the EDL source, search for a suitable interference
lter and optimization of the conditions of atomization in two
ame atomizers, MDF and FIGS. The most promising congu-
rations (interference lter and atomizer) were examined with
respect to measured sensitivity, repeatability, resistance
towards interferences from other hydride forming elements and
accuracy of the results obtained with analysis of several avail-
able certied reference materials.

2 Experimental
2.1 Spectrometers

An in-house assembled non-dispersive atomic uorescence
spectrometer15 was used as a detector. This spectrometer of
a simple design (see Fig. 1) consists of three main components –
radiation source, atomizer and photomultiplier tube (PMT).

A Bi EDL (PerkinElmer, System 2) was used as a radiation
source with feeding current square-wave modulated at frequency of
40 Hz and with 52% duty cycle (13 ms lamp on, 12 ms lamp off).
The operating current for EDL was 400 mA, unless stated

otherwise. The radiation beam from the source was focused above
the atomizer using two UV fused silica lenses. A planoconvex lens
(d¼ 25 mm, 40 mm focal length) was inserted into the exit orice
of the cavity containing the EDL bulb and a doubleconvex lens
(d¼ 22mm, 45mm focal length) was attached, in a lens holder, to
the rim of the EDL. A PMT was placed perpendicularly to the EDL
to collect the produced uorescence radiation. A combination of
two positive meniscus UV fused silica lenses (d ¼ 17 and 22 mm;
21 mm focal length) was used to focus the produced radiation
onto the interference lter, which was used for wavelength
selection. Several broadband interference lters with various
central wavelengths were tested, namely at 193.2 nm (full width at
half maximum 20 nm and peak transmittance 17%, Melles Griot);
202.1 nm (10 nm and 15%, Melles Griot), 222.63 nm (10 nm and
18%, Melles Griot) and 307.1 nm (10 nm and 17%, Edmund
Optics). These lters are denoted thereaer as 193, 202, 223 and
307 nm lters for simplicity. A solar-blind PMT (165–320 nm, MH
1922, PerkinElmer, Germany) supplied with negative voltage was
used as detector.

The AFS instrument was placed inside a fume hood. The
door was covered with a black curtain during all the measure-
ments to avoid contribution of any parasitic radiation from the
laboratory environment to the measured signal, especially when
no or the 307 nm lter was used.

A miniature bre optics UV-vis spectrometer, model BLACK-
Comet C (StellarNet Inc., USA) equipped with a concave grating
covering a range of 190-850 nm and armoured solarization
resistant 1000 mm bre optic cable (F1000-UVVIS-SR-1), was
employed to acquire the emission spectrum of the Bi EDL. Due
to the insufficient resolution of this spectrometer, the indi-
vidual emission lines were identied with the use of a high
resolution atomic absorption spectrometer – ContrAA 300
(Analytik Jena, Germany) in emission mode. The Bi EDL was
placed in the optical path of the spectrometer and each specic
line was scanned. The individual lines were identied, if
possible, directly by the operating soware (ASpect CS 2.1.2.0)
and then conrmed using the NIST Atomic spectra database.19

2.2 Standards, reagents and reference materials

Deionized water (DIW, Ultrapur, Watrex, USA) was used for the
preparation of all solutions. A 0.5% (m/v) NaBH4 (Sigma-

Fig. 1 Scheme of non-dispersive atomic fluorescence spectrometer.
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Aldrich, Germany) in 0.4% (m/v) KOH (Lach-Ner, Czech
Republic) was used as a reductant. A stock solution of 1 mol L�1

HCl was prepared from 37% HCl (Merck, Germany) and used as
a carrier and blank. Working Bi solutions were prepared by
serial dilution of 1000 mg L�1 Bi standard for AAS (Sigma-
Aldrich, Germany). A concentrated HNO3 (65%, semi-
conductor grade, Honeywell, Germany) was used for the
microwave assisted digestion of the samples.

Stock solutions of 1000 mg L�1 of elements for an interfer-
ence study were sourced as follows: PbII and HgII from Analytika
(Czech Republic), SbIII from Fluka (Germany), SnIV and SeIV

from Sigma-Aldrich (Germany). Solution of 1000 mg L�1 of AsIII

was prepared by dissolving solid As2O3 (Fluka, Germany) in
2.5 mL 10% NaOH and lled to 25 mL by deaerated DIW. As
certain trace content of Bi (contamination) in all standard
solutions of the aforementioned elements (possible interfer-
ents) was found, it was quantied by ICP(MS)/MS (Agilent 8900).
The quantied Bi contamination in the corresponding inter-
ferent solutions of Pb, Sb, Se, Sn, As and Hg was used to correct
the results of the interference study and so the change in the
response (AFS) was only caused by the presence of the
interferent.

Certied reference materials (CRMs) 1643f Trace Elements
inWater (National Institute of Standards and Technology, USA),
Seronorm 1406264 Trace Elements Whole Blood L-2 (Sero,
Norway) and Human hair GBW07601a (CRM from China,
supplied by Swan Leaf, Australia) were used for validation of the
developed methodology. Furthermore, Bi content was deter-
mined in NASS-7 and CASS-6 (National Research Council,
Canada), the certied reference materials of sea water.

2.3 Sample preparation

NIST 1643f CRM was diluted 80-fold with 1 mol L�1 HCl while
NASS-7 and CASS-6 were only spiked with concentrated HCl to
obtain 1 mol L�1. These samples were subjected to determina-
tion by HG-AFS.

Approximately 0.95 mL of Seronorm 1406264 Whole Blood L-
2 and 0.15 g of GBW07601a were digested in 2 mL of concen-
trated HNO3 using UltraWAVE system (Milestone, Italy) and
15 mL quartz digestion vials. Each sample and blank were

prepared in triplicates. The digestion was performed employing
a two-step programme: 20 min ramp heating up to 240 �C,
20 min hold at 240 �C, the initial pressure 40 bar. The digests
were then diluted with HCl approximately 200-fold and 30-fold
for hair and blood samples, respectively, before the analysis
with HG-AFS.

2.4 Hydride generator

A similar ow injection hydride generator operated under the
same conditions as described previously20 was employed with
only minor modications (see Fig. 2). The chemifold was con-
structed exclusively using PTFE (1 mm i.d.) and Tygon tubing.
The solutions of the reductant (1.2 mL min�1) and the carrier (4
mL min�1) were pumped continuously by a peristaltic pump
(PP1 in Fig. 2). The sample (1 mL) was manually injected by
means of an injection valve into the ow of the carrier and
subsequently merged with the reductant. A glass gas–liquid
separator (GLS, volume of 5 mL) with a forced waste removal by
a second peristaltic pump (PP2) was employed for separation of
the gas phase containing bismuthane. A 5 cm long PEEK
capillary (0.25 mm i.d.) was used to introduce 80 mL min�1

argon (Arcarrier) upstream the GLS in order to reduce uctua-
tions of argon ow caused by hydrogen forming in the reaction
coil (11 cm). The ow rate of hydrogen (H2 generator) evolving
from the reaction was approximately 15 mL min�1, which was
measured under given conditions of HG. The gas phase leaving
the GLS was supplied with an additional ow of argon (Arame)
and hydrogen (H2 ame) to maintain a stable ame of the
atomizers.

2.5 Atomizers

Fig. 3 shows the atomizers used. MDF was actually a vertical
quartz support tube (6 mm i.d.) with a side inlet arm (2 mm i.d.)
through which argon, hydrogen and bismuthane were intro-
duced. The observation height (OH) was dened as the distance
from the top of the support tube to the centre of the optical
beam. Regarding FIGS, there was also a capillary (i.d. 0.53 mm)
in the axis of the support tube protruding 3 mm above the rim
of the support tube, serving to introduce oxygen at the ow rate

Fig. 2 Experimental setup of the hydride generator; PP1,2 – peristaltic pumps.
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of 7 mL min�1, unless otherwise stated. The microame,
resulting from the reaction of oxygen with an excess of
hydrogen, was formed right above the capillary top. A two-
channel brass shielding unit15 was tted around the support
tube and served to introduce the shielding (laminar) ows of
argon (inner Arshield I and outer Arshield II). In the case of FIGS,
OH was dened as the distance from the top of the capillary to
the centre of the optical beam.

For a simplied description of the different gas supplies to
the atomizers, the following conventions were established.
Total ow rate of hydrogen comprises of the hydrogen ow rate
evolved from the generator (H2 generator) and of hydrogen ow
rate introduced downstream the GLS (H2 ame). Total ow rate of
argon comprises of a ow rate of argon introduced upstream
the GLS (Arcarrier) and of argon introduced downstream the GLS
(Arame). Ultimately, the total gas ow rate comprises of Arcarrier,
Arame, H2 generator and H2 ame. The hydrogen fraction is then
the relation of the total ow rate of hydrogen to the total gas
ow rate.

2.6 Measurement procedure and treatment of recorded
signals

With HG in operation (both peristaltic pumps running), the
sample was manually injected into the carrier 5 s aer the
recording of the signal had started. The recording time was
always set to 60 s, which was sufficient for the ow injection
signal to decline back to the baseline.

The recorded signals from the PMT were treated the same
way as described previously.15,16 In principle, the analyte uo-
rescence, the ame emission, the scattered radiation, the
parasitic radiation and the PMT dark current all contribute to
the detector response. The value of the dark current is very low
for the type of the PMT employed21 and is thus negligible
compared to other contributing factors mentioned. Owing to
the isolation of the AFS instrument from the laboratory envi-
ronment, the contribution of the parasitic radiation was also
negligible in all relevant experiments as proven by a measure-
ment with the lamp off in absence of the ame. As the lamp
feeding current was modulated (40 Hz), the detector response

could be registered in two channels – one (channel 0) registered
the response when the lamp was on (the analyte uorescence,
the ame emission and scattered radiation were detected) and
the other (channel 1) when the lamp was off (only the ame
emission was detected). Essentially, the resulting signal was
corrected to the ame emission. The detector response from
channel 1 was subtracted from the response from channel 0,
hence the resulting signal (given in mV) reects only the analyte
uorescence and the scattered radiation. The baseline of the
resulting signal then reected, besides the uorescence of an
analyte contamination of used reagents, the scattered radiation.
The useful analytical parameters were peak area (in mV s) and
peak height (in mV). Both peak area and peak height were always
evaluated and corrected to the baseline using a program written
in MS Excel.

2.7 Data evaluation

The peak area and a signal to noise ratio (SNR) were the
parameters used to evaluate the data. SNR was determined by
dividing the peak height of 1 mg L�1 Bi standard by the uncer-
tainty of the baseline. The baseline uncertainty was estimated as
an average (n ¼ 3) of the standard deviations (SDs) of the
baseline which was calculated from 400 values recorded in 10 s.

All the given peak areas are presented as median (n $ 3) �
SD. In the gures, SDs are so little in most cases that they are
indiscernible from the data points. Combined SDs are used
when the results are related to a reference measurement. If
sensitivity is mentioned, it refers to the peak area related to the
analyte concentration. Limit of detection (LOD) was calculated
as 3 � SD of peak area of blank (n ¼ 10) divided by the slope of
the calibration function.

3 Results and discussion
3.1 AFS instrument

Commercially available AFS instruments typically employ
boosted-discharge hollow cathode lamps as the radiation
source. For in-house assembled instruments, the use of
commercially available EDLs showed to be much more suitable
owing to a higher radiation intensity and the resultant lower
LODs.15,16 Bismuth emission lines present in the spectrum of
the employed EDL (Fig. S1 in ESI†) correspond to the intensive
Bi uorescence lines reported22 – namely to 206.16, 222.82,
223.06, 302.46 and 306.77 nm.

Great emphasis was put on the selection of a suitable
interference lter. The 193, 202, 223 and 307 nm interference
lters (see Section 2.1) were employed to cover the intensive Bi
uorescence lines. See Fig. S1 (in ESI†) for a schematic repre-
sentation of transmission bandwidth of 202, 223 and 307 nm
lters. In general, the character of the transmittance prole of
a lter controls both the sensitivity and the baseline noise. The
sensitivity observed when using a lter depends on the overlap
of the lter transmittance prole with the absorption prole of
the electron transition corresponding to an excitation of a uo-
rescence line. In addition, the intensity of different Bi uores-
cence lines varies and the response of the PMT is not constant

Fig. 3 MDF (a) and FIGS (b) atomizers; OH – observation height.
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through the whole spectral interval of 165–320 nm. The peak
wavelength appears approximately at 200 nm and the response
of the PMT rapidly decreases at both higher and lower wave-
lengths.21 The sensitivities acquired with individual lters are
summarized in Table 1.

For both atomizers, the highest sensitivity was observed in
the absence of any lter. However, such arrangement was not
further considered since the determination would be then most
susceptible to spectral interferences (see below). The other
disadvantage of working in the absence of any lter is the
imperative of achieving an efficient isolation of the spectrom-
eter from the parasitic radiation from the laboratory environ-
ment. Naturally, using various interference lters resulted in
lower sensitivity. Filters 307 nm and 223 nm provided approx-
imately one order of magnitude higher sensitivity compared to
193 nm and 202 nm lters.

The sensitivity is a relevant parameter, however, the SNR is
the most important. It is controlled by the sensitivity as well as
by the baseline noise. The baseline noise depends on the
overlap of the lter transmittance prole with the emission
spectrum of the atomizer ame and even though the ame
emission is compensated in the resulting signal (see Section
2.6), its noise contributes to the noise of the baseline. The OH
radicals are responsible for the ame emission namely in the
region 305–320 nm.23,24 In general, MDF produces a lot of OH
radicals and that results in approximately 1.9 better SNR
provided by the 223 nm lter in comparison with the 307 nm
lter. In the case of FIGS, which produces much less OH radi-
cals, SNRs of these two lters do not differ considerably. The
193 and 202 nm lters provide approximately six times lower
SNR compared to the other two lters. In contrast, D'Ulivo
et al.24 observed that FIGS required the use of the 306.8 nm
uorescence line since all other Bi uorescence lines were
either undetectable or too weak.

The optical path of the AF spectrometer was optimized so as
to achieve the highest sensitivity and SNR. The mutual
distances of the three main components slightly affect the
sensitivity. The distance from the lens on the rim of the EDL
and of the PMT to the centre of the atomizer support tube was
set to 13 and 12 mm, respectively, which provided the highest
sensitivity and SNR. This setup resulted in the radius of
a vertical cross-section of the radiation beam (circular) above
the vertical axis of the atomizer of approximately 5 mm. The
feeding current of the EDL was optimized and the sensitivity
rose with increasing feeding current up to 425 mA, which was
the maximum current tested. However, the highest SNR was

obtained at 400 mA, which is also the recommended value by
the manufacturer for the modulated mode and this particular
type of the radiation source.

3.2 Optimization of atomization conditions

The inuence of the relevant atomization conditions, i.e.,
hydrogen fraction, the total gas ow rate and OH, on the
sensitivity and SNR was investigated for both atomizers. Unless
otherwise stated, to facilitate the experiments, the 223 nm lter
was selected to be used in all the optimization studies as it
delivered sufficiently high SNR and sensitivity for both atom-
izers (see Table 1).

In general, decreasing hydrogen fraction in both atomizers
positively inuenced both the sensitivity and SNR (Fig. 4). It is
important to note that this experiment was examined at
constant total gas ow rate of 600 mL min�1, hence the change
in sensitivity is driven only by hydrogen fraction. A possible
explanation for the decrease of sensitivity is the Lorentz
broadening of the absorption line with increased hydrogen
fraction.25 A broader absorption line causes a less efficient
excitation of free analyte atoms leading to a lower uorescence
signal. Additionally, increased temperature at higher hydrogen
fractions inevitably reduces uorescence signal because of the
thermal expansion even though this can be partially offset by
a decrease of Lorentz broadening with higher temperature.25

Another mechanism responsible for the sensitivity drop with
the increasing hydrogen fraction can be the quenching of the Bi
free atoms excited state either by hydrogen or by formed water
vapor. The minimum feasible hydrogen fraction in MDF and
FIGS, respectively, was 14% and 9% since ames became
unstable at lower hydrogen fractions and oen went out. The
inuence of the total gas ow rate and OH in MDF and FIGS at
constant hydrogen fractions of 17% and 13%, respectively, was
established as illustrated in Fig. 5 and 6. Flow rates lower than

Table 1 Sensitivity (mV s L mg�1) obtained with various interference
filters and atomizersa

193 nm
lter

202 nm
lter

223 nm
lter

307 nm
lter No lter

MDF 0.014 0.011 0.13 0.17 2.3
FIGS 0.038 0.033 0.29 0.42 4.8

a Experiment carried out under optimum conditions for both atomizers
(Table 2).

Fig. 4 Dependence of peak area (full) and SNR (empty) on hydrogen
fraction in MDF (square) and FIGS (circle); both MDF and FIGS: 1 mg L�1

Bi, 600 mL min�1 total gas flow rate; MDF: OH ¼ 7 mm; FIGS: OH ¼ 6
mm, 7 mLmin�1 oxygen flow rate, 1.5 (Arshield I) and 2 L min�1 (Arshield II)
of shielding argon.
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500 mL min�1 could not be employed as ames were unstable
under given conditions. The minimum OH of 5 mm could have
been employed since at lower OHs the radiation from the EDL
was prominently scattered on the top of the atomizer causing an
unacceptable increase of the baseline.

In both MDF and FIGS, the sensitivity decreases with an
increase of the total gas ow rate and OH from the feasible
minimums (Fig. 5 and 6). The observed inuence of the ow
rate and OH can be interpreted in terms of the dilution of free
atoms in the observation volume. The response of the SNR in
both atomizers (Fig. 5 and 6) is similar except it is negatively
inuenced by an increase of the baseline of the resulting signal

and, correspondingly, an increase of the baseline uncertainty at
OH below 7 mm and 6 mm, respectively, for MDF and FIGS. The
chosen optimum values of the total gas ow rate and OH were
600 mLmin�1 and 7 mm for MDF and 500 mLmin�1 and 6 mm
for FIGS (see Table 2).

Regarding FIGS, due to its more complex arrangement, also
the oxygen ow rate and both shielding ows had to be opti-
mized. The ow rate of 3 mL min�1 of oxygen is insufficient for
an efficient atomization (Fig. 7). The maximum sensitivity and
SNR are achieved for 5–7 mL min�1 of oxygen. The slight
decline of sensitivity at higher oxygen ow rates may be asso-
ciated with water vapor formation, which leads to uorescence

Fig. 5 Dependence of (a) peak area (in mV s) and (b) SNR on total gas flow rate and OH in MDF; 1 mg L�1 Bi, hydrogen fraction 17%. The OH points
measured were in the range of 5–12 mm, by 1 mm steps. The total flow rate points measured were in the range of 500–1000 mL min�1, by 100
mL min�1.

Fig. 6 Dependence of (a) peak area (in mV s) and (b) SNR on total gas flow rate and OH in FIGS; 1 mg L�1 Bi, hydrogen fraction 13%, 7 mL min�1

oxygen flow rate, 1.5 (Arshield I) and 2 L min�1 (Arshield II) of shielding argon. The OH points measured were in the range of 5–8mm, by 1 mm steps.
The total flow rate points measured were in the range of 400–900 mL min�1, by 100 mL min�1.

Table 2 Optimum conditions of atomization in MDF and FIGS

Total Ar (mL min�1) Total H2 (mL min�1) O2 (mL min�1) Arshield I; Arshield II (L min�1) OH (mm)

MDF 500 100 — — 7
FIGS 440 60 7 1.5; 1.5 6
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quenching. The same effect was previously described for the
atomization of As in FIGS.16 Very similar inuence of oxygen
ow rate was also observed with the 307 nm lter, with
maximum sensitivity and SNR achieved at 7 mL min�1. This
observation proves that OH bands emission in the range of
applied oxygen ow rates (4–10 mL min�1) is not a serious
problem. The value of 7 mL min�1 oxygen was selected for
further experiments as optimum.

The last parameters to be optimized for FIGS were the two
shielding argon ow rates (Fig. S2 in ESI†). The argon ow rate
through the inner channel has a signicantly larger impact on
measured sensitivity than the outer ow rate. Using only the
inner channel with argon ow rates 1, 1.5 and 2 L min�1 high
relative sensitivities (76%, 93% and 96%, respectively) can be
reached in comparison with the optimum at 1.5 L min�1

through both inner (Arshield I) and outer (Arshield II) shielding
argon. In contrast, when only the outer channel is utilized to
introduce shielding argon the relative sensitivities are low (in
the range 14-17%). In general, SNR depends on both shielding
ow rates in a similar way as the sensitivity: the highest SNR was

achieved for 1.5 L min�1 of both inner (Arshield I) and outer
(Arshield II) shielding argon ows, and therefore these were
selected as the optimum values.

The chosen optimum conditions of atomization for both
atomizers are summarized in Table 2.

3.3 Analytical characteristics

As discussed in Section 3.1, 223 nm and 307 nm lters are the
most promising with regard to achieving low LODs. The
analytical gures of merit of the proposed methodology with
both these lters and for both atomizers were determined. The
calibration functions constructed with 0, 0.04, 0.1, 0.25 and 1 mg
L�1 Bi standards were linear (R2 > 0.9999) for all four options.
The values of achieved LODs (3s, n¼ 10) do not exceed 2 ng L�1

for any conguration listed (Table 3). The lowest LOD of
0.9 ng L�1 as well as the highest sensitivity were obtained with
the combination of FIGS atomizer and the 307 nm lter while
LOD reached 1.4 ng L�1 using FIGS and 223 nm lter. LODs
obtained with the MDF atomizer and both lters were the same:
1.8 ng L�1. All the setups resulted in an outstanding repeat-
ability < 1%, expressed as the relative standard deviation (n ¼
10), at 1 mg L�1 Bi level.

The LODs in all examined setups (two lters and atomizers)
were inuenced substantially by the noise of the scattered
radiation from the EDL source when the intensity of the scat-
tered radiation was more than 9-fold higher than the ame
emission. Hence, the LODs could be improved by a further
reducing of the scattering.

3.4 Interference study

The effect of several hydride forming elements such as Sn, Pb,
Sb, Se, As and Hg on accuracy of Bi determination was investi-
gated employing FIGS operating under optimum conditions
(Table 2). Concentrations of hydride forming elements varied
from 1 to 100 mg L�1 while the concentration of Bi was 1 mg L�1

each time. Three interference lters (202, 223 and 307 nm) were
chosen for the interference study to determine if the interfer-
ence occurs at all detectable wavelengths of the uorescence
radiation, or more precisely at all Bi uorescence lines, evenly. It
appeared that there were no interferences whatsoever from Sn,
Pb, Se and Hg in the tested concentration range for none of the

Fig. 7 Dependence of peak area (full circle) and SNR (empty circle) on
oxygen flow rate in FIGS; 1 mg L�1 Bi, 500 mL min�1 total gas flow rate,
hydrogen fraction 13%, 1.5 (Arshield I) and 2 L min�1 (Arshield II) of
shielding argon, OH ¼ 6 mm.

Table 3 The comparison of LODs using various methodologies

Method and atomizer AFS instrumentation LOD (ng L�1) Reference

HG-AFS with MDF Non-dispersive/self-designed 1.8a; 1.8b This work
HG-AFS with FIGS Non-dispersive/self-designed 0.9a; 1.4b This work
HG-AFS with shielded MDF Non-dispersive/self-designed/four channel 41 26
HG-AFS with MDF Dispersive/self-designed 58 24
HG-AFS with FIGS Dispersive/self-designed 10 24
HG-AFS with MDF Non-dispersive/self-designed 3–8c 27
HG-AFS with MDF Non-dispersive/PSA 10.055 Millenium Excalibur 10 28 and 29
Nebulization ICP(MS)/MS — 0.2–0.5d This work

a 307 nm lter. b 223 nm lter. c Depending on the interference lter used. d Agilent 8900, depending on the gas mode in the reaction/collision cell
(no gas or He).
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three interference lters (see Table S1 in ESI† for details). In the
case of As the sensitivity was depressed approximately by 30% at
concentration of 100 mg L�1. Since this interference occurred at
all three detection wavelengths, it is a non-spectral interference
taking part during either HG or atomization.

Antimony had the most noticeable interfering effect which
signicantly varied with different interference lters. With the
use of 202 and 223 nm lters the signal increased to 159% and
117%, respectively, even at 1 mg L�1 concentration of the
interferent (1 : 1 analyte to interferent). At 100 mg L�1 of Sb
(1 : 100 analyte to interferent) the signal reached up to 7400%
and 2200%, respectively, related to the signal of 1 mg L�1 Bi
without interferent. An explanation for that effect is that Bi EDL
contains a certain amount of Sb and therefore Sb atoms can be
excited with Bi EDL, as evidenced by the emission spectrum of
the EDL in Fig. S1 (in ESI†). There are distinct Sb emission lines
in the region of efficient transmittance of 202 and 223 nm
lters. The strongest lines observed were namely at 206.83,
217.58, 228.90 and 231.15 nm. Since there is no intense Sb line
present in the region 300–320 nm, no positive interference from
Sb is evident with 307 nm lter at low concentration level. The
signal slightly decreased with 307 nm lter at 100 mg L�1 Sb to
88%, which should be attributed to a non-spectral interference
during HG or atomization analogously as described for As
above. Although it bears no relation to Bi determination in our
case, the Bi EDL seems to also contain mercury as Hg emission
line was observed at 253.65 nm. It is important to note that the
found impurities of Sb and Hg of similar amount were observed
in three individual EDLs (System II).

3.5 Validation

To verify the accuracy and the practical feasibility, the proposed
methodology was applied to Bi determination in several CRMs.
The determination was performed under optimum conditions
of atomization in FIGS atomizer (Table 2) and with the 307 nm
lter. The Bi content was quantied using the external cali-
bration curve and recovery values were calculated from the
slopes obtained with the standard addition technique (two
spiked concentrations of standard to one replicate of each
sample) related to the slope of the external calibration. The
results are shown in Table 4.

The water CRMs (NIST 1643f, CASS-6 and NASS-7) were
subjected to a determination with HG-AFS. The result of Bi
content in NIST 1643f aer approximately 80-fold dilution with

1 mol L�1 HCl was in satisfactory agreement with the certied
value. To demonstrate the necessity of using the 307 nm lter to
obtain an accurate result, the same determination was per-
formed with the 223 nm lter and both MDF and FIGS atom-
izers. The concentrations found were 14.0 � 0.2 mg L�1 and 13.8
� 0.2 mg L�1, respectively. These signicantly higher values of Bi
content most probably come from the noticeable positive
interference from Sb (55.45 � 0.40 mg L�1 certied), which has
to be overcome by using the 307 nm lter as shown in Table S1
(in ESI†).

The practical feasibility of the developed ultrasensitive
methodology was demonstrated on the analysis of sea water
CRM NASS-7 and CASS-6. No certied or informative values are
available as well as no data have been provided in the literature
yet. The concentration of bismuth in sea water is generally very
low and the values of approximately 10–20 ng L�1 are typically
considered,30–32 despite a huge dispersion of the published
data.33 Therefore, it is better not to dilute the sea water CRMs
more than necessary. The determined concentration of 22 and
24 ng L�1 Bi are in accordance with the expected range.30–32

Furthermore, the spiked recovery in the range 89–100% for
CASS-6 and NASS-7 proved that Bi determination at trace/
ultratrace levels by HG-AFS could be accomplished even from
a matrix as complex as sea water without the necessity of
a signicant dilution.

The HG-AFS method was also veried using Seronorm
1406264 Whole Blood L-2 and GBW07601a Human hair
samples which required sample digestion with the use of nitric
acid prior to determination. The effect of the remaining nitric
acid on HG-AFS was investigated when it was mixed with
a standard of 1 mg L�1 Bi in 1 mol L�1 HCl. No interference was
found in the whole concentration range of 0.1–4 mol L�1 nitric
acid. The results of HG-AFS determination are in Table 4. There
is an excellent agreement with the certied value for
GBW07601a Human hair while the measured value for Sero-
norm 1406264 Whole Blood L-2 is on the upper edge of the
recommended range.

3.6 Comparison of MDF and FIGS

The FIGS atomizer is more complex and the experimental work
is undeniably more demanding. The considerable Ar
consumption and the gas ow rate control requirements should
be taken into account as well (see Table 2). However, the Ar
consumption can be reduced by employing only the inner

Table 4 The determined content of Bi in certified referencematerials presented asmedian value (n¼ 3)� SD and recoveriesmeasured with HG-
AFS, FIGS atomizer and 307 nm filter

CRM Certied value (mg L�1) Value obtained (mg L�1) Recoverya (%)

NIST 1643f 12.62 � 0.11 12.8 � 0.1 102 � 1
CASS-6 — 0.024 � 0.003 89 � 3
NASS-7 — 0.022 � 0.001 100 � 3
1406264 SeronormWhole Blood L-2 5 � 1.01 6.2 � 0.2 105 � 1
GBW07601a Human hair 21 � 2 20.1 � 0.6 99 � 1

a Spiked recovery ¼ slope of standard additions (no addition and two spiked concentrations to a sample)/slope of external calibration.
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shielding channel without a signicant loss of sensitivity as
shown above. A gradual increase of the sensitivity was observed
for FIGS and it took approximately 90 minutes for the signal to
stabilize. This obstacle can be overcome by igniting the ame
with hydrogen and argon rst and operating the atomizer in the
MDF mode for 30 minutes. This lets the shielding unit of FIGS
heat up and then oxygen and shielding argon can be introduced
in order to switch to the FIGS mode.16 That applies to
a measurement independent of the analyte. However, the
amount of time necessary for the heating up of the atomizer is
negligible compared to the warm-up time of the Bi EDL. In the
case of bismuth, the EDL operated in the modulated mode
needed at least 120 minutes so as to warm up properly.

The highest sensitivity is obtained with the FIGS atomizer
and the 307 nm interference lter and is 3.7-fold higher than
with MDF and the 223 nm lter. The lowest LOD, 0.9 ng L�1, is
achieved with the same atomizer/lter conguration, though
LODs do not vary appreciably for other congurations (Table 3).
All achieved LODs are signicantly lower compared to those
published in other works so far or to the declared values in
commercial AFS instruments. The values are even better than
LOD of 2.8 ng L�1, reported for a complicated preconcentration
system coupled with HG-AFS.34 The LODs are also comparable
to those typically obtained with the latest ICP(MS)/MS instru-
mentation (see Table 3).

4 Conclusion

A non-dispersive AFS, assembled from commercially available
parts at low cost, was adapted for Bi determination using
hydride generation as a sample introduction technique. The
atomization in two hydride atomizers, MDF and FIGS, was
investigated in detail and the atomizers were compared. The
denite advantage of the FIGS atomizer is that it allows us to
employ Bi uorescence lines at >300 nm where serious OH
emission can be an obstacle with the standard MDF atom-
izer.18,24 The exceptionally low LOD at ng L�1 level achieved
without any preconcentration step can be ascribed mainly to
high intensity radiation source (EDL) in which, however, the
impurities of Sb and Hg were identied. These impurities result
in serious positive interference from Sb on Bi determination
with 202 nm and 223 nm lters. However, this can be overcome
by using the 307 nm lter as no Sb line is present in this region.
FIGS as the atomizer and the 307 nm lter were nally chosen to
be suitable for Bi determination in real samples which was
demonstrated by the analysis of water, blood and hair CRMs.
The proposed method seems to be also suitable for Bi deter-
mination in samples with matrix as complex as sea water. Such
high concentration of dissolved salts is known to be an obstacle
and requires signicant sample dilution prior to determination
by solution nebulization ICPMS which is commonly a trade-
mark of unparalleled sensitivity.
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3 Results and discussion

3.1 AFS instrument

Fig. S1 Emission spectrum of Bi EDL (System II) obtained with a fiber optics UV-vis 

spectrometer. Transmission bandwidth  (FWHM 10 nm) of 202, 223 and 307 nm filters shown 

in blue color for clarity.
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3.2 Optimization of atomization conditions
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Fig. S2 Dependence of peak area on the flow rate of inner Arshield I and outer Arshield II; 

1 µg L-1 Bi, 500 mL min-1 total gas flow rate, hydrogen fraction 13%, 7 mL min-1 oxygen flow 

rate, OH = 6 mm. Measured points are displayed for clarity.  
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3.4 Interference study

Table S1 The interference from hydride forming elements (Sn, Pb, Sb, Se, As and Hg) on Bi 

determination (1 µg L-1) using FIGS and various interference filters 

recoverya (%)

interferent

concentration of

interferent

(µg L-1)

202 nm

filter

223 nm

filter

307 nm

filter

1 99 100 100

10 100 100 102Sn

100 100 99 100

1 102 100 100

10 101 99 101Pb

100 101 100 100

1 159 117 99

10 738 288 100Sb

100 7427 2209 88

1 101 101 99

10 101 100 99Se

100 102 100 99

1 99 100 99

10 99 97 97As

100 66 73 69

1 101 100 101

10 100 99 100Hg

100 99 99 99

arelative combined SD (combined SD/recovery) is < 3% for all recovery values
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Chemical vapour generation assisted by Cr3+/KCN
coupled to atomic fluorescence spectrometry for
ultrasensitive determination of cadmium in water
and rice samples

Barbora Štádlerová, *ab Linda Sagapovaab and Stanislav Musil a

A methodology for cadmium determination at ultratrace levels based on chemical vapour generation (CVG)

coupled to atomic fluorescence spectrometry (AFS) was developed. Cd volatile species were generated in

a four-channel flow injection CVG system by the reaction of the analyte with NaBH4 in a HCl medium in the

presence of Cr3+/KCN used as modifiers enhancing the CVG efficiency. An in-house assembled non-

dispersive AFS was used as a detector of the volatile species in two types of flame atomizers – the

miniature diffusion flame (MDF) and the flame-in-gas-shield (FIGS) atomizers. The atomization

conditions were optimized for both atomizers and the tolerance towards interferences from hydride

forming elements and mercury was examined. The sensitivity obtained with the FIGS atomizer was

approximately twofold higher compared to that with the MDF atomizer; therefore, the FIGS atomizer

was selected for further analytical applications, providing an excellent limit of detection of 0.42 ng L−1

Cd (63 fg absolute). The accuracy of the proposed methodology was verified by analyses of certified

reference materials of water with various matrix complexities (fresh water SRM 1643f, wastewater ERM-

CA713 and seawater CASS-4 and NASS-5) and rice flour SRM 1568b after microwave digestion in

a diluted acid medium with very good agreement with certified values. In addition, the practical

application was successfully demonstrated by determination of Cd content in three samples of rice and

rice flour with excellent agreement with the values obtained by solution nebulization inductively coupled

plasma mass spectrometry.

1 Introduction

Cadmium is a heavy metal that is considered to be one of the
most serious hazardous toxic pollutants. Even though Cd
emissions seem to be decreasing over the course of the last few
decades thanks to improved technologies for the production
and disposal of Cd-containing products, cadmium cannot be
degraded any further and its concentrations in the environment
are still steadily increasing due to anthropogenic activities.1 The
majority of Cd present in the environment comes from the
production of batteries; the rest is usually used in alloys, coat-
ings or fertilizers. A non-negligible amount of Cd is also
consumed by smokers via tobacco products.2,3 Cadmium is
considered a carcinogen;4 it negatively affects the cardiovas-
cular system and the bone structure and is nephrotoxic. As the
exposure of humans to Cd has obvious negative effects,1,2,5 it is
important to continue developing analytical methodologies for

ultrasensitive Cd determination in a variety of biological, envi-
ronmental or food samples.6–9

Vapour generation (VG) as a sample introduction technique
for methods of analytical atomic spectrometry is still attractive
as it carries many inherent advantages.10 The analyte in the
liquid phase is converted by a chemical, electrochemical or
photochemical reaction to a volatile species, which is subse-
quently separated from the liquid matrix and transported to an
ionization or atomization unit (atomizer) for detection. VG can
be virtually coupled to atomic absorption spectrometry (AAS),
atomic uorescence spectrometry (AFS) and inductively coupled
plasma with either optical emission (ICP-OES) or mass spec-
trometry (ICP-MS) detection. Among the detection techniques,
AAS and AFS in combination with VG have gained particular
attention especially thanks to the detection power comparable
to that typically obtained with conventional solution nebuliza-
tion ICP-MS but at signicantly lower investment and running
costs. Chemical vapour generation (CVG) based on the reaction
of the analyte with a reducing agent (BH4

−) is a mature tech-
nique commonly used for the determination of so-called
hydride forming elements (As, Bi, Ge, Pb, Sb, Se, Sn and Te)
as well as Hg, which is generated in the form of cold vapour.11–13
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CVG efficiency reaches up to 100%, which implies that the
analyte is completely converted to its volatile species, released
from the liquid phase and transported to the detection unit.
Lower but still fair CVG efficiency can be achieved for Cd, while
CVG of other transition metals may be characterized by insuf-
cient efficiency reected in signicantly worse repeatability
and reproducibility.14

CVG of Cd has been thoroughly studied throughout recent
years employing different approaches.15–35 A mixture of atomic
and molecular volatile species is supposedly formed during
CVG.15–18 It seems that their fraction, as well as CVG efficiency,
depends profoundly on the experimental conditions, especially
the BH4

−/acid ratio (pH), but also the oxygen dissolved in the
reagents has shown to play a signicant role. The presence of
modiers has been, however, identied as crucial in order to
enhance CVG efficiency substantially. In our recent work,36 the
performance of CVG of Cd employing various modiers (Co2+

ions/ascorbic acid/thiourea, Ti3+ or Ti4+/KCN, and Cr3+/KCN)
was compared. The best results in terms of CVG efficiency (55–
66%), inter-day repeatability and robustness were obtained with
a four-channel system employing Cr3+/KCN as modiers,
reaching a limit of detection (LOD) of 60 ng L−1 using AAS and
a quartz tube atomizer.36 The mechanism of action of this
combination of modiers on CVG of Cd hasn't been fully
elucidated but Yilmaz et al. proposed in their pioneering work
that a [Cr(CN)6]

3– complex is synthesized on-line in a slightly
acidic medium from Cr(OH)3 and an excess of KCN, prior to
mixing with BH4

−. This complex subsequently interacts with
BH4

− to form reactive borane complex intermediates that can
effectively react with Cd2+ and convert it to volatile species with
high efficiency.22

Excellent detection power can be obtained when CVG of Cd
is coupled to AFS because Cd is an element particularly suited
for AFS, primarily thanks to the availability of intense radiation
sources, simplicity of Cd uorescence spectra, favourable
position of its main resonance line at 228.8 nm with high
oscillator strength, very few spectral interferences and highly
efficient atomization in various types of ames.37,38 Since the
analyte is introduced in the form of volatile species, some type
of “cool” hydrogen ame is usually used as the atomizer in CVG-
AFS.39 The simplest atomizer is a miniature diffusion ame
(MDF) atomizer, which is also employed in commercial spec-
trometers.40 It burns at the end of a support tube through which
the volatile species and H2, as products of the CVG reaction, are
introduced. The analyte is fully atomized in the volume of the
ame by the action of hydrogen radicals formed in the outer
parts of the ame and penetrating inwards.39,41 An advanced
version of the MDF atomizer is the ame-in-gas-shield (FIGS)
atomizer.42–45 A high laminar ow of Ar is employed for the
protection of the observation volume from the ambient atmo-
sphere and an additional low ow of O2 is introduced through
a capillary placed in the vertical axis of the support tube. A
microame burns at the top of this capillary as a result of the
reaction of O2 with the excess of H2, which forms hydrogen
radicals inside the observation volume.43,45 The general benets
of a FIGS atomizer lie in its several-fold better sensitivity, lower
emission of the microame and lower background noise.39

In this work, we aimed to fully exploit the potential of
ultrasensitive detection of Cd by AFS. We adopted the CVG
system that yielded the best results in terms of repeatability,
reproducibility and CVG efficiency from our previous study,36

which corresponded to using Cr3+/KCN modiers, and coupled
this system to a non-dispersive AFS constructed at our labora-
tory and equipped with an intense electrodeless discharge lamp
(EDL) as a radiation source.43,44,46 Atomization in the two ame
atomizers, i.e., MDF and FIGS, was optimized, their perfor-
mances were compared and the best of them in terms of
sensitivity and tolerance towards interferences was selected for
analytical applications. The developed methodology was vali-
dated for the determination of Cd content in various water
samples as well as rice samples aer microwave digestion in
a diluted acid medium.

2 Materials and methods
2.1 Reagents

Ultrapure water Analpure (Analytika, Czech Republic) was used
for the preparation of all the solutions unless otherwise stated.
5% (m/v) NaBH4 ($99%, Honeywell, USA) in 0.4% (m/v) KOH
(semiconductor grade, Sigma-Aldrich, Germany) was used as
a reductant. A solution of 0.2 mol L−1 HCl (Analpure, Analytika)
was used as a carrier and blank. Working Cd solutions in
0.2 mol L−1 HCl were prepared fresh daily by serial dilution of
a 1000 mg L−1 Cd stock standard solution (Analytika). The
modiers were prepared in ultrapure water from the following
compounds: 0.6 mmol L−1 working Cr3+ solution and 24 mmol
L−1 solution used for semi-permanent modication of the CVG
system from solid Cr(NO3)3$9H2O ($99.99% trace metal basis,
Sigma-Aldrich) and 0.01 mol L−1 working KCN solution from
solid KCN ($97%, Acros Organics, USA).

The 1000 mg L−1 stock solutions of elements employed for
the interference study were sourced as follows: Se4+ and Sn4+

from Sigma-Aldrich, Sb3+ from Fluka (Germany), Pb2+ and Hg2+

from Analytika. As3+ solution was prepared by dissolving solid
As2O3 (Fluka) in 10% NaOH and deionized water.

Concentrated semiconductor grade HNO3 (Honeywell) and
30% H2O2 (p.a.+, Analytika) were used for preparation of the
medium for the microwave digestion (see below).

2.2 Instrumentation

The scheme of the four-channel ow injection (FI)-CVG is
shown in Fig. 1. The operating conditions were taken from our
previous work36 and were only slightly modied. The reductant
(NaBH4) and the carrier (HCl), both at 1 mL min−1, and the
solutions of modiers 1 and 2 (Cr3+ and KCN), both at 0.5
mL min−1, were pumped using a peristaltic pump Reglo Digital
(Ismatec, Switzerland). The optimum CVG conditions are
summarized in Table 1. The manifold was constructed from
PTFE tubing with the exception of Tygon pump tubing. The
standard/sample prepared in 0.2 mol L−1 HCl was injected
through a 0.15 mL sample loop into the ow of the carrier
(0.2 mol L−1 HCl) and subsequently merged with the modiers
and the reducing agent in particular reaction coils (RCs). RC 1

1214 | J. Anal. At. Spectrom., 2023, 38, 1213–1223 This journal is © The Royal Society of Chemistry 2023

JAAS Paper

Pu
bl

is
he

d 
on

 1
9 

A
pr

il 
20

23
. D

ow
nl

oa
de

d 
by

 In
st

itu
te

 o
f A

na
ly

tic
al

 C
he

m
is

try
 (C

ze
ch

 A
ca

de
m

y 
of

 S
ci

en
ce

s)
 o

n 
1/

15
/2

02
4 

1:
41

:4
0 

PM
. 

View Article Online

https://doi.org/10.1039/d3ja00083d


and RC 2 (see Fig. 1) were made from PTFE tubing with a 1 mm
i.d. and each volume corresponded to 63 mL. RC 3 was from
PTFE tubing with a 1.58 mm i.d. and the volume was 932 mL.36 A
glass gas–liquid separator (5 mL) with a forced waste removal
was employed for the separation of the gas phase containing
volatile Cd species by introducing carrier Ar (80 mL min−1). The
amount of H2 evolving from the CVG reaction was ca. 20
mL min−1. The gas phase exiting the gas–liquid separator was
supplied with an additional ow of Ar and H2 (termed ame Ar
and ame H2) to maintain a stable ame of the atomizer (see
below).

An in-house assembled non-dispersive atomic uores-
cence spectrometer43 was employed throughout. This spec-
trometer consists of three main components – an atomizer
unit, an excitation source and a photomultiplier tube (PMT).
Fig. 2 shows the employed atomizer unit that can be operated
either as a MDF or FIGS atomizer. If operated as a FIGS
atomizer, a vertical quartz support tube (6 mm i.d.) with a side
inlet arm is supplied with Ar, H2 and the volatile species of the
analyte. A quartz capillary (0.53 mm i.d.) is added in the axis
of the support tube protruding 3 mm above its rim and serves
to introduce O2. In addition, a two-channel brass shielding
unit43 tted around the support tube is supplied with two
ows of Ar (1.5 L min−1 each) to shield the observation
volume of the atomizer from ambient air (O2). The observa-
tion height (OH) is dened as the distance from the top of the
capillary to the centre of the optical beam.

Regarding the MDF operation mode, only a vertical quartz
support tube with a side inlet arm is supplied with Ar, H2 and
the volatile species of the analyte. No ows of shielding Ar into

Fig. 1 Four-channel chemical vapour generation systemwith FI introduction of the sample (0.15mL loop); PP 1–2– peristaltic pumps and RC 1–
3 - reaction coils.

Table 1 Optimum conditions of chemical vapour generation of Cd

Reagent Composition Flow rate (mL min−1)

Carrier 0.2 mol L−1 HCl 1
Modier 1a 0.6 mmol L−1 Cr3+ 0.5
Modier 2 0.01 mol L−1 KCN 0.5
Reductant 5% (m/v) NaBH4 in 0.4% (m/v) KOH 1

a 24 mmol L−1 was used for modication of the CVG system prior to measurement.

Fig. 2 Atomizer unit employed for operation as a miniature diffusion
flame atomizer (MDF; shown in blue) and flame-in-gas-shield atom-
izer (FIGS; the whole atomizer).
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the shielding unit and O2 through the capillary are introduced
and the capillary is removed from the support tube. OH is
dened in this case as the distance from the very top of the
support tube to the centre of the optical beam.

A Cd EDL (System 2, PerkinElmer, USA) was used as a radi-
ation source with a feeding current square wave modulated at
a frequency of 40 Hz and with a 52% duty cycle (13 ms on and 12
ms off). The operating current was 240 mA unless otherwise
stated. The radiation beam from the source was focused above
the atomizer unit using two UV fused silica lenses. A plano-
convex lens (d = 25 mm, 40 mm focal length) was inserted into
the exit orice of the cavity containing the EDL bulb and
a double convex lens (d = 22 mm, 45 mm focal length) was
attached in a lens holder to the rim of the EDL.

A solar-blind channel PMT (165–320 nm, MH 1922, Perki-
nElmer Optoelectronics, Germany) was placed perpendicularly
to the EDL to collect the produced uorescence radiation. The
PMT was supplied with negative voltage, typically in the range of
1200–1400 V. Two positive meniscus UV fused silica lenses (d =

17 and 22 mm; 21 mm focal length) were used to focus the
radiation onto an interference lter (Melles Griot, USA) with
central wavelength at 228 nm, full width at half maximum
10 nm and peak transmission 15%. The AFS instrument was
placed inside a fume hood. The door was covered with a black
curtain during all the measurements to avoid the contribution
of any potential parasitic radiation from the laboratory envi-
ronment to the measured signal.

ICP-MS with conventional solution nebulization as sample
introduction was a reference methodology for the determina-
tion of Cd content in rice sample digests. An employed Agilent
7700x (USA) single quadrupole ICP-MS instrument was equip-
ped with an ASX-500 autosampler, a MicroMist concentric
nebulizer, a Scott double-pass spray chamber and high matrix
introduction technology. The ICP-MS setting was as follows: RF
power 1600 W, sampling depth 7 mm, nebulizer Ar 0.6 L min−1,
dilution Ar 0.55 L min−1 and spray chamber temperature 2 °C.
The measurement was carried out using a spectrum mode with
no gas in a collision cell. The monitored isotopes were 111Cd
and 114Cd (both at a dwell time of 1 s) and 103Rh (0.1 s), which
was used as an internal standard.

An UltraWAVE system (Milestone, Italy) was used for
microwave acid digestion of rice samples. The digestion pro-
gramme is described in Section 2.4.

2.3 Procedure, data evaluation and conventions

Prior to the analysis, the EDL was turned on and le to stabilize
for at least 1 hour. Then, the ame Ar and ame H2 ows were
introduced to the atomizer unit through the vertical support
tube (see Fig. 2) and the ame was ignited (operated as MDF) to
let the body of the atomizer heat up for ca. 30 minutes. In the
case of the FIGS mode, the O2 supply through the capillary was
initiated aer the heating-up period, followed by the introduc-
tion of two ows of shielding Ar. Meanwhile, it was crucial to
modify the CVG system to quickly achieve the desired CVG
efficiency and thus sensitivity. The CVG was conducted in
a standard way but using 24 mmol L−1 Cr3+ solution as modier

1 for 10–15 minutes until the inner surface of RC 3 was covered
by visible blue deposits.36 Subsequently, the concentration of
Cr3+ in modier 1 was decreased to 0.6 mmol L−1 and employed
throughout all the measurements. This modication was
repeated daily and whenever the sensitivity signicantly drop-
ped below the standard level.

The sample/standard was injected 10 s aer the signal
recording started. The total time for each signal recording was
90 s, which was sufficient to return the transition signal to the
baseline. The recorded signals from the PMT (in mV) were
treated the same way as described in detail previously.46 Peak
area (in mV s) corrected to the baseline or peak area sensitivity
(in mV s L ng−1), and a signal to noise ratio (SNR) were the
parameters used to evaluate the data. The SNR (in s) was esti-
mated by dividing the peak area from a corresponding Cd
standard by an uncertainty of the background level that was
determined as an average (n = 2) of the standard deviations of
background intensity 15 s before and aer the peak, i.e.,
calculated from 600 values.

For a simplied description of the different gases supplied to
the support tube of the atomizer unit, the following conventions
were established. The total ow rate of H2 comprises the H2 ow
rate formed during CVG from the decomposition of NaBH4

(generator H2 z 20 mL min−1) and H2 ow rate introduced
downstream the gas–liquid separator (ame H2). The total ow
rate of Ar comprises the ow rates of Ar introduced upstream
the gas–liquid separator (carrier Ar) and Ar introduced down-
stream the gas–liquid separator (ame Ar). Ultimately, the total
gas ow rate equals the sum of the carrier Ar, ame Ar, gener-
ator H2 and ame H2 ow rates. The hydrogen fraction is then
the ratio of the total ow rate of H2 to the total gas ow rate.

2.4 Real samples

The following certied reference materials (CRMs) were used
during the validation of the developedmethodology: fresh water
SRM 1643f (National Institute of Standards and Technology,
USA), wastewater ERM-CA713 (European Commission, Joint
Research Centre, Institute for Reference Materials and
Measurements, Belgium), nearshore seawater CASS-4 and
seawater NASS-5 (National Research Council, Canada). These
samples were diluted accordingly with HCl so that the resulting
concentration corresponded to 0.2 mol L−1.

Furthermore, the methodology was applied to Cd determi-
nation in rice samples aer microwave digestion in a diluted
acid medium. Rice our SRM 1568b (National Institute of
Standards and Technology, USA) was used as a reference. Three
real samples were purchased at a local store: long grain rice
(distributed by Vitana, Czech Republic), white rice our
(distributed by Cockbrand, Thailand) and rice our (distributed
by Paleta, European Union). Samples were milled to ne powder
(if needed) and dried in an oven (2 hours, 95 °C; as recom-
mended for the sample preparation for SRM 1568b47). Each
sample of approximately 0.25 g (three replicates) was weighed
into 15 mL quartz digestion vials. 2.5 mL of 2 mol L−1 HNO3

were added to each sample replicate and le at room temper-
ature overnight. A 1 mL of 30%H2O2 was added just prior to the
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microwave digestion. The microwave digestion programme was
as follows: 20 min ramp to 240 °C followed by 20 min holding at
the same temperature, and the initial N2 pressure was 40 bar.
Aer cooling down, the digests were quantitatively transferred
to 50 mL polypropylene centrifuge tubes, diluted with ultrapure
water and prepared for parallel analysis by FI-CVG-AFS and
conventional solution nebulization ICP-MS. While the samples
for ICP-MS analysis were only spiked with concentrated HNO3

to contain 2% (m/v) and directly analysed, the samples for FI-
CVG-AFS analysis were diluted (1 : 1) with 0.4 mol L−1 HCl to
contain 0.2 mol L−1 HCl.

3 Results and discussion
3.1 Initial assessment

The employed AFS instrument, constructed at our laboratory,
excels in sensitivity thanks to the use of the intense EDL source,
which may be documented by excellent LODs of developed
methodologies for total As and Bi determination (around 1
pg)44,46 or speciation analysis of As.43,48–50 Compared to those
analytes, Cd determination by AFS may become even more
sensitive (lower LOD) due to the particular suitability of Cd for
AFS detection37,38 provided the CVG efficiency remains high and
the background intensity is low. The CVG efficiency is not a very
limiting factor because the efficiency in the range of 55–66%
was quantied in the current CVG system in our previous
work.36 The background level (and resulting background noise)
particularly depends on the contribution of the analyte
contamination to the uorescence radiation, on the scattered
radiation from the EDL source and on the overlap of the
interference lter transmittance prole with the emission
spectrum of the ame emission from the atomizer. Compared
to the former two contributions, the ame emission in the
employed 228 ± 10 nm range, dened by the interference lter,
was proven negligible in both MDF and FIGS atomizers, based
on the comparison of background signals measured with and
without ames ignited and when the CVG was not in operation.
In fact, the preliminary experiments with FI-CVG-AFS revealed
that the highest contribution to the measured background
signal arose from analyte contamination from the reagents,
especially deionized water, solutions of KCN and Cr3+ used as
modiers. Hence, it was proven to be crucial to employ reagents
of the highest purity. Subsequently, the concentrations of the
modiers used for the CVG were re-optimized and it was found
that decreasing the concentration of KCN in modier 2 from
0.1 mol L−1 to 0.01 mol L−1 resulted in a background signal
more than 4 times lower while maintaining the same CVG
efficiency. Considering the high toxicity of this modier, this
result represents a great improvement over the previous papers
in which 10–16-fold higher concentrations of KCN in combi-
nation with Ti3+/Ti4+, V3+ or Cr3+ ions were necessary.22,23,35,36

The concentration of other reagents remained unchanged from
that in ref. 36.

The optical path of the spectrometer (mutual distances of the
three main components including the lenses used to focus the
radiation) was optimized so as to achieve the highest peak area
sensitivity and SNR. The optimal setting resulted in the radius

of a vertical cross-section of the radiation beam (circular) above
the vertical axis of the atomizer unit being approximately 5 mm,
thus almost fully covering the observation volume above the
support tube (6 mm i.d.) of the atomizer unit. The power supply
of the EDL source was optimized in the range of 220–260 mA.
The response gradually increased with higher current, which
means the higher the intensity of the radiation source the
higher the uorescence intensity detected. However, the
optimum was selected to be at 240 mA, which is the value rec-
ommended by the manufacturer, not to compromise the life-
time of the EDL at higher feeding currents.

3.2 Optimization of the atomization conditions

The atomization conditions in the standard MDF atomizer and
advanced FIGS atomizer were optimized using a 250 ng L−1 Cd
standard solution (if not stated otherwise). The optimized
parameters were as follows: the total gas ow rate, hydrogen
fraction and OH for both ame atomizers. In addition, the O2

ow rate through the capillary was the inherent parameter for
the FIGS atomizer.

The hydrogen fraction in the gas phase introduced to the
atomizer unit was optimized at a constant total gas ow rate of
400 and 500 mL min−1 for MDF and FIGS modes, respectively.
The tested hydrogen fractions ranged from 17% to 50% forMDF
and from 11% to 25% for FIGS, see Fig. 3. The lower the
hydrogen fraction, the higher the sensitivity and also SNR in
both ames. The hydrogen fractions of 17% and 13% were
selected to be optimal for MDF and FIGS, respectively. These
were the lowest applicable hydrogen fractions at which the
ames still remained sufficiently stable and were not extin-
guished by small uctuations.

The same optimization was carried out using the ows of Ar
and H2 through the support tube, thus operating similarly to
MDF, but without the ignition of the ame. Since there was no
ame maintained in this case, the gas phase containing only
generator H2 (20 mL min−1, i.e., the 5% hydrogen fraction)
could be examined. A 500 ng L−1 Cd standard was employed in
this case. At a 17% hydrogen fraction the sensitivity corre-
sponded to z65% of the sensitivity obtained with the ignited
MDF (see Fig. 3a) and it even reached z97% when only Ar and
generator H2 were delivered into the atomizer (no ame H2

used). This result clearly indicates that a signicant fraction of
Cd volatile species introduced into the atomizer unit is in the
form of free Cd atoms while the rest is molecular (most prob-
ably as CdH2), which is in agreement with our previous results36

using the same CVG system but coupled to an unheated quartz
tube atomizer for AAS. The exact value of the fraction of Cd free
atoms is however not 65% because of a pronounced dilution of
free atoms in the observation volume due to thermal expansion
in the burning ame. The temperature inside the MDF atomizer
is not uniformly distributed and may signicantly vary (e.g.,
150–700 °C (ref. 39 and 51)). The situation becomes even more
complicated because the introduced free atoms are not suffi-
ciently shielded when the ame is not ignited and may be
quickly oxidized by reactions with atmospheric O2. From
a practical point of view, the operation of the atomizer unit
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without a real ame brings no benets and the uctuation of
the signal at the peak and overall repeatability of peak areas are
much worse. Another negative feature of such a setup lies in the
approximately 4 times higher background signal (Fig. 3b),
which certainly results in a poorer LOD. This may be explained
by the occurrence of a scattering of the excitation radiation on
small ballast aerosol droplets co-generated in the CVG system.
The aerosol droplets of the reaction mixture are transported by
the gas stream to the atomizer unit and are not evaporated at
the lower OH as in the case of the ignited ame.

The next step was to optimize the total gas ow rate and OH
at constant optimum hydrogen fractions, i.e., at 17% and 13%
for MDF and FIGS, respectively (Fig. 4 and 5). The lowest
applicable total gas ow rate at which the ame in both MDF
and FIGS modes remained stable was 400 mL min−1. The peak
area response and SNR were measured at various OHs for each
total gas ow rate (400, 500, 600 and 700 mL min−1). Generally,

the response decreases with higher total gas ow rates, which
can be attributed to larger dilution of free atoms in the obser-
vation volume of both ames. While in the FIGS (Fig. 5a) there
was no signicant effect of OH in the range of 4–8 mm in the
whole tested range of the total gas ow rate, the optimumOH in
the MDF (Fig. 4a) shied to higher values with increasing total
gas ow rates, namely at total gas ow rates of 400, 500, 600 and
700 mL min−1 the maximum sensitivity was achieved at an OH
of 5, 7, 8 and 9mm, respectively. A minimumOH of 4 mm could
be employed because at a lower OH the radiation from the EDL
was prominently scattered on the shielding unit and support
tube using the MDF and on the capillary using the FIGS, which
caused an unacceptable increase in the background signal and
thus a decrease in the SNR (Fig. 4b and 5b). The sufficient OH
where the radiation from the EDL is not signicantly scattered
on top of the atomizer unit anymore corresponds to$7 mm for
MDF and $5 mm for FIGS. The ow rate of 400 mL min−1 was

Fig. 3 The effect of the hydrogen fraction on sensitivity (a) and background signal (b) measured with MDF (blue), with flame ignition (full) and
without flame ignition (empty), and in FIGS (green). The total gas flow rate corresponded to 400 and 500 mL min−1 for MDF and FIGS,
respectively. SDs shown as error bars are indiscernible from the points in some cases.

Fig. 4 The dependence of peak area in mV s on the total gas flow rate and OH (a) and the effect of OH on the SNR (black) and background signal
(blue) at an optimum total gas flow rate of 400 mL min−1 (b) for MDF, both measured at a 17% hydrogen fraction using 250 ng L–1 Cd.
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chosen as optimal for both atomizers with OH of 7 and 6 mm
for MDF and FIGS atomizers, respectively, as a compromise
between the peak area sensitivity, SNR and the contribution of
the scattered radiation from the EDL on the atomizer unit to the
background signal.

The operation of the FIGS atomizer requires an optimization
of additional parameters, most importantly the ow rate of O2

through the capillary placed in the vertical axis of the support
tube that is responsible for the formation of hydrogen radicals.
The O2 ow rate was optimized in the range of 5–15 mL min−1.
A clear plateau of maximum sensitivity was identied between 7
and 12 mL min−1, with an indistinct maximum at 12 mL min−1

but also a signicantly lower background signal and thus higher
SNR in comparison to O2 ow rates lower than 10 mL min−1.
Therefore, 12 mL min−1 was selected as the optimum. Lower
ow rates are probably not sufficient for an efficient formation
of hydrogen radicals and thus atomization of molecular volatile
species of Cd. The shielding Ar ow rates supplied through the
two-channel shielding unit were not optimized in this work as
their effect on atomization of As and Bi was similar; hence the
values were adopted from our previous studies.44,46 All the
optimum atomization conditions for MDF and FIGS atomizers
are summarized in Table 2.

3.3 Interference study

In general, both spectral and non-spectral interferences may
occur in CVG-AFS. Spectral interferences are typically not
a problem because the analyte passes into the atomizer in the
form of volatile species while the majority of concomitants

remain in the liquid phase. The high selectivity is also ensured
by the use of a single element lamp as the radiation source and
an interference lter. The non-spectral interferences are thus
more serious and may arise from the additional chemical
reactions in the liquid phase (during CVG) and/or in the gas
phase (especially during atomization).

Interferences from hydride forming elements and transition
metals on CVG of Cd were previously investigated by Yilmaz
et al.22 in a very similar CVG system and employing very similar
CVG conditions (Cr3+/KCN modiers) but using ICP-MS for
detection.22 More serious interferences (response decreased by
$10%) exhibited for several hydride forming elements, e.g., at
100 mg L−1 for Sn2+ and 200 mg L−1 for Pb2+ and Sb3+,22 while no
serious effects of Co2+, Cu2+, Fe3+, Mn2+, Ni2+ and Zn2+ were
identied at the concentration of 1000 mg L−1, which might be
ascribed to a good masking ability of the excess of CN− ions. In
addition to their effect in the liquid phase, hydride forming
elements can potentially affect the atomization process in the
ame atomizer because they can produce volatile species under
the employed CVG conditions. Conversely, gas phase (atom-
ization) interference is not expected from transition metals in
our CVG system, even though some CVG action has been
demonstrated for ca. 18 transition metals so far,14 and among
them, especially Ag, Au, Cu, Pd and Zn yielded relatively high
CVG efficiencies (>10%).14,52–56 However, modied CVG cong-
urations that allowed for rapid mixing with a reductant (without
a reaction coil) were required along with the use of reaction
modiers that were entirely distinct from those used in this
study.14 In this work, supporting evidence was provided for Zn

Fig. 5 The dependence of peak area in mV s on the total gas flow rate and OH (a) and the effect of OH on the SNR (black) and background signal
(green) at an optimum total gas flow rate 400 mL min−1 (b) for FIGS, both measured at a 13% hydrogen fraction using 250 ng L–1 Cd.

Table 2 Optimum atomization conditions for both flame atomizers

Total Ar (mL min−1) Total H2 (mL min−1) O2 (mL min−1)
Shielding Ar 1
and 2 (L min−1) Observation height (mm)

MDF 335 65 — — 7
FIGS 345 55 12 1.5, 1.5 6
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when no detectable signal was obtained even with 50 mg L−1

Zn2+ if the CVG setup was coupled to ICP-MS and operated
under optimal conditions found for Cd (Table 1).

Hence, the interference study was focused only on hydride
forming elements (As3+, Pb2+, Sb3+, Se4+ and Sn4+) and Hg2+

potentially affecting atomization in both ame atomizers. The
interfering effects were examined by the addition of individual
elements to the Cd standard solution of 250 ng L−1 in the
concentration range of 1–100 mg L−1. It is apparent from Table 3
that there were no signicant negative interferences (by $10%)
observed from As3+, Hg2+, Sb3+, Se4+ and Sn4+ ions up to 100 mg
L−1. Only Pb2+ ions were identied to have a negative effect,
wherein the response at 10 mg L−1 Pb2+ was suppressed by 11%
and 10% for MDF and FIGS atomizers, respectively, and by 46%
and 38% at 100 mg L−1, respectively. Since MDF is considered
more tolerant towards atomization interferences than FIGS39

and with respect to the very similar effect of Pb2+ observed with
both atomizers, it is likely that this negative interference occurs
in the liquid phase and not during atomization. However, this
interference is something worth considering when employing
this methodology for Cd determination in real samples with
high Pb content. However, no such problems were encountered
in this work (see below).

3.4 Analytical gures of merit

Analytical characteristics of the FI-CVG-AFS methodology for Cd
determination were evaluated and compared under the
optimum conditions of MDF and FIGS atomizers (Table 2). The
sensitivities and LODs were evaluated from the calibration
curves (measured with 0, 50, 75, 150 and 350 ng L−1 for the MDF
atomizer and 0, 20, 40, 100 and 250 ng L−1 for the FIGS atom-
izer) and blanks (n = 12). The calibration curves were linear (R2

> 0.9995) in the measured concentration ranges for both
atomizers. The sensitivity achieved with the FIGS atomizer was
approximately 1.8-fold higher than that measured with theMDF
atomizer. The LODs corresponded to 1.40 ng L−1 (0.21 pg) and
0.42 ng L−1 (0.063 pg) for the MDF and FIGS atomizers,
respectively, which arose mainly from the difference in sensi-
tivity. To the best of our knowledge, the presented LODs are the
lowest reported ever for Cd using any VG based approach
without resorting to preconcentration (see comparison with
various VG techniques coupled to AFS or ICP-MS in Table 4).
The reason for the superior LODs most likely lies in high CVG
efficiency enhanced by Cr3+/KCN modiers36 as well as high
intensity of the EDL used to excite the uorescence.

The intra-day repeatability, expressed as a RSD of consecu-
tively measured peak areas (n = 11) of the 250 ng L−1 Cd stan-
dard, amounted to 1.3% and 2.1% for the MDF and FIGS
atomizers, respectively. The inter-day repeatability (n = 7) of
average peak areas of the 250 ng L−1 Cd standard calculated
over a period of several months was also satisfactory and
reached 5.8% and 4.8% for the MDF and FIGS atomizers,
respectively. The method is also characterized by a high
sampling frequency of z40 samples per hour.

An instrumental LOD was assessed in order to illustrate the
ultimate potential or the limitations of the developed method-
ology. For this, the ames were ignited and operated under
optimum atomization conditions but only water was pumped
through all channels of the CVG system. The resultant LODs
corresponded to 0.3 ng L−1 (0.045 pg) for the MDF atomizer and
0.1 ng L−1 (0.015 pg) for the FIGS atomizer. The 4.2–4.7-fold
difference between the real and instrumental LODs could be
explained by the remaining Cd contamination of the reagents
used for the reaction despite the use of high purity reagents.
Another plausible reason is the occurrence of a light scattering
from the EDL on the particles in the observation volume. The
solid particles may be formed from the ballast aerosol droplets
of the reaction mixture transported along with volatile species
by vaporization in the ames. This is in line with the observa-
tion that a signicantly higher background signal was detected

Table 3 Influence of various co-existing ions on Cd response
(250 ng L−1) examined by FI-CVG-AFS employing two flame atomizers

Interferent
Concentration
(mg L−1)

Recovery � combined
uncertainty (%)

MDF FIGS

As3+ 1 94 � 2 98 � 2
10 94 � 2 99 � 2
100 100 � 2 101 � 2

Hg2+ 1 98 � 1 94 � 1
10 100 � 1 102 � 1
100 100 � 1 91 � 2

Pb2+ 1 100 � 3 101 � 2
10 89 � 3 90 � 1
100 54 � 2 62 � 3

Sb3+ 1 102 � 3 102 � 1
10 101 � 3 99 � 1
100 105 � 3 94 � 2

Se4+ 1 99 � 2 100 � 1
10 102 � 1 102 � 3
100 105 � 2 100 � 2

Sn4+ 1 100 � 3 101 � 1
10 101 � 3 94 � 1
100 102 � 3 91 � 3

Table 4 Comparison of LODs achieved with various VG techniques
coupled to AFS or ICP-MS

Methodology LOD (ng L−1)

CVG-AFS 8 (ref. 33), 10 (ref. 34),
12 (ref. 21), 10 (ref. 24)

CVG-AFS with a UV-atomizer 6 (ref. 18)
PVGa-AFS 1800 (ref. 57)
EcVGb-AFS 50 (ref. 58)
CVG-ICP-MS 5.2 (ref. 22), 4.5 (ref. 23),

3.2 (ref. 35)
PAVGc-AFS 8 (ref. 59)
Che-CVGd-AFS 190 (ref. 60)
CVG-AFS (this work) 1.4e, 0.42f

a Photochemical vapour generation. b Electrochemical vapour
generation. c Plasma assisted vapour generation. d Chelate chemical
vapour generation. e MDF. f FIGS.
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when the ame was not ignited (see Fig. 3b), likely due to the
presence of larger particles or insufficiently dried droplets. The
drying of the gas phase could bring a substantial improvement
in the detection capabilities but no suitable dryer (without any
signicant loss of volatile species) was found.

3.5 Validation and application to real samples

Owing to its overall better analytical characteristics, the FIGS
atomizer was applied further to validate the FI-CVG-AFS meth-
odology and to determine Cd in real samples.

The accuracy was rst veried by determination of Cd
content in several water reference materials with different
matrix complexities: fresh water (SRM 1643f), wastewater (ERM-
CA713), nearshore seawater (CASS-4) and seawater (NASS-5).
The content was quantied using an external calibration (0,
10, 50 and 250 ng L−1 Cd standards). The SRM 1643f and ERM-
CA713 materials were diluted 25-fold and 30-fold, respectively,
with 0.2 mol L−1 HCl to t inside the calibration range. The
certied Cd content in the two samples of seawater is around
25 ng L−1 which leaves little to no room for any dilution with
respect to the LOD. Hence, these two materials were only spiked
with concentrated HCl to obtain 0.2 mol L−1 in the nal solu-
tion. The results obtained by FI-CVG-AFS are summarized in
Table 5. It is evident that the determined values are in very good
agreement with the certied values, including both seawater
CRMs that were analysed with virtually no dilution. Further-
more, the recovery for the NASS-5 material was examined by
comparison of the slope of the standard addition technique
(comprising 50 and 150 ng L−1 spiked concentrations) to the
slope of external calibration and an excellent value of 101 ± 4%
proved no matrix effects on the determination of Cd in seawater
by FI-CVG-AFS. This is a remarkable benet of this method
because these high salinity matrices normally require signi-
cant dilution prior to the analysis by conventional methodolo-
gies such as ICP-MS with solution nebulization.

The practical application of the developed methodology was
further examined by the determination of Cd in rice, which
required a more complex sample preparation scenario. Rice is
known to absorb a high amount of toxicologically relevant
metals, such as As and Cd, along with nutrients during culti-
vation. The wet environment that is essential for the growth
plays a big part in the metal uptake, meaning the water quality
is then reected in the quality or rather food safety of the
produced rice.5,61 The European Commission (EC) set the

tolerable weekly intake for Cd at 2.5 mg kg−1 body weight and
also established the maximum level of Cd in rice as 150 mg kg−1

wet weight.62

Three store-bought rice or rice our products and SRM
1568b (rice our) were used for the validation. The typical
medium for microwave acid digestion of such matrices consists
of HNO3 with the addition of H2O2. However, HNO3 concen-
trations higher than 0.3 mol L−1 in the sample (along with
0.2 mol L−1 HCl) were found not to be fully compatible with
CVG of Cd. To be more specic, a peak shaped blank appeared
in the presence of 0.3 mol L−1 HNO3 in the standard, corre-
sponding to 50 ng L−1 Cd, while the blank corrected sensitivity
increased only slightly, by z13%. In addition, the long-term
performance of the CVG system was impaired and the modi-
cation with 24 mmol L−1 Cr3+ solution had to be oen repeated
to restore the CVG efficiency. This effect was most probably
caused by a decrease in pH of the reaction (from neutral to
acidic), which led to a gradual washout of the semi-permanent
modier (blue coating from the Cr3+ modier) from RC 3 aer
several injections of the standard. To reliably operate the CVG
system, with no such interference and a minimal blank
response, it was found that the samples had to be diluted to
contain less than 0.1mol L−1 HNO3. To avoid signicant sample
dilution, it was thus opted for 2 mol L−1 HNO3 to be used for the
microwave digestion rather than concentrated HNO3, which is
usually used for similar sample preparations. Such a low
concentration of HNO3 in the medium was previously demon-
strated to be efficient for microwave digestion of several plant
materials.63

The Cd content in the digests was determined by FI-CVG-AFS
using an external calibration for the evaluation while the stan-
dard addition technique was applied for SRM 1568b only to
evaluate the recovery. Concurrently, the Cd content was quan-
tied by conventional solution nebulization ICP-MS employing
an external calibration. There was a satisfactory agreement
between the values obtained with both methods (Table 6). The
results for SRM 1568b (rice our) were also in satisfactory
agreement with the certied value of 22.4 ± 1.3 mg kg−1. The
recovery for the digest of SRM 1568b, calculated as the ratio of
the slope of the standard addition to the slope of the external
calibration, was 101 ± 2%, proving that there were no matrix
effects from the digest matrix and therefore Cd content could be
safely evaluated using the external calibration. An important
outcome is that the use of diluted HNO3 for the microwave
digestion proved to be sufficient, overcoming the potential

Table 5 Cd concentrations in water certified reference materials
determined by FI-CVG-AFS using the FIGS atomizer; presented as
median values ± SD (n = 3)

Samples

Cd concentration (mg L−1)

Determined Certied

Fresh water SRM 1643f 5.98 � 0.44 5.89 � 0.13
Wastewater ERM-CA713 4.95 � 0.07 5.09 � 0.2
Nearshore seawater CASS-4 0.025 � 0.001 0.026 � 0.003
Seawater NASS-5 0.020 � 0.001 0.023 � 0.003

Table 6 Cd concentration in rice samples determined by FI-CVG-AFS
using the FIGS atomizer and by conventional solution nebulization
ICP-MS; presented as median values ± SD (n = 3)

Samples

Cd concentration (mg kg−1)

FI-CVG-AFS Nebulization ICP-MS

Long grain rice (Vitana) 33.5 � 0.5 32.2 � 1.6
Rice our (Paleta) 14.9 � 0.9 14.1 � 0.2
White rice our (Cock brand) 9.0 � 0.7 9.8 � 0.2
SRM 1568b (rice our) 19.9 � 1.5 20.3 � 1.1
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interfering effect during CVG caused by higher concentrations
of HNO3 when the digestion is conducted with concentrated
HNO3 media.

4 Conclusion

This study focused on the development of a methodology for Cd
determination at ultratrace levels based on CVG in the presence
of Cr3+/KCN modiers coupled to non-dispersive AFS. Since our
non-dispersive AFS instrumentation is assembled from indi-
vidual components, a detailed optimization and ne tuning of
individual parts inuencing the measured atomic uorescence
intensity as well as the atomization process in two ame
atomizers, i.e., MDF and FIGS, is possible. This is a signicant
advantage over commercial AFS instruments that were devel-
oped to be user-friendly, utilizing compromise conditions for
the determination of several hydride forming elements (e.g., the
same optical path) but with the minimum possibility of ne
adjustment or any further modication.40 Thus, the potential of
ultrasensitive detection of Cd2+ in AFS could be fully exploited
here.

While both ame atomizers exhibited similar resistance to
interferences from hydride forming elements, an overall better
performance was in the end obtained with the FIGS atomizer,
wherein the sensitivity was almost 2-fold higher compared to
the MDF atomizer, which is considered to be the standard
atomizer used in AFS. The exceptionally low LOD of 0.42 ng L−1

(63 fg absolute) achieved without any preconcentration step
may be attributed to the high CVG efficiency and high intensity
of the EDL. Such sensitivity brings additional issues to be dealt
with, especially signicant contribution of analyte contamina-
tion in the reagents to the background intensity unless high
purity reagents are used. Regarding the reagents, it should be
mentioned that despite the signicant reduction of KCN
modier consumption in comparison with previous
studies,22,23,35,36 the use of this modier still poses some risk and
proper handling of the waste is advised. The methodology was
validated by Cd determination in various certied reference
materials of water and it was even found suitable for direct
determination of low concentrations of Cd (without any dilu-
tion) in samples with a matrix as complex as seawater. Such
a high concentration of dissolved salts is known to be an
obstacle for conventional solution nebulization ICP-MS, typi-
cally regarded as a trademark of unparalleled sensitivity,
requiring signicant sample dilution prior to determination.
Furthermore, Cd was successfully determined in rice and rice
our samples aer microwave digestion in diluted acid and
the results were cross-checked with the results obtained by ICP-
MS. The highest concentration of Cd in rice corresponded to
33.5 mg kg−1, which is well below the maximum limit estab-
lished by the European Commission.62
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J. Anal. At. Spectrom., 2010, 25, 1618–1626.
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