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ABSTRACT

The present study focused on the neural processes underlying the perception of silent visual
speech and aimed to investigate whether silent articulatory cues could facilitate statistical
learning, a mechanism shown to aid the perception and segmentation of continuous speech.
Additionally, this thesis investigated whether this process could be affected by the
participants’ primary mode of communication. The neural activity of adult participants with
normal and impaired hearing was measured with EEG as they were exposed to two silently
mouthed syllable streams. The structured stream consisted of four repeating trisyllabic
pseudo-words whose boundaries were cued merely by the transitional probabilities between
the syllables. On the other hand, the random stream consisted of twelve syllables in
pseudo-random order and did not contain any covert statistical structure. Inter-trial phase
coherence at a syllable rate (3.3 Hz) and a word rate (1.1 Hz) was computed to assess the
phase synchronisation of the recorded neural activity and the silent speech stimulus. A
phase-locked activity at the word rate would indicate that the covert statistical words were
detected as a result of statistical learning. The participants also took a post-exposure
forced-choice task to assess their explicit knowledge of the learnt structures and thereby
assess the effects of statistical learning behaviourally, and a lip-reading test to assess their
ability to decode articulatory cues in a known language. The EEG results of adults with
normal hearing showed that the phase synchronisation at the word rate increased throughout
the exposure and was the largest during the exposure to the second block of the structured
stream, indicating sensitivity to the statistical regularities in the observed silent speech.
Although the EEG results showed effects of statistical learning, the forced-choice task failed
to detect such effects, potentially highlighting the shortcomings of using only the behavioural
assessment in some studies. Furthermore, the localisation of the increased neural activity
indicated that there might be different processing strategies based on the participants’ primary
mode of communication and native language. The results of this study suggest that statistical
learning during speech perception can be successfully measured online regardless of the
language modality and could be affected by familiarity with the input, native phonotactics,

and the brain’s plasticity.
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ABSTRAKT

Tato prace se zabyva neuralnimi procesy, které probihaji pii percepci tiché vizualni feci, s
cilem zjistit, zda mohou tiché artikulacni pohyby zprostfedkovavat statistické uceni, coz je
proces, ktery prokazatelné pomaha percepci a segmentaci nepireruSované feci. Dale se prace
zaméfuje na to, zda mulze byt proces statistického uceni pii percepci tiché fe¢i ovlivnén
primarnim zpusobem komunikace UcCastniki. Dospéli s normalnim sluchem a s poruchami
sluchu byli vystaveni dvéma proudiim tiché feci, pfiCemz byla méfena jejich neurdlni aktivita.
Strukturovany proud tiché fe¢i obsahoval Ctyfi opakujici se tiislabicna pseudo-slova, jejichz
hranice bylo mozné odhalit pouze na zéklad¢ pravdépodobnosti souvyskytu slabik. Naproti
tomu nahodny proud obsahoval dvanact slabik v pseudo-ndhodném potradi a neobsahoval
zadnou skrytou statistickou strukturu. Synchronizace nahrané neuralni aktivity a fecového
stimulu byla vypocitana na frekvenci slabik (3,3 Hz) a slov (1,1 Hz) pomoci tzv. inter-trial
phase coherence. Neuralni aktivita synchronizovana s frekvenci vyskytu skrytych
ttislabicnych slov by naznacovala, ze ucastnici byli schopni detekovat hranice téchto slov
pomoci statistického uéeni. Uastnikiim byl také administrovan hodnotici test, v némz méli
ohodnotit familiaritu jednotlivych slov, s cilem otestovat vysledky statistického uceni
behavioralné, a test odezirani, ktery méfil jejich schopnost odezirat slova a véty ve znamém
jazyce. U tcastnikli s normalnim sluchem se synchronizace neurélni aktivity na frekvenci slov
zvySovala béhem experimentu a dosahla nejvyssich jednotek ve druhém bloku strukturované
podminky, coZ naznacuje, Ze ucastnici byli schopni odhalit statistické pravidelnosti v proudu
tich¢ teci. Prestoze EEG vysledky ukazuji vysledky statistického uceni, hodnotici test
statistické uceni neodhalil, coz mlize naznaCovat nedostatky behavioralnich metod testovani
pouzitych v nékterych studiich. Lokalizace zvySené neuralni aktivity naznac¢uje mozné rozdily
ve strategiich zpracovani fe¢i mezi Ucastniky s riznymi zpiisoby primarni komunikace a
rodnym jazykem. Vysledky této studie naznacuji, ze statistické uceni béhem percepce feci
muze byt méfeno online pomoci neurozobrazovacich metod, a to bez ohledu na modalitu
daného jazyka, a ze vysledky statistického u¢eni mohou byt ovlivnény familiaritou s formou

inputu, fonotaktikou rodného jazyka a plasticitou mozku.

Keywords: ticha rec, statistické uceni, percepce reci, EEG
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1. INTRODUCTION

Segmenting words from continuous speech not bounded by distinct pauses is a crucial ability
for the acquisition of a new language. Previous research explored the mechanisms and cues
that aid language learners in segmenting novel continuous auditory speech, allowing them to
acquire the language gradually. It has been demonstrated that during auditory speech
segmentation, infants use distributional cues (namely transitional probabilities of syllable
co-occurrence) and prosodic cues (Saffran et al., 1996). The need for distributional cues, even
in the presence of prosodic cues, speaks in favour of the statistical learning theory, which
describes a phenomenon believed to aid word segmentation during novel speech perception
by discovering and acquiring the underlying repeating patterns in one’s environment.

Several studies over the past decades have provided evidence of statistical learning
(SL) in speech (see Christiansen, 2019; and Frost, Armstrong and, Christiansen, 2019, for
review); however, to our knowledge, these studies have primarily used auditory speech
stimuli. Therefore, an intriguing question is raised: does the recorded effect truly reflect the
mechanisms aiding speech segmentation in general, or does it primarily record the process of
parsing auditory speech using the regular auditory points as anchors? This perspective opens
up avenues for further research and invites further exploration into the topic. One such new
direction will be investigated in the present thesis.

Speech devoid of all auditory cues, i.e. silent visual speech, is an input often used in
research focusing on the deaf and hearing-impaired community (Calvert et al., 1997; Hall et
al., 2005, MacSweeney et al., 2000; Park et al., 2016). Silent speech allows researchers to
investigate neural adaptation and plasticity in deaf individuals and simultaneously represents a
medium to compare the hearing and hearing-impaired populations. Indeed, neural activation
during silent speech has been investigated frequently (Bernstein et al., 2011; Bourguignon et
al., 2020; Calvert, 1997; Crosse et al., 2015; Hall, 2005; MacSweeney, 2000; Park, 2016).
These studies demonstrated that visual-only speech elicits a similar neural response to
auditory speech (Calvert, 1997; Hall, 2005; MacSweeney, 2000; Park, 2016). However,
researchers predominantly focused on processing of existing languages, providing the
observer with critical contextual cues, and on the activated brain areas rather than on the
process of perception and segmentation. So far, there has been little discussion about the
processes underlying the perception of silent visual speech despite its potential to uncover the
adaptation of a deaf individual’s brain to the absence of auditory input. Investigating this
adaptive process can help address which learning and processing strategies are learned based
on our language experience and which are, for lack of a better term, universal. One significant
issue in the research into statistical learning during speech perception is the lack of variety in

the language modality and the participant’s primary mode of communication. Addressing



these issues is vital for discrimination the auditory speech perception from speech perception
in general.

The primary objective of the present research is to investigate mechanisms underlying
the perception of novel silent visual speech, with particular attention paid to segmenting and
learning strategies taking place during speech processing. Furthermore, we aim to investigate
the effect of primary modality and native language on the processing of visual speech by
using 19-channel electroencephalography (EEG) to record the neural activity of hearing and
deaf and hard-of-hearing participants during exposure to silent speech streams with and
without an underlying statistical structure organised into trisyllabic words. We chose to adapt
a design used frequently in studies investigating statistical learning in auditory speech; more
specifically, we altered the dataset used by Batterink and Paller in their 2017 study into online
statistical learning in adults. Using the altered stimuli, we predict that we will be able to
record the effects of statistical learning. We hypothesise that (H1) visual cues will be
sufficient to facilitate statistical learning in visual silent speech, that (H2) greater effects of
statistical learning will be found in the novel stream of visual speech with the covert statistical
structure, and that (H3) the primary modality and language background will affect the
participant’s neural processing and the ability to learn during the perception of silent visual
speech. We believe that the present study can contribute to understanding the general
processes underlying speech perception regardless of its modality, and highlight the

importance of visual information during speech perception.



2. THEORETICAL BACKGROUND

2.1 Inattentive Learning During Speech Perception

2.1.1 Word Segmentation as a Result of Implicit and Statistical Learning

Word segmentation, i.e. the detection of word boundaries, is typically one of the first tasks a
language learner must face during the acquisition of the particular language. Unlike written
language, spoken language is rarely bounded by pauses in the speech stream (Cole, Jakimik,
and Cooper, 1980) and thus word segmentation must rely on other cues. In an auditory or
audiovisual speech stream, word segmentation is aided by prosodic as well as distributional
cues. Saffran et al. 1996 demonstrated that even if prosodic cues are available and used by
infants during language acquisition, distributional information is still required possibly
because infants use prosody to isolate sections of speech upon which they conduct
distributional analysis using innate statistical mechanisms designed to extract regularities
from natural language input (Morgan & Saffran, 1995; Saffran et al., 1996a, 1996b). The
process leading to the individual segmented units is described slightly differently in different
schools of thought.

Word segmentation is a phenomenon widely examined in the studies concerned with
implicit (IL) and statistical learning (SL) (Perruchet & Pacton, 2006). Though out of the two
it was only the latter that initially aimed at studying word segmentation (opposed to IL’s focus
on rule abstraction), it can be argued that as the scope of both approaches broadened, they
both began to explore the same general incidental learning processes (Perruchet & Pacton,
2006). Both implicit and statistical learning refer to an adaptation to the regularities in the
environment without intention to learn (Perruchet & Pacton, 2006) and are a key process in
information processing (Frost et al., 2019). Implicit learning, an approach older than SL, is
focused on the formation of chunks within the stimuli. According to this approach,
participants memorise fragments of strings in alignment with their memory capacity. On the
other hand, statistical learning favours the interpretation that participants perform statistical
computations on the stimuli they are exposed to based on transitional probabilities within the
individual elements (Perruchet & Pacton, 2006).

The idea of transitional probabilities being used in learning dates back to Harris
(1955) who proposed that linguists can possibly discover individual word units in an
unfamiliar language by counting which and how many phones can occur in a sequence
(Saffran et al., 1996a). In a pioneering study on this topic, Hayes and Clark (1970) used an
artificial stream of synthesised non-linguistic sounds (glides and warbles) which represented
phonemes for the exposure task in which participants passively listened to the continuous

stream (Saffran 1996a: 609). Their findings demonstrate that the participants were able to
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successfully segment the continuous speech stream as suggested by their behavioural test
results (Hayes & Clark, 1970). Nearly three decades later, Saffran et al.’s seminal study
further investigated this learning mechanism on English-like stimuli (Saffran et al., 1996b).
Four consonants (p, t, b, d) and three vowels (a, i, u) combined in 12 CV syllables formed an
artificial language of four trisyllabic words with the transitional probability between syllables
being higher within the word boundary than outside of it. Saffran’s dataset and experiment
design was later adapted for a number of further studies with both infants (Aslin, Saffran, &
Newport, 1998; Choi et al., 2020) and adults (Batterink & Paller, 2015; Batterink & Paller,
2017).

Studies exploring the phenomenon of statistical learning in the auditory domain
demonstrated that preverbal infants can learn the transitional probabilities of individual
syllables in a continuous stream of pseudospeech after 2 minutes of exposure (Saffran et al.,
1996b; Turk-Browne et al., 2009). Although assessment methods of statistical learning for
infants and adults differ, studies concerned with statistical learning in adults demonstrated that
adults use similar trajectories during word segmentation as infants to segment meaningful
units (Saffran et al., 1996b).

The two approaches to incidental learning are viewed differently in existing literature.
Some view them as independent processes (Van Der Linden), some see them as synonymous
labels for one phenomenon (Conway and Christiansen), and some lean towards combining the
two into a more complex model (Perruchet & Pacton, 2006). A model prevalent in statistical
learning literature describes the computation of statistical probabilities and chunk formation
as successive steps in the word segmentation process with statistical computations being used
to form chunks. Another model describes chunks being formed randomly based on the limited
attentional capacity. The chunks then evolve as the likeliness of remembering such strings
increases or decreases as a result of associative learning principles (Perruchet & Pacton,
2006).

Although there are several approaches to incidental learning and its processes, the
basic definition stays clear of contrasting views. By one means or another, the learner is able
to segment a continuous stream into meaningful units without an intent or conscious
knowledge of the segmented elements. For the purpose of clarity, this study shall proceed to
address this phenomenon as statistical learning in line with the secondary sources used,

however, it does not disregard any of the proposed models.

2.1.2 Assessment of Word Segmentation and Statistical Learning During a Continuous

Stimuli Stream

Over the past several decades, statistical learning was traditionally assessed behaviorally in an

exposure-posttest design, with post-exposure tests such as looking paradigms for infants and
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forced-choice identification tasks for adults, always with just a limited number of trials
(Batterink & Paller, 2017). However, recent studies raise the question of validity of such
assessment and argue against the use of offline post-exposure tests as the only form of
assessment of SL, since results obtained that way do not reflect all components of statistical
learning and are heavily affected by cognitive load, lack of attention, or fatigue (Batterink &
Paller, 2017).

The two supposed components of statistical learning are (1) a word identification
component described as the perceptual binding of stimulus units into larger items and (2) a
memory storage component, arguably a peripheral process of storing the integrated items in
long-term memory (Batterink & Paller, 2017). Researchers have voiced their concerns about
limitations of post-exposure tasks which test mainly the second component of statistical
learning especially when used on their own. Furthermore, different post-exposure tasks might
engage different processing strategies. For example, a target detection task might reflect
contributions from implicit as well as explicit memory and therefore might be less prone to
long-term memory limitations than the rating task which possibly engages explicit memory
only (Batterink & Paller, 2017). It is therefore strongly advised to use assessments effectively
monitoring both components of SL and not focusing merely on testing the successful storing
and retrieval of the statistical structures, which might be highly affected by behavioural
biases.

Biases associated with behavioural decisions and task complexity can be avoided by
using online assessment during the exposure task which allows for monitoring of the
gradual acquisition of knowledge during the participant’s exposure to the stimuli. Researchers
came up with several methods of assessing statistical learning online. Studies using online
assessment methods of statistical learning typically use a recording of the neural steady-state
response or event-related brain potentials (see e.g. Buiatti, Pena, & Dehaene-Lambertz, 2009,
or Abla, Katahira, & Okanoya, 2008). These methods examine the first component of
statistical learning, in other words, the gradual binding of stimuli units into more complex
items. According to Batterink and Paller (2017), recording a neural steady-state response is
the ideal method to measure response to rapidly changing continuous stimuli streams which
are typical for statistical learning experiments.

Neural oscillations are an imminent part of the brain’s electrophysiological signal.
The intrinsic neural activity is sustained at rest but becomes temporally aligned with the
temporal characteristics of a periodic stimulus, such as speech, in a process referred to as

neural tracking or neural entrainment' (Giraud & Poeppel, 2012). The neural oscillations

! The term neural entrainment is deemed problematic by Obleser and Kayser for cases when the stimulus is
merely quasi-periodic (Obleser & Kayser, 2019). For these cases, Obleser and Kayser suggest the terms neural
tracking or neural entrainment in a broader sense. Other secondary sources are often not concerned with this
issue and use the term neural entrainment more broadly without further specification of its scope. To refrain from
confusion, the present study uses the term neural tracking.



interact with the stimulus generated activity and phase reset with the salient points in the input
(Giraud & Poeppel, 2012). However, the temporally aligned activity may not cease
immediately with the end of the stimulus and may linger for several cycles (Obleser &
Kayser, 2019).

In order to be successfully tracked, the units marked by the salient points must be
reasonably periodic (Tune & Obleser, 2022). For speech, such salient points are marked by
the boundaries of relevant linguistic chunks, such as syllables and words (Myers, Lense, &
Gordon, 2019). Although natural speech is not strictly periodic, its quasi-periodicity,
stemming from the fluctuating linguistic units, upon which a strict regularity can be imposed
if needed (Obleser & Kayser, 2019), allows for tracking of the stimulus properties (Giraud &
Poeppel, 2012). Due to the combinatory nature of the linguistic units, the tracking can occur
simultaneously on multiple temporal levels at distinct hierarchically organised frequency
bands (Ding et al., 2016).

It is important to note that there is no one-to-one mapping of frequency bands and a
distinct function; on the contrary, a particular frequency band has a plethora of functions and
is involved in many cognitive processes (Tune & Obleser, 2022). Neural oscillations and their
synchronisation to the stimulus support speech perception; however, they are also vital for
learning and memory processes due to their role in synaptic plasticity (Tune & Obleser,
2022).

It has been argued that the delta, theta, and the gamma band are the most significant
frequency bands for speech perception (Giraud & Poeppel, 2012). The delta band (1-4 Hz)
corresponds to speech processing at the word frequency, the theta band (4-8 Hz) corresponds
to the syllable frequency, and finally, the gamma band (>30 Hz) corresponds to the semantic,
syntactic, and phonological integration (Tune & Obleser, 2022). Due to the mentioned
combinatorial nature of speech, the signal can be processed and tracked simultaneously at all
the bands mentioned above, as the smaller units (e.g. syllables) are combined into larger units
(e.g. words) in real-time during speech perception.

The process of neural tracking can be successfully captured with non-invasive
neuro-imagining methods, such as electroencephalography (EEG), which records the
electrical signal of the brain (Giraud & Poeppel, 2012). The strength of the phase-locking of
the neural signal and the stimulus at different frequencies and over several trials is
demonstrated by the inter-trial phase coherence (ITPC) value (for more details on the
computation of ITPC, see Chapter 3.). Not only can we see the synchronisation at the
particular frequency bands by computing the ITPC, but research also shows that it is possible
to decode the speech stimulus from the recorded neural signal by cause of the phase
synchronisation (Obleser & Kayser, 2019). Finally, since the neural tracking of speech shows

the phase synchronisation of the neural activity and the salient points in the speech stimulus,



the neural tracking can be used to assess the effects of segmentation and inattentive learning
during speech perception.

Several researchers chose to use the monitoring of neural steady-state response as a
means of assessing the learning process during speech perception. Buiatti, Pena, and
Dehaene-Lambertz (2009) used electroencephalography (EEG) to monitor the learning
process during continuous auditory speech, by assessing the correlations between the elicit
steady-state response at the word rate and the behavioural detection of words. Kabdebon et al.
(2015) showed that phase-locking of the neural activity to the artificial speech stream at
syllable and word frequencies can be used to test statistical learning in 8-month old infants.
Batterink and Paller (2017) used a similar phase-locking paradigm to assess statistical
learning in adults through exposure to auditory presented syllable streams.

During Batterink and Paller’s experiment, the neural response of participants was
recorded while they were being exposed to a structured auditory stream of four trisyllabic
words and a random unstructured auditory stream. Their findings demonstrate that online
assessment during the exposure task gives evidence of statistical learning in the gradual shift
of participants’ neural tracking of the stimuli from a syllable rate to a word rate over the
course of the exposure task, in other words, a shift in the recorded steady-state neural
response from individual stimulus units to more complex integrated items. These results were
achieved by time-locking the collected data to the onset of each word or the third syllable and
computing the phase-locking value of the neural activity and the stimulus for each participant.
A phase-locking value (inter-trial phase coherence, or ITPC) at the word rate which grew
significantly with the exposure indicated participants’ sensitivity to the trisyllabic structure
within the structured stream but not in the random unstructured stream. The results
demonstrate that it is possible to effectively measure the gradual acquisition of knowledge
during the first component of statistical learning. The validity of the online assessment is
reflected not only in the shift of neural tracking from higher to lower frequency, but also in
the correlation of the online assessment results with the post-exposure task results (Batterink
& Paller, 2017).

Although the online assessment of statistical learning showed significant results, the
authors point out the possibility that the increased entrainment to trisyllabic structure in the
structured condition can reflect the general tendency to see patterns in the environment and
the tendency of processing input in bundles (Batterink & Paller, 2017). Individuals who
process the stimuli in groupings of three would therefore show a higher entrainment to
trisyllabic structure in the structured stream than individuals who process the stimuli in
groupings of two or four. Furthermore, patterns in the stimuli might be discovered by other
means than the computation of transitional probabilities. The processing of the stimuli might
be affected by an interplay of the auditory sensory memory which stores recently heard
syllables (Batterink & Paller, 2017). If the syllable is heard again while still active in the
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sensory memory, the processing of said syllable would differ from the rest and the participants
might perceive such syllable or a combination of syllables as an underlying integrated unit
independent from the transitional probabilities computation (Batterink & Paller, 2017). This
raises the question whether such strategies would be independent from statistical learning or
whether they would represent another route to extracting regularities in the environment as a
part of the statistical learning process (Batterink & Paller, 2017).

Several other studies chose to inspect the online processes of speech segmentation and
statistical learning, mostly using the recording and subsequent computation of event-related
brain potentials (ERPs). Abla et al. examined ERPs recorded during a continuous auditory
speech stream organised into tritone words and demonstrated that the word onset elicited
larger N100 and N400 amplitudes, thus confirming Sanders et al.’s results (Sanders, Newport,
& Neville, 2002) which showed larger negative potentials (N100, N400) elicited by the word
onset in a structured speech stream of trisyllabic nonwords (Abla, Katahira, & Okanoya,
2008).

Both the N100 and the N400 are components associated with language processing.
The auditory N100 is associated with auditory segmentation and phonological perception and
may signalise apprehension of word boundaries in continuous speech streams (Payne, Shantz,
& Federmeier, 2020). The N400 response is most frequently associated with predictability
from the context, semantic expectancy and semantic-pragmatic violations, e.g. in sentences
with semantically anomalous final words, as demonstrated in Kutas and Hillyard’s study
which showed that semantically anomalous and semantically congruent final sentence words
elicit a different N400 response (cited in Payne, Shantz, & Federmeier, 2020). However, the
N400 response can be associated with the processing of a word or a meaningful stimulus in
general without the need for semantic anomalies (Payne, Shantz, & Federmeier, 2020).

Similar results to those of Abla et al. and Sanders et al. were demonstrated in
Cunillera et al.’s study which used an event-related brain potential experiment to explore how
statistical cues and stress cues aid speech segmentation (Cunillera et al., 2006). Apart from a
stream of artificial speech marked by statistical cues only, a stream analogical to the ones used
by Sanders et al. or Saffran et al., a stream with a combination of statistical and stress cues
was presented to the participants. Their findings gave further evidence that the N400
component is involved in the process of learning the nonsense words and could be identified
as an indicator of speech segmentation, indicating lexical search (Cunillera et al., 2006).

Although Batterink and Paller argue that the computation of event-related brain
potentials to individual syllables in a rapidly presenting continuous stream is not ideal and
that the neural steady-state response is a better suited method for such stream, they computed
ERPs to word onsets in an additional analysis to align with the prior literature (Batterink &
Paller, 2017). However, the measured N400 response in their study did not significantly

correlate with the word-learning index or the phase-locking value at the word frequency.
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Arguably, this might be so due to different aspects of SL and word segmentation being
reflected by the two different measures (Batterink & Paller, 2017). Furthermore, a particular

type of assessment might be favoured based on the type of input or experimental task.

2.1.3 Statistical Learning Across Languages and Modalities

There is a plethora of evidence suggesting that statistical learning is widely available to
learners across modalities, domains, and species (Fiser & Aslin, 2001), however, there are
certain differences in the process of statistical learning based on the nature of the input and
the participant’s familiarity with it (Bulf, Johnson, & Valenza, 2011). The previous research
shows that one’s native language background affects the timing and likelihood of a successful
speech segmentation in auditory statistical learning studies (Caldwell-Harris et al., 2015, cited
in Frost et al., 2019). The statistics of one’s native language lead to biases towards probable
unit combinations affecting the pattern detection in the stimuli stream (Dal Ben, Souza, &
Hay, 2021). The performance of a participant who has been exposed to language prior to the
auditory statistical learning experiment reflects the influence of their native language patterns
on the artificial language they are exposed to (Frost et al., 2019).

The results of Siegelman et al.’s study, which explored how prior knowledge and
modality affect the processes of statistical learning, suggest that there are common SL
principles across modalities (Siegelman et al., 2018). Indeed, studies with visual and even
tactile stimuli suggest that statistical learning is a domain-general principle. Fiser et al.
explored statistical learning in the visual domain and demonstrated that passive viewing of
complex visual scenes results in SL (Fiser et al., 2001). In Fiser et al.’s experiment, the
participants watched visual scenes of 12 shapes arranged on a fixed grid, similar to artificial
word structures in auditory experiments. The learned statistics included single-shaped
frequency, absolute shape position, and shape-pair arrangement (Fiser et al., 2001) similar to
learning syllable co-occurrences and individual words in the auditory speech stream.
Participants’ results in post-exposure tasks demonstrated that they were able to extract
independent components from complex visual scenes automatically and spontaneously (Fiser
et al., 2001: 503), similar to participants in studies that focused on auditory statistical
learning.

Visual statistical learning was further explored by Turk-Browne et al. who used fMRI
and subsequent post-exposure tasks to compare the participants’s processing of statistically
structured and unstructured sequences of shapes (Turk-Browne et al., 2009). Turk-Browne et
al.’s study is one of few that explores neural foundations of visual statistical learning. The
observed activation of striatum and medial temporal lobe (hippocampus) in their study reflect
a relationship between SL and other forms of associative learning and memory (Turk-Browne

et al. 2009). Their results suggest that visual statistical learning can occur implicitly and
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quickly and in a similar manner to the SL present in the auditory domain. Furthermore, the
results of this study prove that neuroimaging methods are a technique suitable to explore the
visual processes of SL (Turk-Browne et al., 2009).

Interestingly, Frost et al.'s study showed that successful visual statistical learning
predicts ability in literacy acquisition in a second language when L2 differs in terms of
statistical properties from their native language (L1) (Frost et al., 2013). Results of this study
demonstrated that higher scores obtained by computing transitional probabilities in a
continuous stream of non-linguistic visual shapes correlated with higher scores for learning
Hebrew in adult American Hebrew students (Frost et al., 2013). Furthermore, the score
obtained by computing transitional probabilities did not correlate with working memory
(Frost et al. 2013), thus excluding its significant effect on both scores. These findings seem to
prove a significant link between visual statistical learning and the acquisition of reading
ability in L2, perhaps suggesting a common mechanism (Frost et al. 2013), which is arguably

poorer in individuals with visual primary language modality.

2.2 Silent Visual Speech

Even though several studies explored statistical learning in the visual domain and proved its
effects in the said domain, the visual aspects of language were not thoroughly explored in
relation to statistical learning. The evidence showing that prior knowledge and familiarity
with the input affect the results of statistical learning suggest that familiarity and experience
with visual speech (VS), i.e. silent articulatory cues to linguistic content decodable by lip
reading, will significantly influence word segmentation. It is possible that one’s native
modality will affect statistical learning and word segmentation to a similar extent as one’s
native language. Experience with visual speech and the extraction of linguistic information

from it through the act of lip reading should therefore be taken into account.

2.2.1. Linguistic Information Carried By Silent Visual Speech

Lip reading or speech reading consists of decoding speech based on the visual information
extracted from lip movements (Bourguignon et al., 2020). Lip movements are one of the
features that shape the identity of individual phonemes (Bourguignon et al., 2020) and thus
visually differentiating two sounds with different lip configuration. On the other hand, visual
cues cannot distinguish phonemes with the same lip configuration, such as /p/, /b/, and /m/.
Recognition of phonemes based on the visual cues resulted in the coinage of the working term
viseme which refers to the visual equivalent of a phoneme, a term most frequently used in
computer speech recognition studies (Bear et al., 2014). Although the term viseme lacks a

precise definition, it is used to refer to a set of phonemes with an identical visual lip
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configuration. Therefore, a phoneme corresponds to precisely one viseme, however, a viseme
can map to several phonemes in a phoneme-to-viseme mapping (P2V) (Bear et al., 2014).
Over the time P2V resulted in several viseme phoneme sets such as {/p/ /b/ /m/} {/t/ /v/} {/0/
10/} {7 13/} K/ 1g/y {Iwly Yy (U I/} {/t//d/ /s/ /z/} (Binnie, Jackson, & Montgomery,
1976) (with the sets differing slightly based on the author of the mapping and their native
language). Phonemes in the same viseme sets cannot be recognised in silent speech based on
visual cues only. Furthermore, apart from the identification of individual phonemes, lip
reading also facilitates speech parsing by indicating phrase/sentence boundaries since lip
movements provide significant information about the speech envelope (Bourguignon et al.,
2020).

Evidence that visual speech undoubtedly carries linguistic information was given by
Muthukumaraswamy et al. who proved not only that biological and non-biological movement
is distinguished in neural processing, but also that silent non-linguistic and linguistic lip
movements are processed differently by the hearing population which suggests that the brain
uses different encoding strategies based on the function of the observed movement
(Muthukumaraswamy et al., 2006). The idea that linguistic movement is processed differently
was supported by Calvert et al. (1997). Calvert et al.’s study proves that, similarly to silent
speech, observed phonologically plausible silent pseudospeech activates auditory cortices
showing that both silent speech and silent pseudospeech are differentiated from non-linguistic
facial movements regardless of the presence of a semantic context and that the modulation of
auditory speech by lip reading appears to be at a prelexical level at the stage of phonetic
classification (Calvert et al., 1997).

The amount of reliance on the visual modality during speech perception is highly
individual, though it can be assumed that certain populations will rely on visual cues in
speech more than others. In the hearing population, lip reading® is a crucial ability for
understanding speech in deprived auditory conditions since it immensely enhances the
perception of audiovisual speech outside of the hearer’s awareness. The influence of the seen
lip movements on the auditory perception of speech apparent in incongruent audiovisual
speech is demonstrated among other evidence by the McGurk effect, in which auditory and
visual stimuli synthesise the perceived sound (McGurk & MacDonald, 1976). Furthermore,
the presence of neural entrainment of lip movements to low-frequency brain oscillations has
been demonstrated in speech processing brain areas and it has been discovered that this
entrainment is modulated by congruence of the auditory and visual speech stimuli and
contributes to speech comprehension (Park et al., 2016). At the same time, non-manual

features, such as facial expressions or body posture, are one of the main parts of sign

2 The term lip reading used in the present study refers to the same phenomenon as silent lip reading,
speechreading, and silent speechreading. 1t refers to observing and extracting linguistic information from silent
linguistic lip movements (referred to as silent speech, visual speech, silent visual speech, and visual-only
speech).
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languages alongside manual features, such as gestures, and finger spelling (Cooper et al.,
2011). In sign languages, lip reading is crucial, since it is often the lip movement only that
differentiates two signs (e.g. ‘sklo’ (glass) and ‘okno’ (window) in Czech sign language). The
role of visual speech in language perception is hence pivotal regardless of the modality of the
perceived language and its examination can help us understand how the integration of the
visual and auditory modalities produces unified perception of speech (Calvert et al., 1997).

The lip reading skills and the general reading skills are closely related since they both
require extracting information from a visual language input (Mohammed et al., 2006). The lip
reading skill can therefore be affected not only by one’s native modality and experience with
lip reading but also by reading ability as well as by dyslexia and other similar learning
difficulties (Mohammed et al., 2006). The results of Mohammed et al.’s study show that lip
reading skill correlates with reading ability in the adult deaf and adult dyslexic participants
(Mohammed et al., 2006).

2.2.2 Neural Processing of Silent Visual Speech in Hearing and Hearing-Impaired Adults

Several studies (Calvert et al., 1997; Hall et al., 2005, MacSweeney et al., 2000; Park et al.,
2016) demonstrated that observing silent speech evokes a similar neural response as listening
to auditory speech. It has been shown that observing silent speech activates the auditory
cortices in the hearing population albeit with an additional delay compared to the one present
at auditory speech processing (Bourguignon et al., 2020). Bourguignon et al. explains the
greater visual-to-auditory delay by mapping out the complex encoding process of extracting
the linguistic information from silent speech and feeding it to the auditory cortices. The study
suggests that the brain of a hearing adult observing visual speech first synchronises to the
visual properties of the lip movements in the visual cortex at frequencies >1 Hz (Bourguignon
et al., 2020). Slower frequency information is then extracted from the lip movements and
mapped onto the corresponding sounds by the right angular gyrus, more precisely by an area
close to it called temporal visual speech area (Bernstein et al., 2011). This information then
proceeds further to the auditory cortices. In their study, this leads to the entrainment to silent
speech at frequencies <1 Hz, which match with phrasal, stress, and sentential rhythmicity, and
the activation of the auditory cortices (Bourguignon et al., 2020).

It has been shown that the auditory cortices are activated by seeing silent speech even
when the observer does not know its content (Bourguignon et al., 2020). However, data
collected in previous studies show that the knowledge of the content of silent visual speech
significantly aids successful parsing and tracking of silent speech at syllable rate. Crosse et al.
were able to confirm entrainment to silent speech with known content in the hearing
population at frequencies 4-8 Hz (Crosse et al., 2015), however silent speech with unknown

content lead only to entrainment at <1 Hz frequencies in Bourguignon et al.’s study
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(Bourguignon et al., 2020). This might be caused by the extraction relying on a prediction of
mouth movements, a fact supported by the short lip-to-brain delay (~40 ms) (Bourguignon et
al., 2020), by the observer’s insufficient lip reading skill and unfamiliarity with the stimuli’s
modality, or by the nature of the chosen stimuli.

Cerebral localisation of audiovisual and visual silent speech processing in deaf and
hearing adults has been documented in numerous fMRI studies. In MacSweeney et al.'s study,
observing silent speech lead to an increased activation in the posterior cingulate cortex and
the lingual/hippocampal gyri in deaf participants, in contrast to the consistent activation in the
left temporal lobe in the hearing population (MacSweeney et al., 2002). Activation in the
posterior regions was not found in the hearing participants. The right hippocampus which was
activated in the deaf participants activates during memory retrieval, suggesting a role of
memory during speechreading in the deaf population (MacSweeney et al., 2002).

MacSweeney et al.’s data suggest that acoustic experience modulates the functional
circuits for speech processing since speech processing is different in congenital deaf people.
Their study suggests that if hearing is absent from birth, the speech processing system in the
left temporal lobe develops idiosyncratically. On the other hand, the speech processing areas
in the right temporal lobe might be less affected by congenital deafness since the right
temporal lobe is activated in deaf participants during visual speech processing extending to
Herschl’s gyrus, an area traditionally classed as secondary auditory cortex, which is activated
during auditory speech in the hearing population as well as by sign language in native deaf
signers. This region might also be significant for processing of the visual aspects of language
(MacSweeney et al., 2002). It is important to note that the demonstrated neural activation in
both deaf and hearing participants is specific to linguistic mouth movements since
non-linguistic mouth movements were processed analogously in the occipito-temporal regions
by both groups (MacSweeney et al., 2002).

Capek et al.’s study supports the idea that the hearing status as well as speech reading
skill modulate the activation in the left superior temporal regions during silent speechreading
(Capek et al., 2008). Their data showed activation in left middle and posterior superior
temporal cortex during speechreading in both deaf and hearing participants, however the
activation was greater in deaf participants when speechreading skill was used as a covariate.
Capek explains this contrast to previous findings by pointing out that previous studies used a
closed stimulus set (numbers 1-9, MacSweeney, 2002) as opposed to English sentences
(Capek et al., 2008). When the speechreading skill was used as covariate, greater activation
was shown in left posterior superior temporal sulcus (p-STS), an area that might be
responsible for cross-modal processing of audiovisual speech in hearing people (Capek et al.,
2008). Possible explanation for the greater activation in deaf participants might therefore be
the sensitivity to dominant speech modality within p-STS. It is plausible that p-STS develops

a greater sensitivity to visual speech in deaf people as opposed to greater sensitivity to
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auditory speech as a primary and visual speech as a secondary function in the hearing
population (Capek et al., 2008). The greater activation in the deaf participants might also
reflect a more general plasticity of the brain in deaf people as demonstrated by regions
specialised for auditory stimuli being recruited for different modality processing in the deaf
population (Capek et al., 2008).

In MacSweeney et al.'s 2004 study, visual gestural language activated frontal-posterior
network and superior temporal cortex including planum temporale in both deaf and hearing
participants, however the activation was greater in deaf participants. Their results support the
previous findings which demonstrated that when hearing is absent in early development, the
visual processing role of certain brain regions, such as planum temporale (an area processing
visual movement in both deaf and hearing populations), is enhanced. In their study, the native
language of the deaf participants (BSL as opposed to Tic Tac) evoked greater activation in the
left posterior superior temporal sulcus and gyrus, suggesting the linguistic specificity of the
activated regions and the importance of the left posterior perisylvian cortex for language
processing regardless of modality (MacSweeney et al., 2004).

These findings demonstrated that silent speech is processed in brain areas specialised
for language processing in contrast to non-linguistic lip movements and that hearing status as
well as speechreading skill (which is tightly associated with the modality of one’s native
language) modulate the processing of silent speech. Furthermore, these findings demonstrate
the extensive degree of brain plasticity in the deaf population. The observed extent of brain
plasticity and idiosyncratic neurophysiology of congenital deaf people can be profoundly
helpful in the research of what parts of auditory speech are innate or learnt. However, it is
important to note that each brain region does not have only one function and the regions noted
above are not the only regions activated by silent speech. Observing silent speech and the
simultaneous speechreading activates an extensive network of linguistic and sensory-motor

areas (MacSweeney et al., 2004).
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3. THE PRESENT STUDY

3.1 The Research Question and Hypotheses

As has been outlined in the previous chapter, the aim of the present study is to investigate the
mechanisms involved in the perception of novel silent visual speech and examine the
segmenting and learning strategies taking place during speech processing, in order to better
understand the general processes underlying speech perception regardless of its modality. The
present study test the following three working hypotheses: H1 that visual cues will suffice in
facilitating statistical learning in visual silent speech; H2 that greater effects of statistical
learning will be found in the novel stream of visual speech with the covert statistical structure;
and H3 that the primary modality and language background will affect the participant’s neural

processing and the ability to learn during the perception of silent visual speech.

3.2 Method

3.2.1 Participants

25 adult participants were included in the present study (five additional participants were
tested but excluded due exceedingly noisy data). Participants were divided into three groups
based on their hearing status and their native language.

Group A consisted of seventeen adult participants (3 of them were excluded due to a
high number of artefacts, final n=14, 13 women, mean age=30 y, SD=9.88) with normal
hearing and no significant prior knowledge of any sign language. Group B consisted of seven
hearing impaired adult participants (1 excluded due to artefacts, final n=6, 5 women, mean
age=33 y, SD=6.66), four of whom were adults with a complete hearing loss at birth (n=3) or
in adulthood (n=1), and three of whom were hard-of-hearing adults. The Lls of the
participants were Czech and Czech sign language, respectively in the two groups, with the
exception of the Group B participant with a hearing loss in adulthood and the hard-of-hearing
adults whose L1 was Czech. Group C consisted of six adult participants (1 excluded due to
artefacts, final n=5, 5 women, mean age=30 y, SD=7.64) with normal hearing and no
significant prior knowledge of any sign language, whose L1 was English. All participants
reported normal or corrected to normal vision, no neurological or psychiatric disorders, and
were not taking any medication or substances affecting the nervous system. Furthermore,
none of the participants reported being diagnosed with dyslexia or having a familial risk of
dyslexia.

The order of the presented stimuli was not determined by the participant’s belonging

to the group A, B, or C. In order to achieve exposure of all groups to both stimuli orders, All
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groups were further divided into two subgroups (A1, A2, B1, B2, C1, C2) as shown in Table
1. Both hearing and hearing impaired participants were exposed to the same stimuli and
underwent the same pre-exposure procedure and post-exposure tasks. All participants were
informed about the procedure and possible risks prior to the experiment. The instructions and

the administration of the experiment were in the participants’ native language.

Subgroup Al A2 B1 B2 C1 C2

Hearing status normal normal impaired impaired normal normal
hearing hearing hearing hearing hearing hearing

L1 Czech Czech CSL CSL English English

Condition order | S-R R-S S-R R-S S-R R-S

Task order S-rt-R-lip | R-S-rt-lip | S-rt-R-lip R-S-rt-lip | S-rt-R-lip | R-S-rt-lip

Table 1: Subgroups of participants and their respective hearing status and condition order.
Abbreviations in Task order refer to the structured condition (S), random condition (R), rating task
(rt), and the lip-reading task (lip).

3.2.2 Stimuli

The transcript for the stimuli in the present study mirrors the datasets typically used in
auditory word segmentation studies with several changes made in order to achieve visually
distinguishable stimuli. The present set of stimuli was modelled mainly after the stimuli of
Aslin et al.’s study and its modification in Podlipsky et al.’s study which was altered in order
to obtain stimuli that would allow for an effortless acoustic segmentation. Given the present
language environment and the nature of the present study, the present stimuli were created
such as to avoid visemes that would be hard to perceive for a Czech, CSL, or an English L1
speaker and aimed to facilitate visually distinguishable speech streams. Phonemes that
represented the same or visually similar visemes were replaced (bi>be, do>fe, ro>fo). These
changes resulted in a stimulus set shown in Figure 1.

Transcripts for the structured speech stream consisted of four repeating trisyllabic
nonsense words consisting of 12 CV syllables (pa, be, ku, da, fo, pi, ti, bu, fe, go, la, tu) in a
pseudorandom order (see Figure 1) with no longer pauses indicating the word boundary.
Boundaries between the words were cued merely based on transitional probabilities between
the syllables, other cues were avoided. The transitional probability between neighbouring
syllables was higher within the word boundary (1.0) than outside of it (.33). For example,
every pa in the structured stream was followed by be (1.0) and every be was followed by ku
(1.0), however, ku was equally likely to be followed by da, go, and #i (.33). Consecutively
repeated words were not allowed and the frequency of each word in the structured stream was

approximately the same.
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The random stream consisted of the same 12 CV syllables in a pseudorandom order
(with occasional occurrences of mispronounced syllables). A set of 1080 syllables was
randomised and all consecutive repeating syllables were subsequently replaced. The
frequency of each syllable in the random stream was approximately the same. The order of
the syllables in the random stream could not be predicted based on the transitional
probabilities or any other cues. Excerpts of the transcripts for both conditions can be found in
the Appendix (8.1).

A B
“Random” Condition: “Random” Condition:
la tu go do da bu ro go bi ti bu ku pi pa la... bupafetuti pi fetufoladafetu papi go..
“Structured” Condition: “Structured” Condition:
'tu piro go la bu'bi da ku 'go la bu... 'ti bu fe ;pabe ku' golatu! ipabeku..
I

Figure 1 A: An excerpt from the random and structured auditory speech datasets used in Batterink and
Paller’s 2017 study and the respective EEG-based entrainment measure of learning for both the
random condition at a syllable frequency and the structured condition at a word frequency (figure from
Batterink and Paller 2017: 33). B: An excerpt from the transcripts of the random and structured visual
speech datasets used in the present study.

The final recorded stimuli were presented in a video-only format showing the head and
shoulders of a speaker reading the transcripts on a computer screen (see Figure 2). The
speaker in the presented video was a native speaker of Czech with a C2 level English who
used audiovisual speech while recording the stimuli in order to preserve all properties of
natural speech. The speaker was instructed to read the presented text with natural articulation
and in alignment with the rhythm set by a metronome (200 bpm) which corresponded to 3.33
Hz per syllable. This rate mirrored the syllable rate used in previous literature (Batterink &
Paller, 2017). The stimuli for the random speech stream, the structured speech stream, the
rating task, and the speechreading test were recorded separately with brief breaks between the
recordings. The recorded videos were subsequently edited in order to eliminate any errors
made by the speaker and to create four separate blocks of continuous streams as well as
stimulus sets for both post-exposure tasks. The audio was subsequently removed from the
videos and the intelligibility of the resulting videos was tested by a test group of native Czech

speakers prior to the experiment. All videos showed the same speaker.
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a a a4 A

Figure 2: An excerpt from the visual stimulus used for the random condition.

The onsets of every first syllable of the trisyllabic words in the structured stream and every
first syllable of a random trisyllabic structure in the random stream were marked in ELAN
(version 6.5, Max Planck Institute for Psycholinguistics). Onsets of the individual syllables
were then calculated based on the onset and the duration of the trisyllabic words and
structures. The marked onsets were used in the subsequent phase-locking analysis (see
Chapter 3.3.1).

3.2.3 Procedure

Both hearing and hearing impaired participants underwent the same procedure. For deaf
participants, a Czech sign language interpreter was present during the entire experiment to
give instructions and answer questions. Demographic and language background data from all
participant groups were obtained in the form of a short questionnaire distributed prior to the
experiment. The experiment presented to the participants was designed in PsychoPy (Peirce et
al., 2019) and consisted of four segments separated by a short break. The exposure task was
separated into two segments, a structured stream and a random stream. The remaining two
segments of the experiment design were the post-exposure tasks.

EEG data were recorded over the course of the entire experiment with a sampling rate
of 200 Hz from 19 electrodes attached to an electrode cap placed on the participant’s head
prior to the experiment. Additional five electrodes were placed on the participant’s nose, on
the outer canthus of the right eye, under the right eye, and on the mastoid bones behind the
right and the left ear. Conductive gel was placed in the gap between the participant's skin and
the electrode sensors to ensure sufficient conductivity. Recordings were made with the
TruScan software (Deymed diagnostic).

In the exposure task, participants were presented with videos of both the structured
stream and the random stream in a consecutive condition-dependent order. The order of the
two conditions was counterbalanced across participants (see 7Zable ). Each condition
consisted of 6 minutes of a continuous silent speech stream broken up into two 3-minute
blocks separated by a short break. The post-exposure rating task was administered right after
the structured condition since it referred only to the structured stream. No post-exposure task

tested the knowledge gained from the random stream (Batterink & Paller, 2017).
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Each of the exposure task segments showed a set of instructions followed by a
continuous visual-only speech stream. Participants were instructed to attend to the silent
video, limit their movement and focus on the speaker’s mouth. During the brief break
between the blocks, participants were advised to close their eyes or change the centre of their
focus to avoid strained eyes. The two conditions were further separated by a longer 4 minute
break (i.e. after the rating task in the S-R condition or after the random stream in the R-S
condition) in which the participants were instructed to disassemble and reassemble a wooden
puzzle, with the intention to further rest their eyes from viewing the computer screen and
maintain their attention.

The post-exposure rating task which followed immediately after the structured
speech stream was modelled after an analogical task in Batterink and Paller’s 2017 study,
although it was slightly altered in order to better fit the scope and the aim of the present study.
On each trial, the participants were presented with a video of a silently mouthed trisyllabic
pseudoword, trisyllabic non-word, disyllabic part-word, or a disyllabic non-word. Both the
pseudowords and the part-words, but not the non-words, repeatedly appeared in the structured
speech stream. The aim of the rating task was to assess participants’ explicit memory of the
pseudowords (Batterink & Paller, 2017) present in the structured speech stream and thus
testing the knowledge gained as a result of the statistical learning process.

Participants were instructed prior to observing the short videos to evaluate these
excerpts based on their familiarity. A familiarity prompt appeared on the screen after each
video and the participants were asked to mark the excerpt as familiar or unfamiliar by
pressing a corresponding key. This simplified design was chosen over the familiarity scale
used in Batterink and Paller’s study, the use of which could result in misinterpretation of the
scale and inaccurate data. The rating task consisted of 12 trials. Four pseudo-words, six
non-words, and two part-words were presented to all participants in the same fixed order (see
Table 2).

Words pabeku, tibufe, golatu, dafopi
Part-words pabe, bufe
Non-words pitugo, lafobe, gotifo, bepafe, tuda, fego

Presented order tibufe, pitugo, tuda, pabeku, bufe, lafobe, gotifo, pabe, golatu, fego, dafopi, bepafe

Table 2: Rating task dataset.

After the exposure and the post-exposure assessment, each participant was given a short
visual test of speechreading presented in their L1. The format of the presented test was
loosely based on the British Test of Adult Speechreading created by (Mohammed,
MacSweeney, & Campbell, 2003) and consisted of a video-only recording of a speaker

silently mouthing words and sentences and a picture grid to choose the correct answer from.
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Since the dataset for the British Test of Adult Speechreading was not available, an original
dataset was created for the purpose of the present study based on the format of the British test
described in Mohammed et al.’s study (Mohammed, MacSweeney, & Campbell, 2003).

In the first part of the test, participants were presented with a short video of a speaker
silently mouthing a disyllabic word followed by a grid with nine pictures (1 target word, 8
distractors). For each set the participant had to identify the target word mouthed by the
speaker by pressing the corresponding number (1-9) on a keyboard in front of them. The
picture grid was revealed after the presentation of the video was over. Each picture grid
contained nine pictures of visually distinguishable Czech words, such as kure, rohlik, osel,
komin, for groups A and B or nine pictures of visually distinguishable English words, such as
chicken, pancake, dolphin, airplane, for Group C (see Figure 3 A). The Czech and English
datasets differed slightly in order to remain visually distinguishable disyllabic target words
and accommodate the participant’s cultural background. However, the difficulty of the test
remained the same. The first part consisted of 10 trials.

In the second part of the test, participants were presented with a short video of a
speaker silently mouthing a sentence followed by a grid with six pictures (1 target sentence, 5
distractors) depicting a scene described by the sentence. Participants had to identify the target
sentence by pressing the corresponding number (1-6) among distractors with a similar topic
(see Figure 3 B). In order to identify the correct target sentence, the participant had to
correctly lip read more than one word. The picture grid was revealed after the presentation of
the video was over. The content of the Czech and the English dataset was the same. The
second part consisted of 7 trials. The silent videos presented to the participant were filmed

and edited in a similar manner as the videos for the exposure task.
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Figure 3 A: An excerpt from the first part of the lip reading task - a video of a silently mouthed word
and a picture grid screen. B: An excerpt from the second part of the lip reading task - a video of a
silently mouthed sentence and a picture grid screen. Full datasets for both parts of the test can be
found in the Appendix (8.3).

3.3 Analysis

3.3.1 EEG Data Analysis

The EEG data analysis was carried out in the EEGLAB Matlab toolbox (Delorme & Makeig,
2004). The analysis followed the procedure administered by Batterink and Paller in their 2017
study. The collected EEG data was band-pass filtered from .1 to 30 Hz and time-locked to the
onset of each word in the structured condition or every first syllable of the trisyllabic structure
in the random condition. Data were then extracted into epochs whose length corresponded to
the duration of 36 syllables (10.8 sec). Data containing large artifacts (threshold value = +/-
210 puV) were removed using an automatic artifact rejection procedure (Batterink & Paller,
2017).

Inter-trial phase coherence (ITPC), also referred to as phase-locking value, was used
to quantify neural entrainment at syllabic and word frequencies in both conditions. ITPC
value 0 indicates non-phase-locked activity, whereas ITPC value 1 indicates phase-locked
activity. Significant ITPC indicates that the EEG activity in the given trial is phase-locked and
not phase-random (Batterink & Paller, 2017). A continuous Morlet wavelet transformation
from 0.2 to 20.2 Hz was used to compute intertrial coherence via the newtimeif function in

EEGLAB. Sensitivity to the underlying trisyllabic structure of the structured speech stream is
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believed to be reflected in a relatively higher ITPC at the word frequency and lower ITPC at
the syllable frequency in the structured condition (Batterink & Paller, 2017). The word
frequency corresponded to approximately 1.1 Hz, whereas the syllable frequency
corresponded to 3.3 Hz (Batterink & Paller, 2017). Sensitivity to the trisyllabic structure,
referred to as word learning index (WLI), was quantified according to the following formula
used by Batterink and Paller (Batterink & Paller, 2017):

__ITCword frequency
WLI = ITC syllable frequency

A resulting higher WLI value indicates greater neural entrainment on the trisyllabic word
frequency relative to the raw syllable frequency, which indicates the presence of statistical
learning (Batterink & Paller, 2017). The aim of the present study was to examine whether the
WLI value in the structured condition would be higher compared to the random condition and
whether this value would increase with exposure in the structured condition but not in the

random condition.

3.3.2 Behavioural Data Analysis

Data from the post-exposure rating task were used to compute participant’s rating accuracy
and rating score. Part-word data were removed from the analysis due to a suspected possible
misinterpretation of the part-word familiarity prompt. Computed rating accuracy referred to
the percentage of trials that the participant rated correctly and the rating score referred to the
result of subtracting the average score given for non-words from the average score given for
words. The presence of statistical learning was demonstrated by values above 0 (Batterink &
Paller, 2017).

Data obtained in the lip reading test were used to calculate participant’s lip reading
skill. Lip reading skill was based on the percentage of successful trials in both parts of the lip

reading test.

3.3.3 Statistical Analyses

R (version 4.3.1, R Core Team, 2021) was used to run the statistical models using the
packages lme4 (Bates et al., 2015), and ImerTest (Kuznetsova et al., 2017). In addition, the
package ggeffects (Liidecke, 2018) was used for the estimation of means and confidence
intervals, and ggplot2 (Wickham, 2016) to create plots.

ITPC and WLI were analysed using linear mixed-effects models (function /mer),
which were used to analyse the effects of condition, block, and first presentation. In the ITPC

model, condition (random vs structured, sum-coded as -1 vs +1), chunking (representing the
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rate of syllables vs words, sum-coded as -1 vs +1), and block (first vs second, sum-coded as
-1 vs +1) as well as their interactions were entered as fixed effects. In the WLI model, the
condition (random vs structured, sum-coded as -1 vs +1), block (1 vs 2, sum-coded as -1 vs
+1), and their interactions were modelled as fixed effects. Per-participant and per-channel
random intercepts were included in both models.

The post-exposure rating and lip-reading data were analysed with t-tests that compared
participants' average performance in each of the tasks against chance. Finally, the EEG and
behavioural data were compared using Spearman correlation tests on the continuous WLI
values against the proportional lip-reading accuracies from the lip-reading task with isolated
words, and on the WLI values against the word rating scores from the statistical learning
post-test. For assessing significance in all models, we assume the threshold value of alpha =
0.05.

3.4 Results

3.4.1 EEG results

3.4.1.1 Group A Results: Hearing L1 Czech Participants

The linear mixed-effects model for the predicted ITPC values for Group A yielded a
significant intercept which means that the ITPC averaged across all conditions and blocks is
reliably larger than 0. The model also detected a significant effect of block, showing that
ITPC was larger in the second block, and a significant effect of condition, showing that ITPC
was larger for the structured than for the random condition. There was a significant triple
interaction of condition, chunking, and block. Pairwise comparisons of the means (plotted in
Figure 5 Left) show that it was the ITPC for words in the structured condition that rose
significantly between the first and the second block. The model summary is shown in 7able 3.

The model for WLI in Group A yielded a significant intercept, indicating that WLI
across all conditions and blocks was larger than 0. There was a significant effect of block, and
a significant interaction between condition and block. Pairwise comparisons, plotted in Figure
5 Right, revealed that WLI was larger in the second than in the first block, and this
between-block difference was driven by the structured condition. The model summary is

shown in Table 4.
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Est SE df t P
(Intercept) 0.08 0.005 13 15.974 <.001*
Condition (-rnd+str) 0.003 0.001 763 2.88 0.004*
Chunking (-syll+word) 0.002 0.001 763 1.487 0.137
Block (-1+2) 0.004 0.001 763 3.433 0.001*
condition:chunking 0.001 0.001 763 1.284 0.199
condition:block 0.001 0.001 763 1.144 0.253
chunking:block 0.002 0.001 763 1.532 0.126
condition:chunking:block | 0.003 0.001 763 2.786 0.005*
Table 3: ITPC fixed-effect model summary for Group A.
Est SE df t P
(Intercept) 1.133 0.06 14.575 18.982 <.001*
Condition (-rnd+str) 0.017 0.02 761 0.858 0.391
Block (-1+2) 0.044 0.02 761 2.192 0.029*
condition:block 0.066 0.02 761 3.319 0.001*
Table 4: WLI fixed-effect model summary for Group A.
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Figure 4 A: ITPC values for Group A in the first and the second exposure block of each condition,
averaged across the 7 analysed channels (Pz, Ol, O2, T3, T4, T5, T6) and across all epochs. B:
Localisation of the increased neural phase-locking activity in Group A at the word frequency (1.1 Hz).

24



first second

010

Estimated ITPC
Estimated WLI

rand struc rand struc rand struc
condition condition

chunking -# sylablles words block - first second

Figure 5 Left: Estimated ITPC per condition, exposure block, and chunking rate for Group A. Right:
Estimated WLI per condition and exposure block (means and 95% confidence intervals) for Group A.

3.4.1.2 Group B Results: Deaf or Hard-of-Hearing Czech/Czech Sign Language

Participants

The linear mixed-effects model for the predicted ITPC values for Group B detected a
significant intercept showing that overall, ITPC was larger than 0. There was a main effect of
block and as seen in Figure 6, ITPC was larger in the first block than in the second block (i.e.
in the opposite direction than in Group A). No other main or interaction effects were
significant. The grand average ITPC per condition, per chunking rate, and per exposure block

is plotted in Figure 7 Left. The model summaries are shown in Table 5.

Est SE df t P
(Intercept) 0.08 0.008 5 11.081 0.001*
Condition (-rnd+str) <0.001 0.002 323 0.138 0.89
Chunking (-syll+word) 0.003 0.002 323 1.785 0.075
Block (-1+2) -0.008 0.002 323 -5.097 <0.001*
condition:chunking -0.003 0.002 323 -1.772 0.077
condition:block <0.001 0.002 323 0.047 0.963
chunking:block 0.003 0.002 323 1.669 0.096
condition:chunking:block | 0.002 0.002 323 1.227 0.221

Table 5: ITPC fixed-effect model summary for Group B.
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The linear mixed effects model for the predicted WLI values in Group B shows a significant
intercept, a significant main effect of condition, and a significant main effect of block.
Overall, WLI was larger than 0, and as shown in Figure 7 Right, it was larger in the random
than in the structured condition, and larger in the second than in the first block. The model

summary is shown in 7able 6.

Est SE df t P
(Intercept) 1.145 0.098 5.02 11.722 <0.001*
Condition (-rnd+str) -0.105 0.025 322.957 -4.278 <0.001*
Block(-1+2) 0.089 0.025 326.541 3.612 0.004*
condition:block 0.017 0.025 322.957 0.712 0.477
Table 6: WLI fixed-effect model summary for Group B.
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Figure 6 A: ITPC values for Group B in the first and the second exposure block of each condition,
averaged across the 7 analysed channels (Pz, Ol, O2, T3, T4, T5, T6) and across all epochs. B:
Localisation of the increased neural phase-locking activity in Group B at the word frequency (1.1 Hz).
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Figure 7 Left: Estimated ITPC per condition, exposure block, and chunking rate for Group B. Right:
Estimated WLI per condition and exposure block (means and 95% confidence intervals) for Group B.

3.4.1.3 Group C Results: Hearing L1 English Participants

The linear mixed-effects model for the predicted ITPC values for Group C detected a
significant main effect of chunking and a significant interaction between chunking and block.
The grand average ITPC per condition, per chunking rate, and per exposure block is plotted in

Figure 9 Left. The model summary is shown in 7able 7.

Est SE df t p

(Intercept) 0.082 0.007 4 11.135 0.004*
Condition (-rnd+str) <0.001 0.002 268 0.293 0.77
Chunking (-syll+word) 0.006 0.002 268 3.81 0.002*
Block (-1+2) <0.001 0.002 268 0.055 0.956
condition:chunking -0.003 0.002 268 -1.819 0.07
condition:block -0.001 0.002 268 -0.51 0.61
chunking:block 0.004 0.002 268 2.298 0.022%*
condition:chunking:block | <0.001 0.002 268 0.118 0.906

Table 7: ITPC fixed-effect model summary for Group C.
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Figure 8 A: ITPC values for Group C in the first and the second exposure block of each condition,
averaged across the 7 analysed channels (Pz, Ol, O2, T3, T4, T5, T6) and across all epochs. B:
Localisation of the increased neural phase-locking activity in Group C at the word frequency (1.1 Hz).

first

0.1

010

=
=
@

Estimated ITPC

0.07

rand

struc
condition

rand

chunking -8 sylablles ~#- words

Estimated WLI

08

struc

rand

struc
condition

block - first - second

Figure 9 Left: Estimated ITPC per condition, exposure block, and chunking rate for Group C. Right:
Estimated WLI per condition and exposure block (means and 95% confidence intervals) for Group C.

Est SE df t p
(Intercept) 1.293 0.159 5.039 8.149 <0.001*
Condition (-rnd+str) -0.032 0.037 266 -0.877 0.382
Block(-1+2) 0.11 0.037 266 2.995 0.003*
condition:block 0.066 0.037 266 1.787 0.075

Table 8: WLI fixed-effect model summary for Group C.
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The linear mixed-effects model for the predicted WLI values show a significant intercept and

a main effect of block (see Figure 9 Right). The model summary is shown in Table §.

3.4.2 Behavioural Results

3.4.2.1 Rating Task

Table 10 shows the mean rating accuracy and mean rating score values across all participant
groups. The mean rating accuracy of Group A was 44.86% (SD=15.30) and did not differ
from chance with alpha 0.1 (t =-1.258, df = 13, p = 0.231, 95% conf. int. = 47.6-73.4%). In
line with that, the mean rating score of -0.46 did not indicate evidence of statistical learning.
Evidence of statistical learning would be suggested by rating score > I, with rating score = 3
indicating perfect sensitivity to the embedded structures (Batterink & Paller, 2017). Only one
participant’s rating score (equal to 3) indicated possible evidence of statistical learning which
was supported by their above chance rating accuracy (88%). Running a separate test for
non-words and for words showed that the mean familiarity score of the non-words (0.54) was
numerically but not statistically higher than the mean familiarity score for words (0.43), and
both were not different from chance. It is important to note the possible effect of the fixed trial
order which might negatively affect the familiarity score of the word which is presented first
(pseudo-word tibufe) due to participant’s unfamiliarity with the task design and possible
unreadiness (see Table 9).

The mean accuracy of Group B was at 60.5% (SD=12.29), and trended as different
from chance, not reaching significance with our alpha of 0.05 (t = 2.090, df = 5, p = 0.091,
95% conf. int. = 36.1-53.7%). Numerically, the mean rating accuracy in Group B was higher
than the mean rating accuracy in Group A. Three participants in Group B showed evidence of
statistical learning (rating score > 1) and rating accuracy above the chance level.

The mean rating accuracy of Group C was 47.8% (SD=16.30), not different from
chance (t = -0.299, df = 4, p = 0.780, 95% conf. int. = 27.4-68.2%). Two participants in
Group C showed evidence of statistical learning (rating score > 1) and rating accuracy above

the chance level. The fixed trial order did not appear to affect the results of Group B and C.

Tibufe Pitugo Pabeku Lafobe Gotifo (N) | Golatu Dafopi Bepafe (N)
(W) ™N) (W) N) W) (W)

Group 4 7.1% 42.9% 78.6% 42.9% 78.6% 64.3% 21.4% 21.4%

Group B 50% 66.7% 83.3% 33.3% 83.3% 66.7% 66.7% 33.3%

Group C 20% 80% 100% 20% 60% 20% 60% 20%

Table 9: Familiarity rating accuracy for pseudo-words (W) and non-words (N) across all participants.
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Participants showing | Mean rating accuracy (%) Mean rating score
effects of SL
Group A 1/14 (7.14%) 44.86 (SD=15.30, 95% -0.46 (SD=1.22)
CI=36.02-53.69)
Group B 3/7 (42.86%) 60.5 (SD=12.29, 95% CI=47.58-73.42) | 0.83 (SD=0.98)
Group C 2/6 (33.3%) 47.8 (SD=16.30, 95% CI1=27.37-68.23) | -0.17 (SD=1.30)

Table 10: Mean results of the post-exposure rating task for Group A, B, and C. Rating accuracy above
50% is regarded as an effect of SL, following Batterink and Pallers analysis (Batterink and Paller,
2017).

3.4.2.2 Lip Reading Skill

Participants’ lip reading skill was assessed using the percentage of correctly answered trials.
The number of response options in the lip reading test for isolated words was 9, which means
that the chance level is 100/9 = 11.11%. The number of response options in the lip reading test
for sentences was 6, which means that the chance level is 100/6 = 16.67%.

Participants in Group A were slightly more successful in the first part of the lip
reading task. The mean success rate for lip-reading words was 48.57% and significantly above
chance level (t = 7.825, df = 13, p < 0.001, 95% conf. int. = 38.23-58.91%). The mean
lip-reading score for sentences was 30.61% and also significantly above chance (t = 2.705, df
=13, p=0.018, 95% conf. int. = 19.47-41.75%).

Participants in Group B performed better than Group A, however, their performance
was significantly better in the first part of the assessment. The mean success rate for lip read
words was 71.67% and significantly above chance (t = 10.077, df = 5, p < 0.001, 95% conf.
int. = 56.22-87.11%), whereas the lip-reading score for sentences was 30.95% and not
different from chance (t = 1.664, df =5, p = 0.157, 95% conf. int. = 8.89-53.02%).

In Group C, the mean success rate for lip read words was 62% and significantly
above chance (t = 4.990, df = 4, p = 0.008, 95% conf. int. = 33.69-90.32%). The mean
success rate for lip read sentences was 40% and was also significantly above chance (t =
3.335, df = 4, p = 0.029, 95% conf. int. = 20.57-59.43%). The mean accuracy of the lip read
words and sentences for all the groups as well as the rating accuracy for the individual items
can be seen in Table 11 and Table 12.

30



ryba slunce prase komin osel hrnec hruska | kola¢ balon okno mean
accuracy

Group |42.86 [ 28.57 |50 6429 |42.86 | 1429 | 1429|8571 | 92.86 |57.14 |48.57
A (SD=
17.91)

Group |[66.67 3333 | 66.67 | 100 66.67 | 33.33 | 66.67| 100 100 83.33 | 71.67
B (SD=
14.72)

fish airplane | dolphin | chimney | donkey | saucepan | cherry | pancake | balloon | window | mean
accuracy

Group | 80 100 80 60 20 40 80 60 40 60 62
C (Sh=
22.80)

Table 11: Success rate (%) for lip read words and mean accuracy across all items and all

participants.
cs sl cs_s2 cs_s3 cs_s4 cs_s5 cs_s6 cs_s7 mean
accuracy
Group A 14.29 14.29 42.86 50 28.57 21.43 42.86 30.61
(SD=
19.29)
Group B 50 0 33.33 66.67 33.33 16.67 16.67 30.95
(SD=
21.03)
en_sl en_s2 en_s3 en_s4 en_s5 en_s6 en_s7 mean
accuracy
Group C 0 60 0 60 80 40 40 40 (SD=
15.65)

Table 12: Success rate (%) for lip read sentences and mean accuracy across all items and all
participants.

3.4.3 Correlations Between the EEG and Behavioural Results

The Spearman's correlations between WLI and rating accuracy and WLI and lip-reading
accuracy for Group A were p = 0.287 and p = -0.145 respectively. For Group B, the
Spearman’s correlation between WLI and rating accuracy was p = -0.123 and the correlation
between WLI and lip-reading accuracy was p = -0.551. For Group C, the Spearman's
correlations between WLI and rating accuracy and WLI and lip-reading accuracy were p =

0.564 and p = -0.359 respectively.
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4. DISCUSSION

The present research aimed to investigate the online process of statistical learning during
visual silent speech processing, and evaluate the influence of one’s language background on
the learning process that occurs during speech perception. Statistical learning (SL) can be
understood as a two-step process where regularities in one’s environment are first uncovered
and gradually acquired, then stored in one’s memory. While there is evidence of statistical
learning across modalities, SL in speech has typically been tested on auditory speech, with
auditory cues potentially aiding the segmenting of the novel speech. The extent to which
language learners exploit SL in speech without auditory cues, i.e. in silent visual speech (VS),
thus remains unexplored. Using silent VS not only lets us investigate SL during perception of
speech without the aid of auditory cues but also lets us compare processes underlying speech
perception in different populations whose primary mode of communication differs.
Furthermore, since familiarity with the input was shown to significantly improve the SL
outcomes (Bulf, Johnson, & Valenza, 2011), the present research aimed to explore how the
primary mode of communication and its modality affect the perception and potential learning
during the silent VS.

The present study adapted the traditional auditory SL design to suit visual speech
stimuli. During the experiment, participants were exposed to silent videos of two streams of
continuous visual speech: a structured stream with repeating trisyllabic nonsense words and a
random stream without structure. Word boundaries in the structured stream were cued by
transitional probabilities (TPs) of syllable co-occurrence only, and no cues indicated word
boundaries in the random stream. EEG monitored participants’ neural activity, and ITPC was
subsequently computed at the syllabic and word rate frequencies. The word-learning index
(WLI) was calculated as ITPC at word frequency divided by ITPC at syllable frequency. A
forced-choice behavioural task followed the exposure to compare EEG and behavioural
results. Based on prior research, we predicted greater phase-locked activity and higher WLI
in the structured stream, reflecting statistical learning.

We hypothesised that visual articulatory cues would suffice for neural synchronisation
despite the absence of auditory cues since visual information from the articulatory lip
movements is one of the factors shaping a phoneme’s identity, known to aid significantly
during speech perception and comprehension, and we predicted that detecting word
structures would be influenced by participants’ language background, namely their primary
mode of communication and their native language. To test this hypothesis, we compared
native speakers of Czech with normal hearing (Group A), native speakers of English with
normal hearing (Group C), and deaf and hard-of-hearing adults who primarily use Czech sign

language or rely significantly on lip reading during speech comprehension (Group B).
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Our results demonstrated that statistical learning is a mechanism underlying speech
segmentation, even in the absence of auditory and contextual cues, and that this process can
be effectively captured online during the exposure phase using neuroimaging methods. Our
results further support the idea that the language background of the learner, namely their
primary mode of communication and their native language, influences both the neural
processing of visual silent speech and the associated learning. The following sections will

address the present findings in greater detail.

4.1 Neural Evidence of Statistical Learning in Silent Visual Speech

4.1.1 Inter-trial Phase Coherence and Word-learning Index as Markers of Statistical

Learning

The present study investigated whether statistical learning during visual speech perception can
be successfully measured online using the inter-trial phase coherence (ITPC) and the word
learning index (WLI) as markers of the perceptual shift and increasing phase-locking at the
word rate. Our analysis demonstrated an increased phase-locking (ITPC) value at the word
frequency (i.e. the frequency at which the word-like structures appeared in the speech stream)
in the structured condition compared to the random condition in Czech participants with
normal hearing (Group A), which additionally significantly increased with exposure (see
Figure 5 Left). This result suggests that the neural activity phase-aligned with the rate of the
underlying word structures as the brain gradually discovered them. The increase of the
phase-locked activity with exposure is crucial as it demonstrates the process of acquisition of
the underlying structures on a neural level, a process that cannot be captured with post-test
assessment. In other words, our results suggest that we were able to capture the process of
learning, at least on a neural level, during the exposure phase. Apart from the increase of
phase-locked activity at the word frequency, we observed a slight decrease in tracking at
syllable frequency in the second block of the structured stream, which, together with the
increase of ITCP at word frequency, illustrates the perceptual shift in processing as a result of
statistical learning. The perceptual shift in processing observed when comparing the ITPC at
the word and the syllable frequency can be further illustrated by the word learning index
(WLI), which reflects the sensitivity to the underlying word structures. Using the visual
articulatory cues only, the participants were able to subconsciously detect the word structures
in the structured stream and their neural activity successfully aligned to their frequency. Since
the phase-locking to the trisyllabic structures is significantly greater in the structured
condition, the results cannot be explained by a general trisyllabic chunking strategy, which

would lead to processing both streams similarly (see Chapter 4.1.2). Our prediction (H1)
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that the visual cues will be sufficient and the effects of statistical learning will be reflected
during visual speech processing was thus borne out.

The results of Group A further show that the phase-locked activity at the word rate in
the structured condition differs significantly from the phase-locked activity at the word rate in
the random condition. Furthermore, a significant triple interaction between the condition,
block, and frequency of the phase-locked activity supports the claim that the neural activity
evoked by the structured stream shows gradual alignment to the word structures, which the
neural activity evoked by the random stream does not. The word-learning index (WLI),
which relates the ITPC value at the syllable rate to the ITPC value at the word rate and shows
the likelihood of learning, was significantly greater in the structured condition, as shown in
Figure 5 Right. The WLI value increased significantly with exposure over the course of the
experiment, arguably as a result of the gradual process of detecting and acquiring the
statistical structures, seemingly making WLI a potential neural marker of statistical learning.
Our second hypothesis (H2) predicting greater effects of SL in the structured condition
compared to the random condition was thus borne out as well. The increased effects of neural
learning in the structured compared to the random condition mirror the results found in neural
processing of known and unknown language, respectively. This indicates that the neural

processing of auditory and visual speech differs based on its content and predictability.

4.1.2 Individual Differences in Processing Strategies

Previous literature on statistical and implicit learning shows that acquiring trisyllabic
structures in a trisyllabic speech stream might be affected by individual processing strategies,
referred to as chunking, which are constrained by the individual’s cognitive capacity and
reflect individual processing preferences rather than the computation of transitional
probabilities. It is important to note that neither of these strategies confutes the existence of
the other. On the contrary, these strategies may constitute a two-step speech processing
strategy.

In the present data, the phase-locking values at the word rate frequency in the first
block of the structured condition mirrored the values in the first block of the random
condition more closely than in the second block. The significant differences in the frequency
of the phase-locked activity in the second block of the structured stream and the second block
of the random stream suggest that other processing strategies other than arbitrary chunking
preferences are taking place. This assumption is further supported by the posttest evidence
discussed in Chapter 4.1.3. In light of these results, it is possible to argue that the participants
first use chunking strategies to process smaller chunks of the continuous speech stream,
resulting in a similar neural response to the first blocks of the streams, upon which they then

conduct the statistical analysis, as reflected in the neural response of the second exposure
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blocks. It is thus possible that chunking represents a vital stepping stone in the theory of
statistical learning, perhaps due to cognitive load.

Furthermore, it is essential to note that additional individual differences, other than
chunking preference, can affect the results of statistical learning. Cognitive load, limited
cognitive capacity, fatigue, and lack of attention can all influence the SL outcome. Previous
literature also shows that the synchronisation of neural oscillations and the stimuli does not
stop simultaneously with the end of exposure, and could transcend to the other trial, or in this
case, condition. If presented last, the random stream could thus be affected by the previous
alignment of the neural oscillation and the structured stream. However, the order of conditions
was not found significant in our data, therefore, we cannot make any conclusions about the

possible carry-on effects across conditions.

4.2 Behavioural Assessment of Statistical Learning and Lip Reading Skills

4.2.1 Forced-Choice Word-Recognition Task

As discussed in Chapter 4.1.1, the present significant neuroimaging results for Group A
suggest that statistical learning occurred during the exposure to silent visual speech. Despite
the proposed evidence of successful statistical learning in the structured condition
demonstrated by the ITPC and WLI values, the behavioural post-exposure word-recognition
task alone did not reveal any statistical learning effects, as the reported rating accuracy did
not exceed the chance level. Given the ability of previous studies to capture results of SL in
an auditory speech in behavioural posttest assessment, it is possible that the modality in which
the stimuli are presented affects the difficulty of storage and subsequent retrieval of the
resulting statistical items. Since evidence shows that familiarity with the input affects the
effectiveness of SL, it is not surprising that processing less familiar input, such as visual
speech, might be more demanding than processing auditory speech, albeit novel.

However, surprisingly, even though the behavioural assessment alone did not show
any effects of SL, the statistical analysis results show a positive correlation between the rating
accuracy and the increasing WLI values. In other words, participants with the highest increase
in the word-learning index throughout the experiment also show the highest rating accuracy. It
is thus possible that the poor performance in a behavioural task of some participants who
show neural results of SL is caused by cognitive limitations, such as memory limitations or
cognitive load, resulting in chance-level results. Although our results show significantly
greater effects of learning at the neural level in the structured condition compared to the
random condition, it is essential to note that, as of yet, we cannot pinpoint how and when the

effects are reflected in behaviour.
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The present results indicate that the post-exposure behavioural methods, namely the
forced-choice word-recognition task, might not be entirely suited for statistical learning
assessment since they do not record the online process of gradual knowledge acquiring and
instead assess only the successful storing and retrieving of the resulting items. Using
behavioural tasks as the only method to assess the results of SL might lead to premature
conclusions about absence of the SL effects. Furthermore, it is plausible that other factors,
apart from cognitive abilities, affect the success rate of behavioural tasks. The effect of
language background on the performance in the present behavioural task shall be discussed in
Chapter 4.3.2.

4.2.2 Lip Reading Assessment

We hypothesised that visual articulatory cues would be sufficient to facilitate statistical
learning and, as discussed in Chapter 4.1.1, our hypothesis proved correct. At the same time,
we assumed that the lip reading skill of the participant would affect their readiness to attend to
the articulatory cues and the ease with which the cues are processed. A higher lip reading skill
could thus lead to a faster onset of the phase-locked neural activity or greater phase-locking.
To test this assumption, we implemented a lip reading picture task to test the lip reading skill
of the participants. Participants were asked to lipread individual words as well as sentences.
Their performance in both parts of the test was judged separately.

The lip reading task accuracy of the participants with normal hearing (Group A)
exceeded the chance level, even though they expressed their frustration over the difficulty of
the task. Participants performed better at lip reading the individual words than at lip reading
sentences, which is significantly more difficult. Furthermore, participants showed the best
results at lip reading words with strong articulatory cues, such as /o/ in komin, koldc, and
balon, and performed poorly at lip reading words with consonant clusters, such as slunce,
hrnec, and hruska. The results of both parts of the assessment are shown in Table 11 and Table
12.

The statistical analysis found a negative correlation between the lip reading accuracy
and the increase of the word-learning index over the course of the experiment. The statistical
results suggest that the participants who showed the highest lip reading skill also showed the
lowest increase of the word-learning index. These results could be caused by the
word-learning index increasing earlier, i.e. in the first block of the structured condition, and
thus not increasing as dramatically in the second block of the experiment compared to the
other participants. Alternatively, the conscious effort to decode the unknown novel speech
based on one’s lip reading experience in a different language might negatively affect the
subconscious decoding of the statistical probabilities. Therefore, participants with less

experience with lip reading would be less prone to implementing their past experience during
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the exposure to the novel silent speech. We assumed that participants with impaired hearing
would have more experience with lip reading and therefore demonstrate a higher lip reading
skill. These results shall be discussed in Chapter 4.3.3.

4.3 Language Background as a Factor Potentially Affecting SL in Silent Visual
Speech

4.3.1 Effect of the Hearing Status

As discussed in the chapters above, Group A showed evidence of statistical learning
facilitated by visual articulatory cues only. Given the evidence from previous literature
suggesting that the familiarity with the input significantly affects neural tracking of speech
(Bulf, Johnson, & Valenza, 2011), our aim was to investigate whether the primary mode of
communication and its modality influence the tracking of silent VS and the potential learning.
To investigate the possible effect of the primary language modality, the present chapter
presents a comparison of the results between the participants with normal hearing (Group A)

and impaired hearing (Group B).

4.3.1.1 EEG Results: Inter-Trial Phase Coherence and Word-Learning Index

Our results show that Group A demonstrated the highest inter-trial phase coherence (ITPC)
values at the word frequency in the second block of the structured condition with the ITPC
at the word rate increasing with exposure. In contrast, Group B shows the highest neural
tracking at the word frequency in the first block of the experiment, with phase-locking scores
in the random condition succeeding the scores in the structured condition. For Group B, the
ITPC at the word rate subsequently decreases with exposure, however, it is important to note
that even though the the ITPC,, decreases slightly, the ITPC,,s decreases more rapidly. In
the second block of both conditions, the phase-locking values are greater at the word
frequency compared to the syllable frequency, as illustrated in Figure 7 Left. Even though we
see a decrease of the ITPC values in the Group B data, it is important to note that the
phase-locking in the first blocks of both conditions was significantly larger compared to
Group A. Therefore, even though the values decrease, the resulting ITPC values in the second
block align with the values measured in the second block of the structured condition for
Group A. Ultimately, the ITPC model shows that Group A demonstrated a significant
difference between both conditions and both blocks, however, Group B only showed
significant difference between the blocks.

As for the word-learning index (WLI), Group A showed the highest measured WLI

score in the second block of the structured condition and a decrease in the WLI score in the
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second block of the random condition. On the other hand, Group B showed a higher WLI
score in the second block of both conditions compared to the first blocks.

Considering the observed effect of familiarity with the input on neural tracking, we
assumed that hearing-impaired participants, whose primary mode of communication is either
in the visual modality entirely or who highly depend on visual cues in communication, will
show more robust neural tracking of the silent visual speech due to their familiarity with the
silent articulatory cues. The phase-locking of the neural activity is indeed more robust in
comparison to the participants with normal hearing, however, we do not observe a significant
difference between the two conditions. The results thus seem to suggest that the
hearing-impaired participants, unlike the hearing participants, were not able to uncover the
covert statistical words, or to process them in real-time.

The present findings might result from the systematic differences between Czech and
Czech Sign Language (CSL). Spoken Czech consists of hierarchically organised
compositional units. Phonemes, syllables, words, and phrases can be processed
simultaneously in real time by the listener. However, this is not the case of CSL, in which the
smallest unit is not a phoneme, but a sign, which typically cannot be disassembled into
smaller units. The different nature of both languages might thus lead to different processing
strategies and the potential absence of chunking.

It is important to note that in comparison to Group A, Group B was profoundly more
heterogeneous, comprising both deaf and hard-of-hearing individuals, and significantly
smaller. We acknowledge that the heterogeneity and the size of the group poses a limitation to
our interpretation of the present data, however, the present state of the group was inevitable

due to the level of difficulty encountered when recruiting the deaf participants.

4.3.1.2 Behavioural Assessment Results

Group B performed better at the forced-choice rating task than Group A. However, similarly
to the hearing participants, the performance of the hearing-impaired participants was at
chance level and no indication of statistical learning was observed. As shown in Table 9, an
interesting difference can be seen in the rating accuracy of the first presented item. The rating
accuracy of the hearing participants was remarkably low, which was not the case for the
hearing-impaired participants. This result could be caused by the immediate readiness of the
hearing-impaired participants to process a language in the visual modality.

The statistical analysis revealed a negative correlation between the rating accuracy and
the increase of the word-learning index, suggesting that participants with the highest rating
accuracy demonstrated the smallest change in the WLI value. However, Group B’s robust
neural tracking in the first block of the experiment caused the majority of the WLI increase

data to be negative. The smallest change therefore refers to the smallest decrease in WLI
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value. The participants with the smallest decrease in WLI scores also demonstrated the
highest rating accuracy.

Our third and final hypothesis (H3) predicted that the language background of the
participants will affect their processing of VS. We assumed that the language background of
the participants, in this case their primary mode of communication, will affect the extent to
which they are able to use the articulatory lip-reading cues to discriminate the linguistic
units.

Performance of Group A participants in both parts of the lip reading test (lip reading
of words and sentences) was above the chance level. On the other hand, the performance of
the participants from Group B was only above chance at lip reading words and at chance level
at lip reading sentences. The lack of above chance performance is presumably due to the CSL
having a different syntactic and grammatical structure from Czech, which was used for the lip
reading assessment. For this reason, the lip reading of sentences should not be used too
strictly to compare the performance of normal-hearing and hearing-impaired adults due to the
slight disadvantage the hearing-impaired participants had. Future studies focusing on lip
reading skill assessment as a control should therefore take the difference between the two
languages into consideration. Comparison of the two groups’s performance can be seen in
Table 11 and Table 12.

Correlation between the lip reading accuracy and the WLI score increase showed a
weak negative effect in Group A and a moderate negative effect in Group B, suggesting the
same trend in both groups. In other words, the participants with lower lip reading skill
demonstrated greater increase of the word-learning index, perhaps due to their subconscious
visual speech processing not being influenced by their conscious effort to decipher the content
of the speech stream. Furthermore, though the negative correlation demonstrates a
relationship between poorer lip reading and the ability to learn more, the mode of learning is

not specified. It can thus be learning of either verbal or non-verbal structures.

4.3.1.3 Localisation of the Increased Neural Activity

Our neuroimaging results demonstrated that, at least on neural level, learning took place
during the perception of visual speech. However, the correlation with lip-reading ability
prompted a discussion on how VS is processed and whether both groups process VS in the
same way, namely as a linguistic stimulus without sound. Despite the limitations caused by
the poor EEG localisation, we examined the brain areas that showed the greatest activity
during speech exposure. We assumed that these active areas might be influenced by the
participant's hearing and, by extent, by the brain's cross-modal plasticity. The activated brain
areas cannot be identified with absolute certitude due to the limitations of the apparatus whose

localisation precision cannot be compared to that of magnetic resonance imaging. For that
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reason, this work shall more confidently identify only larger areas of activation, such as entire
lobes, rather than smaller brain regions.

Our results indicate that in hearing participants, the first block of the structured
condition evoked slightly increased activity in the occipital lobe, known to be activated during
visual stimulation. However, in the second block of the structured condition, the area of
activation shifted towards the right anterior temporal lobe. Anterior temporal lobe can be
responsible for semantic processing and semantic memory (Wong and Gallate, 2012),
however, the right anterior temporal lobe is also strongly associated with processing of verbal
versus non-verbal input (Rice, Lambon Ralph, & Hoffman, 2015). Therefore, while there is
evidence of learning, it is unknown whether the learnt structures are processed as non-verbal
or verbal linguistic stimuli. Furthermore, the temporal lobe is engaged in the facial
recognition and processing, memory engagement, or processing of complex visual scenes
(Kriegeskorte et al., 2007), which could lead to an increased activation of this area. Finally,
we shall not disregard the poor localisation of the apparatus, and therefore should not exclude
the possibility that the increased activity is localised in the right angular gyrus referred to as
temporal visual speech area known for supporting the extraction of linguistic information
from the lip movements (Bernstein et al., 2011). Activation of the right angular gyrus would
be in line with the significant ITPC values in the second block of the structured condition.

Interestingly, although the greatest activation can be seen in the right temporal lobe, an
increased activation can be seen in the left temporal lobe as well, suggesting that some
participants demonstrated an increased activation of this area and processes the input
bilaterally, in areas known for language processing. The increased activation of the temporal
lobes in the second block of the condition and an increased activation of the occipital lobe in
the first block of the condition, possibly indicates the processing of the visual information
through the ventral stream (Goodale & Milner, 1992). Furthermore, given the differences
between the activated areas in the first block of the random and the structured condition, it is
possible that even in the first block of the structured condition, the brain detected certain
patterns that required greater engagement of the occipital lobe. The activated brain regions are
illustrated in Figure 4 B.

The areas of activation of the hearing participants and the hearing-impaired
participants differ in several aspects. Hearing-impaired participants processed the first
block of the structured condition in the occipital lobe similarly to the hearing participants, and
in the right temporal lobe. However, in the second block of the structured condition, the
increased neural activity shifts to the left temporal lobe, in contrast to the increased activity
in the right temporal lobe observed in hearing participants. The increased activation of the
right temporal lobe in the first block of the structured condition may suggest that learning and
memory engagement occurred earlier in the hearing-impaired participants, which would be in

line with the increased ITPC values in the first blocks. Furthermore, it might suggest that by
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the second block, the input was processed as verbal linguistic stimuli (Rice, Lambon Ralph, &
Hoffman, 2015). The difference could be caused by the higher familiarity with the input
modality, which is closer to the primary mode of communication of hearing-impaired
participants, by the ability to tune into the visual modality of language more easily and
quickly, or by the cross-modal brain plasticity affecting the primary functions of certain brain
regions which otherwise would not be utilised due to an impairment.

Interestingly, the greatest increase in the neural activity could be observed in the first
block of the random stream in the frontal and right temporal lobe. The activation was thus the
same as in the hearing participants, only amplified. However, in the second block of both
conditions we can see a shift of the increased activity to the left hemisphere, which was not
observed in hearing participants. The activated brain regions are illustrated in Figure 6 B.

As discussed in Chapter 2.2.2, several prior studies described the brain activation
during silent speech perception in hearing and deaf participants. The results differed based on
the nature of the stimuli and the task. MacSweeney et al.’s 2002 study reported increased
activation in the posterior regions and the right hippocampus in the deaf participants and
increased activation in the left temporal lobe in the hearing participants. These results
potentially mirror the results found for the first block of the structured condition. However,
although MacSweeney et al. suggested activation of the right temporal lobe for the deaf
participants and left temporal love for the hearing participants, our results demonstrate an
opposite trend. The authors specified that the mentioned areas are activated by linguistic
mouth movements, whereas the non-linguistic mouth movements are processed analogously
by both groups in the occipital-temporal regions (MacSweeney et al., 2002), which reflects
what we can see in the first block of the structured condition for both Group A and Group B.

On the other hand, Capek et al.’s 2008 study which implemented more complex
linguistic stimuli (in comparison to numbers used in MacSweeney’s study) reports greater
activation of the left middle and posterior superior temporal cortex in the deaf participants,
potentially due to the adaptability of the p-STS to the primary language modality. The
left-lateralisation of the neural activity evoked by complex visual speech stimuli in deaf adults

mentioned by Capek et al. aligns with the present data.

4.3.2 Effect of the Native Language

The present results suggest that the mechanisms involved in processing of visual silent speech
might be affected by one’s hearing status and their exposure to auditory input throughout their
life. These results thus show that the primary mode of communication and the familiarity with
the input can affect the neural tracking of VS. Our study further speculated that the native
language can also affect neural tracking, albeit being in the same modality. Group A, whose

native language was Czech, was therefore compared with Group C, whose native language
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was English. Despite sharing the primary mode of communication with Group A, Group C,
1.e. hearing native speakers of English, was exposed to non-native articulation during
exposure, which decreased their familiarity with the input. The following results thus describe

the observed effect of non-native articulation on the neural perception of silent VS.

4.3.2.1 EEG Results

As discussed in the previous chapters, Group A demonstrated the highest ITPC values at the
word frequency in the second block of the structured condition. The ITPC values at the word
frequency increased with exposure in the structured condition, arguably as a result of SL. On
the other hand, Group C showed that the ITPC at the word frequency increased with
exposure in both conditions. There was no significant difference between the phase-locking
frequency in the structured and the random block. Surprisingly, the highest ITPC values at the
word rate were demonstrated in the second block of the random condition. The stronger
phase-locking in the random condition can possibly result from the random stream mirroring
the English articulation and syntax better than the structured condition. Alternatively, given
the smaller size of the sample, condition order and individual processing preferences can also
cause the present results. Future research would require a bigger sample to obtain unequivocal
results. Exposing the participants to additional streams with and without their native
articulation and the covert statistical structure could also shed light on the differences between
the two groups.

Although the ITPC at the word frequency was the highest in the second block of the
random condition, the WLI scores for Group C proved to be the highest in the second block of
the structured condition, mirroring the results of Group A. However, yet again, it was only the

main effect of the block that proved to be significant in the WLI model.

4.3.2.2 Behavioural Assessment Results

Group C outperformed Group A at the forced-choice rating task. Interestingly, it seems that
similarly to Group B, Group C was not taken aback by the first presented item, even though
their primary modality differs from the modality of the stimulus. It appears that the
phonotactic probabilities of the native language affect the performance in the forced-choice
task. The results show substantially lower mean rating accuracy for items golatu (Group A -
64.3%, Group C - 20%) and lafobe (Group A - 42.9%, Group C - 20%), but higher rating
accuracy for the item pitugo (Group A - 42.9%, Group C - 80%). Although Group C
outperformed Group A in the rating task, their rating accuracy was nonetheless at chance
level. However, the statistical analyses revealed a moderate positive effect between the rating

accuracy and the increase of the WLI score, i.e. a stronger effect than in the native Czech
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speakers. Participants with the highest increase of the WLI score also demonstrated the
highest rating accuracy.

Similarly to Group A, the performance of Group C was above the chancel level in
both parts of the lip-reading test (lip reading of words and sentences). Although the list of the
presented items differed based on the native language of the group, comparison of the results
show that Group C outperformed Group A slightly in both parts of the test. The performance
at lip reading words proved to be overall balanced, with only the lexical item donkey showing
substantially lower rating accuracy. The performance at lip reading sentences shows greater
variability, however, the mean rating accuracy is still greater for the English native speakers.
Despite the slightly better performance, we can conclude that the lip reading skill of
participants from Group A and Group C is similar. The statistical analysis shows a moderate
negative correlation between the lip reading accuracy and the WLI score increase, suggesting
that the effect is stronger in Group C than in Group A. Participants with the highest lip

reading accuracy thus demonstrated the lowest increase in the WLI score.

4.3.2.3 Localisation of the Increased Neural Activity

Our results demonstrated that the neural activation during VS perception differed in
participants with different primary modes of communication. We further wanted to explore
the possible differences in language background that could cause different neural activation
and processing strategies. To achieve this, we examined two groups of participants with the
same primary mode of communication but with a different native language (Czech and
English).

As illustrated in Figure 8 B, the greatest phase-locking activity at the word frequency
for Group C could be found in the left temporal lobe for the second block of the random
condition, and in the frontal lobe and occipital lobe for the second block of the structured
condition. Together with the ITPC data, these results might suggest that the random condition
possibly visually simulated English natural speech better than the structured condition, since
the neural activity is the greatest in the second block of the random condition and is located in
the left hemisphere where arguably verbal structures are processed, and where silent speech is
processed in hearing participants according to MacSweeney et al. (Rice, Lambon Ralph, &
Hoffman, 2015).

The first block of the random condition shows increased activation on the right side of
the frontal lobe, a result similar to that of Group A. On the other hand, the first block of the
structured condition resulted in a slightly increased activity in the left temporal lobe, frontal
lobe and the occipital lobe, however, the activity seemed to be less localised across the group

resulting in less compelling evidence of increased activation. Futhermore, it is possible that
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the first block of the structured condition activated the hippocampus, however, due to the
poor localisation of the EEG, this assumption cannot be deemed conclusive.

The present results suggest that participants exposed to non-native articulation
processed the stimuli differently, however, it is important to note that the sample of
English-speaking participants was significantly smaller than the sample of Czech-speaking
participants. A larger sample of English-speaking participants would be needed to ensure full
representativeness, and unfortunately, based on this sample, we cannot interpret the
differences between Czech and English participants with unwavering confidence. The data
show that increased activity in hearing Czech participants is more localised, while in English
participants, it appears more arbitrary (i.e., increased activity could occur in different parts of
the brain for each participant). This effect might be caused by the individual differences in
speech processing, which are more pronounced in a smaller sample.

Based on the results obtained from the comparisons between Group A and B, and A
and C, we can conclude that our third hypothesis (H3) predicting differences in processing
of the silent visual speech due to one’s language background was correct. Differences in
processing can be seen in the frequency of phase-locking in the individual blocks and

conditions but also in the brain regions activated by the exposure to visual speech.
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5. CONCLUSION

The present study aimed to investigate the neural processes involved in the perception of
silent visual speech. The neural activity of the participants was measured as they were
exposed to a structured and unstructured (random) stream of novel visual speech. The aim of
this work was to investigate whether the visual articulatory cues are sufficient to facilitate
statistical learning (SL) (H1); whether greater evidence of statistical learning, a process
underlying the perception of novel auditory speech, can be observed in the structured visual
speech stream (H2); and finally whether the language background of the participants will
affect the neural processing of the visual silent speech (H3). Our results showed neural, and
partially also behavioural, evidence supporting each of the three working hypotheses.

The present results suggest that effects of statistical learning can be recorded during
the exposure to silent visual speech using neuroimaging methods, which proved to be more
sensitive to the effects of SL compared to behavioural methods which failed to detect the said
effects. We were able to demonstrate the brain’s ability to detect the underlying statistical
patterns in structured artificial speech devoid of all auditory or contextual cues, as well as the
synchronisation of the neural activity to the articulatory salient points in the speech stream.
Our findings show that this synchronisation is gradual but almost instant and can be
effectively captured by online neuroimaging methods. Although we were able to capture the
real-time learning process, we were not able to detect evidence of statistical learning via a
post-exposure behavioural task, leading us to believe that the effects of SL may not be
reliably detected by post-exposure assessment alone.

We were able to detect a significant difference in processing of the structured and
random speech stream in hearing adults (Group A) using the inter-trial phase coherence
(ITPC), suggesting that the participants were able to detect the underlying statistical words
through the process of inattentive learning. Furthermore, the present study was able to
demonstrate substantial differences in neural processing of the silent visual speech caused by
the primary mode of communication (spoken vs signed) and the native language (Czech vs
English). The present results suggest that the neural processing of the VS in the
hearing-impaired participants with a visual primary mode of communication differed from
that of the hearing participants possibly due to the brain’s neural adaptation and plasticity, or
due to the different strategies used in real-time processing of a spoken and a sign language.
Moreover, a non-native articulation of the stimulus and different phonotactics of one’s native
language can result in insufficient neural evidence of statistical learning as shown in the
results of the English speaking participants (Dal Ben, Souza, & Hay, 2021). The effects of
primary form of communication, hearing-impairment, and one’s native language on statistical

learning suggested that the familiarity with the modality and the articulation potentially aid
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the detection of the underlying patterns, however, a bigger sample would be needed to
unequivocally show whether these effects are real.

The results of the present study can contribute to the ongoing research on neural
tracking of speech and the mechanisms and cognitive functions underlying this process. The
present study can help refine the methods used for assessing statistical learning, especially in
research using challenging stimuli, such as visual speech input. Finally, it also contributes to
the pool of research on silent speech processing, which may help understand how
hearing-impaired individuals process speech and speech-related tasks and how this processing
differs from that of individuals with normal hearing, representing a scaffolding for future EEG
and fMRI studies.
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7. RESUME

Pfedmétem této studie bylo zkoumani mechanismil, které zprostiedkovavaji zpracovavani a
percepci neznamé tiché feci, tedy feci, ktera se skladd pouze z artikulacnich pohybt a
neobsahuje zadna zvukova voditka. Tato prace se zaméfila predev§im na procesy segmentace
a statistického uceni, které jsou neodmyslitelné spojeny s uspe€snou percepci nepierusované
feci, a to diky posluchacové schopnosti podvédomé pracovat s pravidelnosti v feCovém
inputu, a tak odhalovat hranice slov. Pfedchozi literatura se vSak zabyvala pouze pfitomnosti
statistického uceni pii zpracovavani auditivni feci, a tak vystala otazka, zda statistické uceni
napomahd percepci feci obecné, bez ohledu na jeji modalitu. Na zékladé této vyzkumné
otazky byly formulovany tfi hlavni hypotézy, a to sice: (H1) tiché artikula¢ni pohyby tiché
fe¢i budou dostatenym voditkem pro statistické uceni, (H2) vysledky statistického uceni
budou dominantnéjsi ve strukturovaném proudu tiché feci, ktery obsahuje skrytou statistickou
strukturu, (H3) vysledky statistick¢ého uceni budou ovlivnény jazykovym pozadim ucastnika,
a to konkrétné primarnim zptisobem komunikace, tzn. mluvenym ¢i znakovym, a matetskym
jazykem. Nastin problematiky, kterou se prace zabyva, vyzkumny cil a hypotézy jsou uvedeny
v tvodni ¢asti prace.

Teoreticka kapitola této prace shrnuje piedchozi poznatky v oblasti statistického
uceni a implicitniho uceni, neurdlniho trackovani fe¢i a zpracovani tiché feci. Prvni ¢ast
teoretické kapitoly shrnuje studie zabyvajici se statistickym ucenim. Vyznamnymi studiemi
pro tuto praci jsou zejména studie autorit Saffran a kol. (1996a, 1996b) a Batterink a Paller
(2017). Studie Saffran a kol. prokazaly, ze dospéli 1 kojenci pouzivaji prosodicka a statisticka
voditka k tomu, aby identifikovali hranice slov v nezndmé nepferuSované fteci. Jiz
osmimé&si¢ni kojenci jsou schopni identifikovat hranice slov v nepferusovaném toku Ctyf
opakujicich se tfislabi¢nych slov, a to pomoci podvédomého vypoctu pravdépodobnosti
souvyskytu slabik, ktera je mensi vné¢ slova (.33) nez uvnitt slova (1) (Saffran a kol., 1996a,
1996b). Autoii Batterink a Paller poukazuji ve své studii na to, ze behavioralni metody, které
se bézné pouzivaji pii zkoumani statistického uceni béhem percepce feci, nemusi byt idealni
metodou testovani, jelikoz se zamé&fuji pouze na jeden komponent statistického uceni, a to na
uspésné ulozeni statistickych slov do paméti a jejich zpétné vybavovani (Batterink a Paller,
2017). K monitorovani prvniho komponentu statistického uceni, tedy postupnému ziskavani
znalosti na zakladé statistickych voditek, autoii navrhuji pouziti neurosnimacich metod.
Pouzivani neurosnimacich metod k monitorovani statistického uc¢eni béhem percepce feci
dokazuje, ze tuto metodu lze efektivné pouzit k zachyceni vysledkd uceni a to pomoci
vypoctu tzn. inter-trial phase coherence ¢i ERPs (event-related potentials). Tyto metody jsou
Casto pouzivané pti zkoumani tzv. neurdlniho trackovani reci (neural speech tracking), piti
kterém je méfena synchronizace neurdlni aktivity s vnéjSim feCovym stimulem. Prvni ¢ast

w7

teoretické cCasti také v neposledni fad¢ dopliiuje zjisténi, ze statistické uceni je obecnym
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principem, ktery se nachdzi i ve vizudlni modalité, jak dokazuji studie, které se zabyvaji
podvédomym ucenim statistickych pravidelnosti v fad¢ tvart a obrazct (Fiser et al., 2001).
Uspé&snost statistického udeni je viak ovlivnéna nékolika faktory, a to napiiklad familiaritou
se stimulem a jeho formou (Frost a kol., 2019).

Druha cast teoretické kapitoly shrnuje piedchozi poznatky o zpracovavani tiché teci,
kterd byla zkoumana zejména v kontextu lokalizace zvySené neurdlni aktivity pii percepci
tiché fteci. Statistické uceni v ramci této percepce nebylo dosud prozkoumano. Jelikoz
konfigurace artikulatorti je jednim z prvka, ktery formuje identitu fonému (¢i v tomto ptipadé
vizému), tichd fe¢ obsahuje nezbytné vizudlni informace, diky kterym muze byt rozkli¢ovan
jeji lingvisticky obsah. Predchozi studie ukazuji, ze ticha te¢ se 1isi od jinych tichych pohybt
artikulatorti tim, jak se neuralné zpracovavana, a to pravé diky tomu, Ze obsahuje lingivistické
informace (Muthukumaraswamy a kol., 2006). Schopnost rozklicovat tyto lingvistické
informace je vSak ovlivnéna schopnosti odezirat a moznéa také obecnou schopnosti Cist
(Mohammed a kol., 2006).

N¢kolik predchozich studii se zabyvalo tim, jakou zménu v neurdlni aktivit¢ evokuje
ticha fe¢. Bylo zjisténo, Ze ticha fe¢ aktivuje sluchovy kortex a evokuje podobnou neuralni
aktivitu jako fe¢ auditivni (Bourguignon a kol., 2020). Zaroven bylo zjisténo, Ze lokalizace
zvySené neurdlni aktivity evokované percepci tiché feci souvisi se schopnosti slyset, jelikoz
absence sluchu méni funkce nékterych casti mozku (MacSweeney a kol., 2002). Ticha te¢
tedy aktivuje jiné €asti mozku u neslySicich dospélych nez u slySicich dospélych. Zaroven
také u neslySicich dospélych dochazi k silnéjsi aktivaci, coz mize byt zplisobeno plasticitou
mozku, ktery se adaptuje na absenci sluchu a méni funkce svych casti, které¢ slouzi ke
zpracovavani auditivnich informaci (Capek a kol., 2008).

V metodologické ¢asti prace jsou pripomenuty vyzkumné cile a hypotézy a zaroven
je podrobné popsdna metoda, ktera byla pouzita k dosazeni téchto cill. Prvni cast
metodologické kapitoly popisuje, jaci ucastnici byli zahrnuti do této studie. Do této studie
bylo zahrnuto 25 dospélych ucastniki, kteti byly rozdé€leni do tii skupin na zékladé jejich
primarniho zptisobu komunikace (auditivni vs vizualni) a jejich matefského jazyka (CeStina vs
angli¢tina). Skupina A se tedy skladala z ¢eskych rodilych mluv¢ich s normalnim sluchem,
skupina B se skladala z neslySicich mluvcich ¢eského znakového jazyka a nedoslychavych
dospélych, ktefi se vyznamné spoléhali na vizualni voditka v feci, a skupina C se skladala z
anglickych rodilych mluvc¢ich s normalnim sluchem. Vsechny skupiny byly vystaveny vSem
castem experimentu.

V dalsi ¢asti metodologické kapitoly jsou popsany stimuly, které byly pouzity v této
studii. Tato prace adaptovala set stimuli pouzitych ve studii autorti Batterink a Paller (2017).
Jedna se o typické stimuly, které jsou nejcastéji pouzivané pii vyzkumu statistického uceni pii
percepci feci a které vychazeji ze stimuli pouzitych ve studii Saffran a kol. (1996a, 1996b).

Tyto stimuly byly dale upraveny tak, aby vSechny vizémy byly vizudlné rozliSitelné a
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spliiovaly tak zdmér této prace. Vyslednymi stimuly byly dva nepierusované proudy tiché
feCi. Prvni proud tiché feci byl strukturovany a obsahoval ¢tyfi opakujici se tfislabi¢na slova,
jejichz hranice mohly byt detekovany jen na zaklad¢ statistickych informaci, konkrétné na
zaklad¢é pravdépodobnosti souvyskytu slabik vné a uvnitt slova. Druhy proud tiché feci byl
nahodnym tokem slabik bez jakékoliv statistické struktury. Proudy fe¢i byly nahrany rodilou
mluv¢i Cestiny. Nasledné byl z nahravek odebran zvuk, ¢imz vznikla videa s tichou feci.

Nasledujici podkapitola ilustruje priibéh experimentu. Ugastnici experimentu byly
vystaveni dvou tokim tiché feci, pficemz byla pomoci EEG méfena jejich neuralni aktivita.
Po sledovani proudu tiché feci byl ucastnikim administrovan hodnotici test, v némz méli
ohodnotit familiaritu jednotlivych slov, ktera se v toku feci objevila ¢i neobjevila. Tento test
byl administrovan se cilem testovat efekty statistického uceni behavioraln€. Nasledné byl
administrovan test odezirani, ktery byl vytvotfen pro Ucely této prace a ktery se skladal ze
dvou casti. V prvni €asti Ucastnici odezirali izolovana slova ve svém matetském jazyce, v
druhé ¢asti pak odezirali véty ve svém L1. Spravné odpovédi vybirali ucastnici z obrazkovych
moznosti.

V dalsi ¢asti metodologické kapitoly je popsano, jak byla ziskana data analyzovana.
Synchronizace nahrané neuralni aktivity a feCového stimulu byla vypocitana na frekvenci
slabik (3,3 Hz) a slov (1,1 Hz) pomoci tzv. inter-trial phase coherence. Neurdlni aktivita
synchronizovana s frekvenci vyskytu skrytych tfislabi¢nych slov by naznacovala, Ze G€astnici
byli schopni detekovat hranice téchto slov pomoci statistického uceni. Ob€ podminky
(strukturovand a ndhodnd) byly rozdéleny na dva bloky, aby bylo mozné analyzovat zménu
synchronizace v pribéhu experimentu. Behaviordlni hodnotici test byl analyzovan na zékladé
spravnosti jednotlivych odpoveédi. Vypocitano bylo tzn. rating score a rating accuracy podle
metody pouzité ve studii Batterink a Paller (2017). Test odezirani byl také obdobné hodnocen
na zakladé spravnosti odpovédi. Nasledné byla provedena statisticka analyza, kterd oveéfovala
signifikanci jednotlivych vysledki. V poslednim tseku metodologické Césti této prace byly
popsany EEG vysledky, vysledky behavioralnich testd a jejich korelace.

V nasledujici kapitole diplomové prace byly podrobné diskutovany ziskané vysledky.
Diskuze je rozdélena do nékolika podkapitol na zékladé diskutovanych hypotéz. Prvni
podkapitola se zabyva EEG vysledky skupiny A, tedy rodilymi mluv¢imi ¢eStiny s normalnim
sluchem. U tucastnikt s normélnim sluchem se synchronizace neuralni aktivity na frekvenci
slov zvySovala béhem experimentu a dosahla nejvysSich jednotek ve druhém bloku
strukturované podminky, coz naznaluje, Ze UCastnici byli schopni odhalit statistické
pravidelnosti v proudu tiché feci a to jen na zaklad¢ artikulacnich voditek. Tyto vysledky jsou
v souladu s nasi prvni hypotézou, ktera tvrdi, ze (H1) tiché artikulacni pohyby tiché feci
budou dostate¢nym voditkem pro statistické uceni, a také s druhou hypotézou, ktera tvrdi, ze
(H2) vysledky statistického uceni budou dominantnéjsi ve strukturovaném proudu tiché feci,

ktery obsahuje skrytou statistickou strukturu.
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Druha podkapitola diskuze se zabyva behavioralnimi vysledky skupiny A. Piestoze
EEG vysledky vykazuji vysledky statistického uceni, hodnotici test statistické uceni
neodhalil, coz mize naznacovat nedostatky behaviordlnich metod testovani pouzitych v
nékterych studiich. Test odezirani odhalil, Ze i Ucastnici, jejichZz matefskd fecova modalita
nebyla vizualni, dokéazali tspésné odezirat slova a véty ve svém matetském jazyce.

Ttreti podkapitola se zamétuje na srovnani vysledkdl jednotlivych skupin. Tato
podkapitola se nejprve vénuje vlivu sluchu na zpracovavani tiché feci a poté vlivu matefského
jazyka. Zpracovani tiché feci bylo skute¢né rozdilné u slysicich a neslySicich t¢astnikti a také
u rodilych mluv¢ich ceStiny a anglictiny. Lokalizace zvySené neuralni aktivity ukazuje, Ze
ucastnici ve skupiné A zpracovavali druhy blok strukturované podminky primarné v pravé
hemisféte, zatimco ucastnici ve skupiné¢ B jej zpracovavali primarné v levé hemisféte.
Zaroven u ucastnikii ve skupiné B nevidime signifikantni rozdil mezi zpracovavanim
jednotlivych proudii feci, vidime vSak zvétSovani synchronizace neurdlni aktivity v pribéhu
experimentu. U ucastnikd ve skupiné C vidime silné€jsi synchronizaci v ndhodném toku feci,
coz muze byt zplisobeno matefskym jazykem téchto ucastnikii, jehoz struktura je mozna Iépe
reflektovana v ndhodném toku feci nez ve tfislabi¢ném strukturovaném toku feci. Zajimavé je,
ze zvySend neurdlni aktivita u skupiny C byla lokalizovana v levé hemisfére, podobné jako
tomu bylo u neslySicich a nedoslychavych ucastnikt. Tyto vysledky ukazuji, Ze statistické
uceni mize byt ovlivnéno familiaritou s formou inputu, fonotaktikou rodného jazyka a
plasticitou mozku, coz je v souladu s na$i tfeti pracovni hypotézou, kterd tvrdi, ze (H3)
vysledky statistick¢ého uceni budou ovlivnény jazykovym pozadim ucastnika, a to konkrétné
primarnim zpisobem komunikace, tzn. mluvenym ¢i znakovym, a matefskym jazykem.

Zavérecna kapitola shrnuje celou praci, véetné vyzkumného zameéru, dosazenych
vysledkl a zavéra, které 1ze z téchto vysledki vyvodit. Kromé toho se kapitola zamétuje na
védecky piinos této prace. Tato studie svymi poznatky pfispiva k vyzkumu neurdlniho
trackovani feci, mechanismi a kognitivnich funkeci, které tomuto procesu napomahaji.
Prispiva také k porozuméni, jaké metody testovani jsou vhodné ¢i nevhodné pro vyzkum
statistického uceni pfi percepci feci, zejména pokud jde o slozité jazykové stimuly, jako je
ticha te¢. Prace rovnéz prispiva k pochopeni zpracovavani tiché fe¢i a poskytuje cenné
informace o tom, jak jedinci s narusenym sluchem zpracovavaji fe¢ ve srovnani s jedinci s
normalnim sluchem. Tyto poznatky mohou slouzit jako zaklad pro dalsi studie zkoumajici
percepci fe¢i u neslySicich osob pomoci EEG a fMRI, a tim ptispét k dalSimu rozvoji této

oblasti vyzkumu.
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8. APPENDIX

8.1 Excerpts of the Transcripts for Both Conditions
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8.2 Forced-Choice Task
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Presented order: tibufe, pitugo, tuda, pabeku, bufe, lafobe, gotifo, pabe, golatu, fego, dafopi,

bepafe

Pseudo-words: pabeku, tibufe, golatu, dafopi
Part-words: pabe, bufe
Non-words: pitugo, adobe, gotifo, bepafe, tuda, fego

8.3 Lip-Reading Test

Czech version:

Word-targets: ryba, slunce, prase, komin, osel, hrnec, hruska, kola¢, balon, okno

Sentence-targets:
cs_sl: Zena ma modré kalhoty.

cs_s2: Mlada Zena pere Cervené triko.

cs_s3: Zena ma v ruce &inku.
cs_s4: Na stole je ryba.
cs_s5: U domu je Seda ovce.

cs_s6: Divka venci psa v lese.

cs_s7: Muz a dvé Zeny sedi u vlaku.
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English version:

Word-targets: fish, airplane, dolphin, chimney, donkey, saucepan, cherry, pancake, balloon,
window

Sentence-targets:
en_sl: The woman is wearing blue trousers.
en_s2: The young woman is washing a red T-shirt.
en_s3: The woman is holding a dumbbell.
en_s4: There is a fish on the table.
en_s5: A grey sheep is standing next to the house.
en_s6: The girl is walking her dog in the forest.
en_s7: A man and two women are sitting near the train.
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