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Introduction
‘Alexa! Turn on the front porch lights at 6 p.m.’
Virtual assistants like Amazon’s Alexa, Apple’s Siri and the Google Assistant

have become a household name in the last decade. We rely on these assistants
everyday to perform a wide range of tasks from setting reminders to ordering
groceries and controlling our home appliances. Virtual assistants make our lives
easier by providing immediate access to information and services with simple voice
or text commands. These advancements are thanks to the leaps and bounds in
research in Natural Language Processing (NLP).

We have come a long way since the first chatbot ELIZA was introduced
(Weizenbaum, 1966). ELIZA was a chatbot developed to pose as a psychotherapist
– one of the first chatbots that made natural language communication with a
machine possible. ELIZA was programmed to identify keywords and respond to the
user based on templates. Since then, conversational bots have been a very active
and dynamic area of research leading to more popular chatbots and assistants like
Alexa, Siri and Google Assistant in the 2010s. Behind the scenes, most chatbots
rely on classical dialogue systems that perform speech recognition, natural language
understanding, dialogue management, natural language generation and text-to-
speech generation (Sarikaya et al., 2016).

Fast-forward to 2022, we were introduced to ChatGPT (Ouyang et al., 2022),
attributing its human-like conversational capabilities to the rise of Large Language
Models (LLM). The hype around LLM-based chatbots has led to high public
expectations. Many users have been led to believe that these systems can fully
replicate human conversation and understand complex contexts seamlessly. While
LLMs have made significant strides, there still remains a gap between their
capabilities and imitating actual human conversation. This is because human
conversation is a very complex phenomenon which is still being studied by scientists
around the world.

Human conversations rely on shared context and background knowledge.
Interpreting a message accurately requires understanding the context in which
it was said and determining its relevance. Although LLMs can use previous
conversation history, they lack the understanding that is inherent in humans to
know what to say and when. Another aspect of human dialogue is that words and
phrases can have multiple meanings. Humans frequently use implicit meanings,
metaphors, idiomatic expressions and anaphora which is very challenging for a
machine to detect. Conversations are also rich with social cues conveyed through
tone, pitch, body language and facial expressions. Accurately interpreting these
cues is essential for meaningful interactions and using just text to communicate
cannot convey the full meaning to the other party.

Although human conversation is very difficult, we have seen LLMs being able
to chat with humans as if they were a real person. They have even shown immense
potential in performing tasks they were not specifically trained for. Research has
also shown that they are capable of reasoning (Yao; J. Zhao, et al., 2022), leading
us to believe that LLMs can in fact do much more than just chat, if given the
right tools.

In this work, we aim to study the reasoning and acting capabilities of LLMs
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to perform Task-oriented Dialogue (ToD). ToD systems are conversational agents
that help the user achieve a specific goal like booking a flight or finding information
about a restaurant. We want to study how well the LLM is able to understand
the user requirements and use the right tools to retrieve the domain-specific
information in order to successfully complete the task set by the user. We want
to evaluate our system in simulation to measure how well it would perform in
a real-world scenario since dialogue is dynamic and each turn depends on the
previous turns generated (Rieser; Lemon, 2011).

This thesis is divided into 5 chapters. Chapter 1 gives an overview of task-
oriented dialogue systems, their architecture, benchmarks and evaluation metrics
followed by Chapter 2 which explores LLMs in detail. Chapter 3 describes our
experiments and the setup developed to study the capabilites of LLMs as a task-
oriented conversational agent and Chapter 4 analyses the results we obtained.
Chapter 5 gives insight into the results and anticipates potential improvements
and future work.
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1 Task-Oriented Dialogue
Systems

Dialogue system or conversational Artificial Intelligence (AI) is a rapidly
evolving topic in NLP with systems that can chit-chat with the users on any topic
to those that can communicate about very specific and niche topics. Task-oriented
dialogue systems are a class of dialogue systems wherein the main focus is to
help the user achieve a fixed goal. These systems are useful in different fields
like tourism, sales, customer service, hospitality to name a few (Niculescu et al.,
2014; Pellom et al., 2001; Athikkal; Jenq, 2022; Chai et al., 2001). The user
interacts with the system which helps him access information, book services,
manage reservations and so on.

In this chapter, we will go into the details of a classical ToD system pipeline.
Section 1.1 describes their architecture and main components. Section 1.1.5 takes
a brief look at end-to-end architectures for ToD. Section 1.2 explores the existing
benchmarks for task-oriented dialogue. Section 1.3 talks about various evaluation
metrics that are used to gauge the performance of ToD systems.

1.1 Architecture
The classical dialogue system pipeline draws inspiration from human conversa-

tion and tries to adapt it into various modules or components. In the context of
a human-human conversation, the first step is for one of the speakers to utter a
sentence in natural language. This utterance is perceived by the second party in
the conversation who then tries to put the dialogue into context and understand
what the speaker is trying to convey. The listener then forms the response taking
into account common knowledge and previous conversation history. The response
is then conveyed back to the first speaker in natural language and the conversation
continues with the first speaker perceiving this new information and responding
with a new utterance (Jurafsky; Martin, 2000; McTear, 2020).

Dialogue systems are similar and have various modules for each task. While
the exact process behind a human conversation is not known, dialogue systems
try to imitate them by defining the following tasks. The first task is to convert
the speech signals of the user utterance into natural language text by using an
automatic speech recognition module. The text is then passed through a natural
language understanding module that converts the natural language utterance
into a semantic representation that the system can process easily. The next step
involves the dialogue management module which decides the next course of action
in the conversation such as whether to access a heterogeneous source of knowledge
like a database, knowledge graph or documents and deciding the content of the
response. Once the content of the dialogue is determined by the dialogue manager,
a natural language generation module converts the semantic response into a
natural language response. Finally, a text-to-speech module converts the text into
speech (Jurafsky; Martin, 2000; McTear, 2020).

Since we are not utilizing the speech modules, namely, automatic speech
recognition and text-to-speech, we will start describing the natural language
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Figure 1.1 A classical Task-oriented Dialogue pipeline

understanding, dialogue manager and natural language generation modules in
detail in the subsequent sections. Figure 1.1 shows a high level overview of a
classical task-oriented dialogue system.

1.1.1 Natural Language Understanding
The Natural Language Understanding (NLU) module is used for extracting

meaning from the user utterance. It is responsible for identifying the domain,
dialogue acts, the slots and their corresponding values and converting them into a
semantic representation.

The domain refers to the broader topic of the conversation. For example,
if the user is asking for a restaurant in the city centre, then the NLU module
identifies the domain as restaurant from the list of possible domains that the
system is designed to talk about. The dialogue act or intent refers to the action
performed by speakers when uttering sentences such as informing, requesting,
clarifying, promising and so on. In our previous example, the dialogue acts are
‘request’and ‘inform’since the user is requesting the system for a restaurant and
informing that it should be in the city centre. Slots and values are the concepts
of the domain that the system needs to take into consideration in order to form
the right response. In the example of restaurants, slots can be the name of the
restaurant, its address, the cuisine available, the price range and so on.

NLU can be performed using a wide range of methods. These include hand-
crafted methods and machine learning approaches. Handcrafted (HDC) or rule-
based methods include using regular expressions and grammars for domain de-
tection, slot identification and filling. Machine learning methods include using
classifiers for detecting slots and values. Methods employing neural networks for
classification (Raffel; Ellis, 2015), Recurrent Neural Networks (RNN) (Liu; Lane,
2016; Hakkani-Tür et al., 2016; L. Zhao; Feng, 2018; Rojas-Barahona et al., 2016)
and pre-trained language models for slot tagging and filling (Q. Chen et al., 2019;
C.-S. Wu et al., 2020) are very popular for NLU. Generative models like T5 (Shah
et al., 2023) and BART (Ahmad et al., 2021) have also been used for NLU. More
recently, prompting LLMs for slot tagging (Hudeček; Dusek, 2023) is also gaining
popularity.
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1.1.2 Dialogue State Tracking
Dialogue State Tracking (DST) keeps track of the internal state of the dialogue

in terms of the domains, intents, slots and values that were communicated by the
user to the system and that the system responded with. It has the summary of
the dialogue so far in the conversation. There are handcrafted methods as well as
probabilistic methods for implementing DST.

The most common solution for implementing DST is using a probabilistic
belief state. The belief state is the estimated probablity distribution over all
possible states based on the observations and actions of the system. There are
various implementations of a belief state tracker which use simple neural networks
(Henderson et al., 2013), RNNs with different ranking algorithms (Mrkšić et
al., 2015; Zilka; Jurcicek, 2015; Rastogi; Hakkani-Tur, et al., 2018), pretrained
language models (Chao; Lane, 2019; Gao et al., 2019; Heck et al., 2020), generative
models (Jacqmin; Rojas Barahona, et al., 2022) and more recently, by prompting
LLMs (Hu et al., 2022) with more recent approaches integrating both NLU and
DST.

1.1.3 Dialogue Management
The Dialogue Management (DM) module is responsible for making the system

choose the optimal action based on the belief state generated by the DST module.
The dialogue manager is usually responsible solely for the dialogue policy: selecting
the optimal action. In other cases, the dialogue manager may consist both the
dialogue state tracker and the dialogue policy. The dialogue policy decides the
next action based on the history and the belief state of the conversation. The
dialogue manager also might have access to backend services like a database server
to retrieve information requested by the user, which is used within the policy to
decide the appropriate action.

Dialogue Policy makes the decision on the next action the system should take,
taking into consideration the current dialogue state. It has access to backend
services and takes informed decisions based on the response from the external
services. It controls the flow of the dialogue and tries to move the conversation
towards the goal.

The simplest methods for action selection include finite state machines and
rule-based methods. The most popular method is reinforcement learning, in which
an agent is rewarded based on the action it selects, thereby learning the optimal
actions to arrive at the goal. More advanced methods use neural networks for deep
reinforcement learning in Deep Q-networks (Lipton et al., 2017) and policy gradient
algorithms like REINFORCE (Wang et al., 2020), Actor-Critic (Su et al., 2017),
Actor-Critic with Experience Replay (ACER) (Weisz et al., 2018; Cordier; Urvoy;
Rojas-Barahona, et al., 2020) and Proximal Policy Optimization (PPO) (Tuan
et al., 2018). More recently, structured policy learning with imitation learning
was proposed by Cordier; Urvoy; Lefèvre, et al., 2022 to tackle multi-domain,
multi-task ToD.
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1.1.4 Natural Language Generation
Natural Language Generation (NLG) or response generation is the final step

in the dialogue pipeline. It takes the semantic dialogue act as input and generates
the final response to be given to the user in natural language. Very early solutions,
which use templates to guide the NLG process (Weizenbaum, 1966) in dialogue
systems is still very common (Kale; Rastogi, 2020). Grammar-based (Mille et al.,
2019) and statistical approaches are also popular with the former using semantic
structures such as trees and applying grammar rules to generate the response
while the latter uses neural networks to generate the response based on the given
dialogue act. Neural-network-based seq2seq (Wen; Gašić, et al., 2015) models
that use encoder-decoder architectures like BART (Lewis et al., 2019), T5 (Raffel;
Shazeer, et al., 2020) and those that use only decoders like GPT-2 (Radford; J.
Wu, et al., 2019), GPT-3 (Brown et al., 2020) are widely used due to their ability
to generate natural and fluent text. Lately, LLMs have become very popular in
text generation tasks and this applies to the NLG step in ToD systems as well
(Madotto et al., 2020). Approaches that combine NLG and NLU have also been
explored (Tseng et al., 2020).

1.1.5 End-to-End Architectures for ToD
The classical pipeline of a task-oriented dialogue system follows a modular

approach with various components serving a particular task as shown in Figure 1.1.
While this approach improves the flexibility of the system since each component
stands alone and can be replaced without affecting the other parts, they can
easily accumulate errors down the pipeline leading to mediocre performance. In
end-to-end ToD systems, there is little or no separation of components and they
are trained as one single unit.

There are various approaches using supervised learning and reinforcement
learning for building an end-to-end ToD system. Wen; Vandyke, et al., 2017 uses
architectures that employ supervised learning for training an end-to-end system.
There are also hybrid code networks (Williams et al., 2017) that use both supervised
and reinforcement learning. Lei et al., 2018 describes a simple architecture that
uses a two-stage decoding step. Pre-trained language models like GPT-2 are also
very commonly used in many end-to-end architectures like SOLOIST (Peng et al.,
2021), SimpleTOD (Hosseini-Asl et al., 2022) and NeuralPipeline (Ham et al.,
2020).

1.2 ToD Benchmarks
Task-oriented dialogue (ToD) is a very active area of research and has evolved

quite a lot over the years. Various benchmarks have been developed to assess the
performance of ToD like PyDial (Ultes et al., 2017), ConvLab (Lee et al., 2019)
and DialogStudio (J. Zhang et al., 2023). In this section, we will describe the
most popular one, proposed for the DSTC9 Challenge (Gunasekara et al., 2020)
called ConvLab, which is being used in this work.
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1.2.1 ConvLab
ConvLab1 (Lee et al., 2019) and its subsequent versions, ConvLab 2 and 3 (Q.

Zhu; Z. Zhang, et al., 2020; Q. Zhu; Geishauser, et al., 2022) is a comprehensive
toolkit designed for building, training, and evaluating conversational AI systems.
It provides a standardized platform for researchers and developers to create and
benchmark various dialogue system components.

ConvLab is an open-source framework and supports the entire pipeline and
benchmarks of dialogue systems, including NLU, DST, dialogue policy learning,
NLG and system evaluation. It has a modular architecture, allowing researchers
to plug and play different components. The toolkit also includes popular dialogue
datasets, pre-trained models and baseline systems, which can be used for various
parts of the dialogue system pipeline.

ConvLab provides tools for benchmarking dialogue systems against standard-
ized datasets and metrics. This allows for consistent evaluation and comparison
of different systems and approaches. It also provides various user simulators to
evaluate the developed systems under simulation and has been adapted to multiple
dialogue datasets.

1.3 Metrics
Just like with any task, it is extremely important to evaluate the performance

of the systems developed for task-oriented dialogue. Evaluation of task-oriented
conversational systems can happen for various aspects - the quality of the generated
responses, the information conveyed, the success of the task and so on. In this
section, we describe the most common metrics that are used to evaluate the
performance of a ToD system.

1.3.1 Automatic Evaluation Measures
Automatic evaluation measures quantify the performance of the system based

on different aspects or the performance of different components. These metrics
evaluate the system as a whole or each component of the system as a separate
entity. Here we describe the task success rate and inform and book rates as the
metrics to evaluate the full ToD pipeline in order to assess whether it achieves
the user goals. NLU is usually measured by the F1 score and NLG modules can
be evaluated by measuring BLEU (Papineni et al., 2002), GoogleBLEU (Y. Wu
et al., 2016), METEOR (Banerjee; Lavie, 2005) and BertScore (T. Zhang et al.,
2020) of the generated responses against the reference responses in the dataset.
DST is measured using the Joint Goal Accuracy and the Slot Error Rate.

Task Success Rate

The task success rate is used to evaluate the system as a whole – it tries to
answer whether the task-oriented system was able to achieve the user’s goal. In a
typical scenario, the task is considered successful if the system was able to inform

1https://convlab.github.io/
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the user of the requested slots and was able to book the requested entities as
specified in the goal.

Inform Rate and Book Rate

The inform rate and book rate are also used to measure the ToD system as a
whole. The inform rate reports the precision, recall and F1 scores for the slots
that were requested by the user in the goal. For example, if the user requested
the name and address of a restaurant in the east part of town, then the system
should inform the user of the same. The book rate reports the ratio of entities
booked successfully by the system and the total number of bookings requested by
the user (Lee et al., 2019).

BLEU and GoogleBLEU

The BiLingual Evaluation Understudy (BLEU) (Papineni et al., 2002) score is
a very popular metric used for evaluating text generation against reference text. It
measures the n-gram overlap between the generated text and the reference text. It
is a precision-oriented metric and reports the score between 0 and 100, the higher
the score the better the generated output. GoogleBLEU (Y. Wu et al., 2016) is
a variation of the BLEU score and is mostly used for evaluating sentence pairs
rather than the whole corpus like in BLEU. For NLG in a ToD system, BLEU
scores helps measure the quality of the generated responses against the reference
response, although this may not be the ideal metric since there are multiple ways
to convey the same piece of information.

METEOR

Metric for Evaluation of Translation with Explicit ORdering (METEOR)
(Banerjee; Lavie, 2005) is also a reference-based evaluation metric commonly used
for evaluation of machine translation responses. In contrast to BLEU, which
uses precision as the main factor in evaluating the responses, METEOR uses
a harmonic mean of precision and recall with the recall weighted higher than
precision. METEOR also aligns the words in the generated text with the words
in the reference translation. This alignment is based on exact matches, stemming
matches and semantic matches. This helps METEOR provide a more flexible and
nuanced comparison than metrics like BLEU which rely solely on exact n-gram
matches.

BertScore

BERTScore (T. Zhang et al., 2020) evaluates the quality of generated text
by comparing it to a reference text using pre-trained BERT (Devlin et al., 2019)
models. Unlike metrics like BLEU and METEOR, which rely on n-gram matching,
BERTScore leverages BERT’s contextual embeddings to assess semantic similarity.
It calculates the cosine similarity between token embeddings of the generated text
and the reference text to capture meaning and context.

10



Joint Goal Accuracy

The Joint Goal Accuracy (JGA) is used to measure the performance of a
DST system. It is calculated as the number of correct state predictions that were
reported in the entire dialogue. We look at exact matches in the turn-level state
annotations in order to calculate the joint goal accuracy (Jacqmin; Druart, et al.,
2023).

JGA = Number of correct state predictions
Total number of turns

Slot Error Rate

The Slot Error Rate (SER) is also a measure for evaluating the DST module. It
is defined as the ratio between the number of slot-value pairs that were substituted,
inserted or deleted, and the number of slot-value pairs in the reference state.

SER = Insertions + Deletions + Substitutions
Total number of slots in reference

This measure can also be adapted for NLG by delexicalising the slot values
and counting the placeholders in the output.

1.3.2 Simulated Evaluation
Evaluation through simulation is widely used to measure the performance

of ToD systems. Initially, this approach was implemented for Reinforcement
Learning (RL) policy learning algorithms, which required simulated environments
to optimize the policy. Given the dynamic nature of dialogue, it is difficult to
replicate the same dialogues using a static corpus. Simulation, therefore, provides
a controlled yet flexible environment to analyze and refine the performance of
ToD systems (Rieser; Lemon, 2011).

1.3.3 Human Evaluation
While automatic evaluation is an important method to gauge the performance

of a ToD system, in order to get the complete picture, we need feedback from
the users of the system. This is where human evaluation comes into the picture.
These measures will give the system designers an overview of how their systems
perform in the real world. User satisfaction is extremely important and there are
various methods to measure it.

Human evaluation is usually done by letting users chat with the system based
on a given goal and then answering a questionnaire at the end of the dialogue.
The questionnaire can ask questions regarding the task success, the helpfulness of
the system, the fluency and coherence of the responses, the system’s ability to
recover from mistakes and so on.

The PARADISE framework (Walker et al., 1997) was one of the first evaluation
frameworks for ToD. It is domain-independent and uses user ratings at the dialogue
level. PARADISE integrates multiple performance measures into a single metric to
assess their impact on user satisfaction, primarily using task success and dialogue
cost metrics. More recent approaches (Takanobu et al., 2020; Santhanam; Shaikh,
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2019) explore the best ways to perform human evaluation studying component-wise,
single turn evaluation, various scales like Likert scale and so on.

Chapter Overview
In this chapter we discussed task-oriented dialogue systems in detail. We

looked at the classical pipeline and components comprising a ToD system and
touched upon various approaches that exist for each component. We also looked
at the existing benchmarks for ToD, namely ConvLab and also explored simulated
evaluation and various metrics available for evaluation – both automatic and
human evaluation measures.

12



2 Large Language Models for
ToD

In recent years, the emergence of LLMs, characterized by their vast size and
deep learning architectures based on transformers (Vaswani et al., 2017), have
demonstrated proficiency in a wide array of linguistic tasks. We are interested in
the capabilities of LLMs as conversational agents, specifically for task-oriented
dialogue.

This chapter examines the fundamental architecture of LLMs in Section 2.1.
We then explore the history of Generative Pretrained Transformer (GPT) models
in Section 2.2 and take a brief look at conversational agents and how LLMs
tie in with agents in Section 2.3. Section 2.4.1 gives an overview of popular
prompting strategies with a special focus on ReAct in Section 2.4.3, around which
our experiments are designed.

2.1 Behind the Scenes of Large Language Models
Traditional NLP methods, which often relied on handcrafted rules and sta-

tistical models, struggled to grasp context and produce human-like text. The
emergence of neural networks, particularly RNNs like Long Short Term Mem-
ory (LSTM) (Hochreiter; Schmidhuber, 1997) and Gated Recurrent Unit (GRU)
(Cho et al., 2014) and Convolutional Neural Networks (CNN) (O’Shea; Nash,
2015), was a turning point towards better and robust models for language tasks.

Sequence-to-sequence models were used for language generation tasks and
these used RNNs in an encoder-decoder architecture. But a major limitation for
these models was the loss of information when dealing with long sequences. To
overcome this, the attention mechanism was introduced. The idea behind the
attention mechanism is that the neural network gives importance to parts of the
input sequence that contain information relevant to the current generation step.

2.1.1 The Transformer Architecture
The transformer architecture, introduced by Vaswani et al., 2017 has been a

gamechanger in NLP. The transformer (Vaswani et al., 2017) favours a parallelized
approach that leverages self-attention mechanisms that allows it to process entire
sequences of words simultaneously. This has led to significant improvements in
training efficiency and the ability to capture long-range dependencies in text at
training time. See the full transformer architecture in Figure 2.1.

Positional Encoding

Since the transformer processes input sequences in parallel rather than sequen-
tially, it lacks a sense of word order. To address this, the architecture incorporates
positional encodings, which are added to the input embeddings to provide infor-
mation about the position of each word in the sequence. These encodings are
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Figure 2.1 The transformer architecture from Vaswani et al., 2017.

designed to encode relative positions using sine and cosine functions of different
frequencies.

Encoder-Decoder Architecture

The transformer architecture is composed of an encoder and a decoder, each
consisting of a stack of multiple identical layers. The encoder converts the input
sequence into a series of continuous representations, while the decoder generates
the output sequence based on these representations and previously generated
tokens. Each layer in the encoder consists of two main components: a multi-head
self-attention mechanism and a position-wise feed-forward neural network, both
followed by layer normalization, with residual connections. The decoder layers
have a similar structure with the inclusion of an additional multi-head attention
mechanism that attends to the encoder’s output. This enables the model to focus
on relevant parts of the input sequence while generating the output. The decoder
follows an autoregressive generation, which means that it predicts the next word
based on the input and the tokens that were generated until the current position.
The softmax layer on top converts the predictions to probabilities, in order to
pick the best token for the next word. The final output is generated using various
decoding strategies - greedy search, beam search, top-k sampling to name a few.

Self-Attention Mechanism – Scaled Dot-Product Attention

At the core of the transformer (Vaswani et al., 2017) is the self-attention
mechanism, which enables the model to weigh the importance of different words
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Figure 2.2 Scaled dot product attention from Vaswani et al., 2017

in a sentence relative to each other. For each word in the input sequence, self-
attention computes a set of attention scores that determine how much focus the
model should place on each word in the sequence. These scores are calculated
using a combination of query and key vectors with value vectors, which are derived
from the input embeddings using a linear transformation. The dot product of all
the queries with all keys is computed and scaled down to avoid very small values
when computing the gradient. Then, a softmax function is applied to obtain the
weighted sum of values that captures the contextual relationships between words.
Dot-product attention is very efficient in terms of computation time and space. It
is shown in Figure 2.2.

Multi-Head Attention Mechanism

The transformer (Vaswani et al., 2017) employs a multi-head attention mecha-
nism in order to enhance the model’s capacity to capture diverse patterns and
dependencies in the data. This involves running several self-attention operations in
parallel, each with its own set of key, query, and value projections. The outputs of
these attention heads are then concatenated and linearly transformed to produce
the final attention output. By using multiple attention heads, the transformer can
simultaneously focus on different parts of the input sequence, capturing a wider
range of contextual information and improving the model’s overall performance.
This mechanism is illustrated in Figure 2.3

The transformer (Vaswani et al., 2017) architecture forms the backbone of
many state-of-the-art language models, such as BERT (Devlin et al., 2019), GPT
(Radford; Narasimhan, et al., 2018) and T5 (Raffel; Shazeer, et al., 2020). These
models have achieved remarkable performance across a wide range of NLP tasks,
including machine translation, text summarization, question answering and so on.
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Figure 2.3 Multi-head attention from Vaswani et al., 2017

2.2 A Brief History of GPT
Generative Pre-Trained Transformer or GPT models, by OpenAI are language

models with a decoder-only architecture. As the name suggests, these models
are generative, which means that they are designed to produce the next most
probable word, given a sequence of words. They use the transformer (Vaswani
et al., 2017) architecture in the decoder and have been pre-trained on a large
amount of textual data using self-supervised learning. This helps these models
to capture the features of the language. We will take a brief look at how these
models evolved over the years.

2.2.1 GPT-1
GPT-1 (Radford; Narasimhan, et al., 2018), released in 2018, was one of

the first pre-trained language models which introduced the idea of general self-
supervised pre-training followed by task-specific finetuning. It was pre-trained
on the BooksCorpus dataset (Y. Zhu et al., 2015) on a 12-layer decoder-only
transformer with masked self-attention heads and has 117 million parameters.
The model was then fine-tuned on downstream tasks in a supervised manner and
task-specific input transformations. GPT-1 surpassed state-of-the-art results for 9
out of 12 tasks by simply fine-tuning on specific datasets, showing that the model
can generalise well.

2.2.2 GPT-2
GPT-2 (Radford; J. Wu, et al., 2019), released in 2019, was trained on a much

larger and diverse corpus and comprises of 1.5 billion parameters. It follows the
architecture of GPT-1 with very few modifications including using 48 layers in the
decoder and supporting a larger input size and vocabulary. The training objective
of GPT-2 was modified to be conditioned on the task as well, which means that it

16



should produce a different output for the same input depending on the task. This
also enabled the model to perform zero shot learning and it was able to surpass 7
out of 8 tasks in a zero shot setting without any finetuning on in-domain data.

2.2.3 GPT-3
In 2020, GPT-3 (Brown et al., 2020) was released with 175 billion parameters

and trained on a very extensive dataset of textual data. GPT-3 also uses the same
decoder-only architecture but uses 96 layers and the size of word embeddings
and context window was increased to twice that of GPT-2. With this improved
architecture and a large amount of data, GPT-3 was able to recognise patterns in
data leading to in-context learning, which helped the model perform downstream
tasks in a zero-shot or few-shot setting without the need for fine-tuning (See
Section 2.4.1).

2.2.4 InstructGPT and GPT-3.5
InstructGPT (Ouyang et al., 2022) was developed with the aim of aligning the

model to better follow instructions from humans and to produce safe and grounded
text. This model uses the same architecture as GPT-3 but has added humans in
the training loop through Reinforcement Learning from Human Feedback (RLHF).
The model was trained in 3 steps. The first step was supervised finetuning of
the GPT-3 model with prompt-answer pairs. Then a reward model was trained
based on human rankings on candidate answers that were generated by the
finetuned model. The finetuned model was further finetuned by applying a
reinforcement learning policy with the reward model. GPT-3.5 is a modified
version of InstructGPT, where the model was optimised for chat.

2.2.5 GPT-4
GPT-4 (OpenAI et al., 2024), the largest model in the GPT series, was

introduced in 2023. It is a multimodal language model, which means that it can
process input that contain text as well as images and generate text output. While
exact details of its architecture has not been released, it is known that the GPT-4
model also uses a transformer-based architecture pre-trained on vast amounts of
data and further finetuned using RLHF. It has been shown to have reasoning
capabilities that are superior to GPT-3.5.

2.3 Conversational Agents
An agent is a system that can perceive its environment, make decisions and

take actions to achieve a specific goal autonomously. Figure 2.4 gives an overview
of how agents interact with their environment to perform tasks. An agent interacts
with its environments through sensors to understand and perceive its surroundings
which can be text, audio, images and videos. Based on the input it received
from the surroundings, it makes decisions on what action to perform by reasoning
and planning, also taking into account previous knowledge. Then it chooses the
appropriate action and performs it, which in turn can have an impact on the
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Figure 2.4 A high-level overview of an agent interacting with its environment to
perform tasks.

environment. The agent is made aware of the changes and now it perceives the
new changes in its environment and continues the above process to finally reach
its goal.

With the introduction of LLMs, we see a heightened interest in conversational
agents. Wahde; Virgolin, 2022 define conversational agents as computer programs
designed for natural conversation with human users, either involving informal
chatting or with the aim of providing the user with relevant information related to
a specific task. The first kind, also called chatbots, are useful for simply chatting
with the users on a wide range of topics while the second kind or task-specific
agents, can help the user perform a specific task. We are more interested in the
task-specific agents since they are programmed to provide clear cut answers to
perform complex tasks involving some form of data processing and reasoning based
on external factors like database queries, APIs and so on. Task-oriented dialogue
systems can be considered a type of conversational agent. We are more interested
in studying whether LLMs, with their impressive text generation capabilities can
also reason and perform well-defined actions to help users with complex tasks
such as booking a flight or finding the nearest hospital.

2.4 Reasoning with LLMs
This section describes prompting and the various strategies for prompting

briefly. We also look at advanced prompting strategies like chain-of-thought and
ReAct, which are used to help the model attempt to reason.

2.4.1 Prompting Strategies
A prompt is an input that provides context, instructions, or examples to a

language model to generate a specific type of response. It can be as simple as a
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question or a more complex instruction involving multiple steps or examples. De-
pending on the number of examples provided in the prompt, prompting strategies
can be classified as follows:

Zero-shot prompting Only the task description is provided and does not
include any examples. For example,

Translate this sentence to French: Hello, how are you?
One-shot prompting The task description is provided along with a single

example. For example,
Translate the following sentence to French. Example: Good morning Transla-

tion: Bonjour. Now, translate: Hello, how are you?”
Few-shot prompting More than one example is provided with the task

description. For example,
Translate the following sentences to French. Example: Input: Good morning

Translation: Bonjour. Input: Thank you Translation: Merci. Now, translate:
Hello, how are you?

The subsequent sections explain two popular reasoning strategies that force the
LLMs to produce the reply gradually with intermediate steps, thereby reducing
the complexity of trying to tackle the bigger individual task. These are Chain-of-
Thought and ReAct and both these methods have achieved better results when
compared to simple few shot prompting.

2.4.2 Chain-of-Thought Prompting
Chain-of-Thought (CoT)(Wei et al., 2022) is a prompting technique used

to improve the performance of language models, especially in tasks that require
complex reasoning and multi-step problem-solving. It involves guiding the language
model to generate intermediate reasoning steps before arriving at the final answer.
The example given below, from Wei et al., 2022, illustrates the difference between
standard prompting and CoT prompting:

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each can
has 3 tennis balls. How many tennis balls does he have now?

Standard Prompting A: The answer is 11
CoT Prompting A: Roger started with 5 balls. 2 cans of 3 tennis balls each is

6 tennis balls. 5 + 6 = 11. The answer is 11.
Instead of directly asking the model for the final answer to a question, CoT

prompting encourages the model to approach the problem in a step-by-step manner
which would lead to the final solution. This process mimics how humans often
solve problems by breaking them down into smaller, manageable parts. Results
show that chain-of-thought prompting improves performance by a large margin
for arithmetic reasoning and common sense reasoning.

2.4.3 ReAct Prompting
ReAct (Reasoning and Acting) (Yao; J. Zhao, et al., 2022) prompting enables

language models to interleave reasoning steps with actions. As shown in Figure
2.5, the language model generates reasoning traces to decide on the actions it
must perform. It then performs the action via tools which interact with the
environment to generate an output. This output changes the enviroment and
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Figure 2.5 ReAct Trajectory from Yao; J. Zhao, et al., 2022.

Figure 2.6 Example from Yao; J. Zhao, et al., 2022 showing how React works in
comparison with Standard, CoT and Act prompting strategies. Standard refers to
prompting in which a plain input query is given to the model. Act refers to a strategy
in which the model is prompted to perform actions directly without other intermediate
steps.

the language model observes this change to generate more reasoning traces to
decide on its next action. This allows models to interact with external systems or
APIs, retrieve information, and make decisions based on that information in a
structured manner.

The ReAct prompt involves a clear sequence of Thought, Action and Obser-
vation repeated until the final answer is obtained. The Thought step forces the
model to think about the given input in order to determine the necessary actions
to be taken. Based on the list of tools provided, the model should then generate
the appropriate Action to be performed along with the input to the tool. These
actions are executed to achieve the desired outcome. Based on the result of the
actions, the model makes Observations and reasons again to adapt to the new
results. This process is repeated until it reaches the final output. Figure 2.6
compares the popular prompting methods and shows how ReAct is able to achieve
better results than the rest through reasoning and acting.

ReAct has proven to be very effective in knowledge intensive question answering
and complex decision-making tasks by minimising hallucinations when compared
to CoT (Wei et al., 2022) by generating grounded and trustworthy responses. The
experiments conducted by Yao; J. Zhao, et al., 2022 show that ReAct provides
promising results in complex tasks involving language-based interactive decision-
making tasks - ALFWorld (Shridhar et al., 2021) and WebShop (Yao; H. Chen,

20



et al., 2023). Since task-oriented dialogue is also a dynamic and complex task, we
explore in Chapter 3 how ReAct can be used to perform task-oriented dialogue
and evaluate and compare the performance of this system to previous works in
Chapter 4.

Chapter Overview
This chapter went into details of the architecture of LLMs, and about the

evolution of the GPT models from GPT-1 to the latest and most powerful model
GPT-4. We also described the idea of agents and how they apply to chatbots.
The reasoning capabilities of LLMs and current approaches were also described in
this chapter, laying the groundwork for the experiments for studying ReAct for
ToD that will be described in the next chapter.
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3 Experiments
The last two chapters gave an overview of task-oriented dialogue and the ReAct

paradigm for reasoning in LLMs. This chapter describes the experimental setup
we developed to study whether the reasoning and acting capabilities of LLMs can
be used to perform task-oriented dialogue. Section 3.1 describes the dataset that
we used in the experiments. Section 3.2 describes how the dialogue simulation
was performed and the conversational agents and the methodologies used in our
system along with the different experiments that were performed. Section 3.3
explains the criteria used to evaluate our system and Section 3.4 elaborates on
the frameworks used to setup the experiments.

3.1 The MultiWOZ Dataset
The MultiWOZ (Multi-Domain Wizard-of-Oz) dataset (Budzianowski et al.,

2018) is one of the most popular and comprehensive datasets for training and
evaluating task-oriented dialogue systems. It includes conversations spanning
multiple domains such as hotels, restaurants, tourist attractions, trains, taxis,
hospitals and police. Each dialogue consists of user and system utterances anno-
tated with a user goal, belief state and set of dialogue acts with slots per turn.
These annotations can be used for training models for different modules such as
NLU, DST, NLG as well as for end-to-end systems. We selected this dataset due
to the availability of a user goal, using which we can evaluate the completion of
the task. The fact that the dataset is very popular and well-annotated provides
the additional incentive that there would be many systems following different
approaches for ToD against which we can compare our system.

3.1.1 Ontology
The ontology of the dataset describes each domain of a task-oriented dialogue

system and specifies all concepts, known as slots, and the possible values for
each slot. The slots are categorized into informable slots and requestable slots in
this dataset. Informable slots are concepts that allow the user to narrow down
the search (e.g., area or price range), while requestable slots represent additional
information that users can request about a given entity (e.g., phone number).
The ontology was used to create a task template spanning many domains through
random sampling.

3.1.2 Data Collection
The dialogues for MultiWOZ were collected using an online variant of the

Wizard-of-Oz setup (Kelley, 1984), where human participants interact with the
system as if it were an automated agent, while a hidden human operator controls
the system responses. The data collection was crowd sourced and used the Amazon
Mechanical Turk through which the workers were given the context to complete
a turn of dialogue by playing the user or the system. The collection started
with a semi-randomly generated goal – a task template including specific slot
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values as user preferences (e.g., area of the restaurant) and additional slots to
request (e.g., address and phone number of the restaurant). Each task template
is translated into natural language goals for the user to converse with the system.
For the system dialogues, the wizard acted as a clerk, providing the user with
the required information via an easy-to-use graphical interface connected to the
back-end database. The wizard entered user input through a web form that was
used to query the database. This also helped annotate the belief state. Based on
the query results, the wizard either requested more details or supplied the user
with the appropriate information.

3.1.3 Statistics
The dataset consists of 10,438 dialogues. It includes 3,406 single-domain

dialogues with an average number of 8.93 turns and 7,032 multi-domain dialogues
involving 2 to 5 domains with 15.39 turns on average. To ensure reproducibility,
the corpus was randomly divided into training, testing, and development sets,
roughly in the ratio 80:10:10, with the test and development sets each containing
1,000 examples.

3.1.4 Improved Versions
There have been several improvements to the MultiWOZ dataset that tried

to address shortcomings in the first version. MultiWOZ version 2.1 (Eric et al.,
2019) corrected the noisy state annotations and utterances by re-annotating the
corpus with human annotators and by canonicalizing slot values in the utterances
to the values in the dataset ontology. MultiWOZ 2.2 (Zang et al., 2020) also
performed corrections in the annotations and redefined the ontology so that the
vocabularies of slots do not allow slots with a large number of possible values.
Version 2.3 of MultiWOZ (Han et al., 2021) introduced co-reference features and
unified annotations of dialogue acts and dialogue states. We use MultiWOZ 2.3
for our work since it has the latest corrections and the semantic representations
of the system.

3.2 Experimental Setup
This section describes the full experimental setup that we developed for

studying the performance of ReAct in LLMs for task-oriented dialogue systems.
Figure 3.1 shows a high-level overview of our setup.

3.2.1 Dialogue Simulator
As mentioned in Section 1.3.2, one way to evaluate a dialogue system is

through simulation. Therefore, our experiments were performed with the help of
a dialogue simulator written in Python which simulates the entire conversation
between a user agent and a system agent. The dialogue simulator is responsible
for alternating between the user and the system as well as making sure that the
responses from each party is being sent across to the other party. It keeps track of
the number of turns in the dialogue and stops the dialogue if it exceeds a certain
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Figure 3.1 The proposed system that uses ReAct for task-oriented dialogue.

limit or if one of the agents generates the [END] token signalling the end of the
conversation. We have set the limit to be 30 turns for our experiments.

3.2.2 User Agent
Since we are simulating the conversations, we use user agents in place of real

human users to perform the experiments and to evaluate the system as it is more
feasible. The user agent is responsible for interacting with the system agent
based on a given goal. The goal provides information to the user about what
information it should give to the system, what information it should request from
the system as well as information to make bookings if required. At each turn, it
chats with the system based on the goal and the system’s previous response to
keep the conversation going. It should end the conversation when all the goals
are satisfied. We explored three options for implementing the user agent which
have been described below.

LLM as user

Our first implementation of the user agent used an LLM. The LLM was
prompted to act as the user and was given a goal based on which it was asked to
talk to the system agent. The LLM was also asked to generate [END] token to
end the conversation when it realises that all the goals were satisfied. However,
this implementation of the user agent had two major issues.

The first issue was that the LLM user agent could never identify that the
goals were satisfied. This meant that the user agent kept repeating the same
requests and the conversation always exceeded the turn threshold and never ended
naturally. The second issue showed that the LLM had trouble maintaining its role
as a user and sometimes switched to play the system by providing hallucinated
values for the goals.

LLM as user with goal tracking

To address the issue of the user agent not being able to end the conversation
naturally, we introduced goal tracking in the LLM user agent. After each turn, the
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goal was updated based on the NLU from the system response. The user would
then be able to continue the conversation based on the goals still left unsatisfied.

While this was a temporary solution for goals in a single domain and with
few intents, the user agent was still not able to end the conversation naturally
for larger goals. This helped to realise that it may be better to have a rule based
user simulator instead of an LLM as a user.

Agenda based user simulator

To exercise better control over the user agent, we decided to use the agenda-
based user simulator (Schatzmann et al., 2007) implementation in ConvLab 3
(Q. Zhu; Geishauser, et al., 2022). ConvLab also implements a goal generator class
which generates goals in the format of the MultiWOZ dataset (Budzianowski et al.,
2018). The goal generator is used to initialize the agenda-based user simulator.
The user simulator then generates the dialogue acts and converts them into a
natural language response. This is fed to the system agent and the response from
the system is sent to BERT NLU to generate the semantic representation of the
system response. The semantic representation is then used to update the agenda
and thus the goal in the form of a stack. The user simulator then generates the
next utterance based on the system response and the updated agenda.

3.2.3 System Agent
The system agent is an LLM that was prompted to use the ReAct strategy to

generate its responses. Following the strategy as described in Yao; J. Zhao, et al.,
2022, we provided few shot examples in the prompt for the LLM to learn from.
We use the LangChain agent executor to develop the agent which uses the LLM
and the prompt. See the prompt in Figure 3.2.

We gave the agent a list of tools - list_domains, list_slots, db_query
and generate_booking_reference which it can use as actions. The example
provided in the prompt showed how and in what order the tools should be used.
The reasoning process to be followed by the system agent is outlined below.

• Step 1: The system agent should try to understand the user input. It
should form a thought according to the input and decide what course of
action it should follow. For ToD, the steps are to identify the domain and
the corresponding slots and values from the user input. Then it should form
the belief state and use it to query the database, retrieve the results and
form the final answer based on the results.

• Step 2: The system agent should first call the list_domains tool.

• Step 3: The system observes the output of the list_domains tool and
decides which domain the user request belongs to.

• Step 4: Now that the system knows the domain, it needs the list of slots
available in the selected domain in order to identify the slot values from the
user request. The system should use the list_slots tool with the domain
as input to get the list of slots.
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Respond to the human as helpfully and accurately as possible.

You have access to the following tools:

{tools}

Use the following format:

Question: the input question you must answer

Thought: you should always think about what to do

Action: the action to take, should be one of [{tool_names}]

Input: the input to the action, should be in JSON object containing values for

the tool parameters

Observation: the result of the action

... (this Thought/Action/Input/Observation can repeat N times)

Thought: I now know the final answer

Final Answer: the final answer to the original input question

If you can’t find the answer just say it as your final answer.

You don’t have to use a tool every time, but when you do only specify the tool name

as the Action.

Example:

{examples}

Begin!

Chat history:

{history}

Question: {input}

{agent_scratchpad}

Figure 3.2 The ReAct prompt used to instruct the system LLM agent on how to
perform task-oriented dialogue.

• Step 5: The system should now observe the list of slots and decide which
slots have been mentioned in the user input and form/update the belief
state.

• Step 6: The system should call the db_query tool using the state as input
to retrieve records from the database that match the user request.

• Step 7: As the final step, the system agent observes the retrieved entities
and generates an appropriate response to convey to the user.

We noticed that asking the agent to generate a random booking number
has unexpected results - the LLM produces python code for generating ran-
dom numbers or tells the user that the generated number is a random number
since it does not have access to a booking system. Hence, we provided the
generate_booking_reference tool to be used for generate booking reference
numbers when the user requests a booking. The agent is provided with a detailed
example in the prompt of a full conversation showing the sequence of thoughts,
actions and observations it should follow. The agent also has access to previous
conversation history as well as a description of each tool that is given. The agent
scratchpad shows the reasoning process in detail.
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3.2.4 Other Experiments
Generic vs Domain-Specific Examples in the Prompt

To study how the performance of the system changes based on the few-shot
examples in the prompt, we experimented with a random example from the
MultiWOZ dataset as well as randomly selected examples for each domain. The
first experiment used the same example irrespective of the domains of the user
goal. The second experiment changed the example in the prompt based on the
domains in the user goal. These two systems were evaluated as an end-to-end
system by calculating the success rate, inform rate and book rate.

You are a helpful assistant that can help the user to complete their task.

You have access to the following tools:

You should generate short, precise, and informative response

(less than 50 tokens), providing only necessary information.

You should generate a natural language response for the user request

based on the previous dialogue history and the dialogue act provided.

See the examples below:

{examples}

User input:

{input}

Previous conversation history:

{history}

System dialogue act:

{dialogue_act}

Your response:

Figure 3.3 The few-shot prompt used to instruct the LLM to perform response
generation.

NLG Capabilities of LLMs

We also studied how well the LLM performs natural language generation in
the context of task-oriented dialogue as a stand-alone component. The LLM is
prompted to generate the system utterance based on the system dialogue acts,
the previous user utterance and the chat history for each system utterance in
each dialogue in the test set of MultiWOZ in both zero-shot and few-shot settings.
We performed the evaluation by comparing the generated response with the gold
system utterances in the dataset. Figure 3.3 shows the few-shot prompt used for
the same.

3.3 Evaluation
For evaluating our system, we will use the metrics described in Section 1.3

of Chapter 1. For evaluating the task completion ability of our ToD system, we
will calculate the task success rate, inform rate and book rate. The evaluation
pipeline was set up by following the ConvLab pipeline for end-to-end evaluation.
It must be noted that we are evaluating the dialogues in simulation in order to
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have a better understanding of how the system would perform in a real scenario.
Since dialogue is dynamic, a corpus-based evaluation does not suit our needs.

For evaluating the response generation capabilities of the LLM agent in
isolation, we use BLEU (Papineni et al., 2002), GoogleBLEU (Y. Wu et al., 2016),
METEOR (Banerjee; Lavie, 2005) and BertScore (Banerjee; Lavie, 2005). The
evaluation was performed on the test set of the MultiWOZ dataset.

3.4 Frameworks
This section gives an overview of the third party frameworks that were used to

develop our system. We use the LangChain library and specifically the agents and
output parsers provided in the library for ease of implementing the LLM agent.
Langfuse was used to help us debug the reasoning traces and to keep track of the
computational costs of our experiments.

3.4.1 LangChain
LangChain1 is a framework designed to simplify the development and de-

ployment of applications using LLMs. It provides tools and abstractions that
streamline the integration of LLMs into various applications, particularly for tasks
that require complex natural language processing and interactions. LangChain is
useful for developers who want to build sophisticated applications such as chatbots,
virtual assistants and other conversational agents.

Agents

LangChain defines agents as systems that use a language model as a reasoning
engine to determine actions and their inputs. These agents can execute actions,
process the results, and decide whether further actions are needed or if the task
is complete. LangChain also provides an AgentExecutor which is a runtime for
agents. This allows the developer to visualise the reasoning process of the LLM
and shows in detail the thoughts, actions performed and the observations of the
LLM and how it reaches the final answer.

Output Parsers

LangChain output parsers are components designed to process and interpret
the textual outputs generated by language models. These parsers convert raw text
outputs into structured data formats. For the agent using the ReAct prompt, the
output contains the Thought, Action and Observation (see Section 2.4.3) and the
output parser helps the agent extract each step and the action input to perform
the function call.

1https://www.langchain.com/

28

https://www.langchain.com/


3.4.2 Langfuse
Langfuse2 is an open-source LLM engineering platform that enables teams

to collaboratively debug, analyze, and refine their LLM applications. Langfuse
is designed for agents and LLM chains, enabling the tracing of unlimited nested
actions and providing a detailed view of the entire request. It features cost calcu-
lation by tokenizing prompts of popular models, allowing for precise measurement
of each step’s cost in the LLM chain. Additionally, Langfuse tracks non-LLM
actions such as database queries and API calls, helping developers debug issues
that may arise during the response generation process. Langfuse is compatible
with various models and configurations and includes native integrations with
popular frameworks and libraries, making it a versatile tool for a wide range of
applications.

Chapter Overview
This chapter detailed the experiments that were performed using our proposed

system. We first took a brief look at the MultiWOZ dataset and how the data
was collected and annotated. Then we saw the experimental setup in detail as
well as an overview of the third party frameworks that were used.

2https://langfuse.com/
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4 Results
This chapter details the results that we obtained after evaluating the simula-

tions of dialogues generated using our system. Section 4.1 analyses the evaluation
of the system in simulation using the automatic metrics defined in Section 1.3 for
various experiments. We also evaluate the performance of the LLM on individual
tasks in the ToD pipeline. Section 4.2 performs a qualitative analysis to identify
the advantages and drawbacks of using an LLM for a complex task like ToD.

Figure 4.1 shows an excerpt of a full conversation with reasoning traces obtained
during our simulations. It shows the user goal and how the conversation proceeds
in the manner that was described in Chapter 3 - in a sequence of thoughts, actions
and observations. In the example, we see that the system went step-by-step to
identify the domain, the slots and then generate the state for the database query.
In the second utterance, we see that the system skips ahead to the database query
while being able to update the belief state correctly.

4.1 Quantitative Analysis
In this section, we perform a quantitative analysis on the results that we

obtained for our system using automatic measures for ToD. We perform the
evaluation and analysis on dialogues generated in simulation between a simulated
user and our proposed system.

4.1.1 Simulated Task-oriented Dialogue System
To evaluate our ToD system using ReAct, we focus on how well the goals

of the user were satisfied. To measure this, we use metrics like Success Rate,
Book Rate, Inform Rate, Complete Rate and the average number of turns in the
dialogue described in Section 1.3. Systems with higher success rate, book rate,
inform rate and complete rate are considered to perform better as these systems
are able to satisfy the user goals better. In contrast, the lower the average number
of turns the better since this means that the system is able to understand the
user better and help achieve the goal faster. The experiment described here is
based on 1000 dialogue simulations for goals that were generated using the Goal
Generator module in ConvLab 3 (Q. Zhu; Geishauser, et al., 2022) in order to be
comparable to previous work. A random seed was used in the goal generator for
reproducibility.

Table 4.1 compares our system with previous works that also used ConvLab
simulations for 1000 dialogues in terms of the metrics mentioned above. The first
column in Table 4.1 shows the configuration of the system - the type of NLU,
the dialogue policy and the type of NLG used. The systems in the first section
of the table communicate at the semantic level and hence, the metrics show the
upper bound of the performance that can be achieved by a ToD system. The next
section in the table shows systems using BERT (Devlin et al., 2019) as the NLU
module and a template for NLG. The dialogue policies used are HDC, PPO and
ACGOS (Cordier; Urvoy; Rojas-Barahona, et al., 2020; Cordier; Urvoy; Lefèvre,
et al., 2022) which combines graph neural networks with imitation learning for
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goal: { hotel: { info: { area: north, internet: yes, pricerange: moderate, type: guesthouse },

reqt: { parking: ? }, book: { day: tuesday, people: 6, stay: 4 },

book_again: { day: wednesday, people: 6, stay: 4 }, booked: ?,

fail_info_fail: { area: north, internet: yes, pricerange: expensive, type: guesthouse } },

restaurant: { info: { name: j restaurant }, reqt: { address: ? } } }

User: I need a hotel please . It should have free wifi . I ’ m looking for a guesthouse type place

to stay . I would like to keep it in the expensive range , please

Thought: The user is looking for a guesthouse type place to stay with free wifi and in the

expensive price range. I need to identify the domain and the slots and values.

Action: list_domains

Input: {}

Observation: [restaurant, hotel, attraction, train, hospital, taxi, police]

Thought: The domain hotel matches the user’s request. Now I need to identify the slot names

and values.

Action: list_slots

Input: {domain: hotel}

Observation: [address, area, internet, parking, id, location, name, phone, postcode, price,

pricerange, stars, takesbookings, type]

Thought: The user is looking for a guesthouse type place to stay with free wifi and in the

expensive price range. So the slots are internet: free, type: guesthouse and pricerange: expensive.

Now I need to query the database.

Action: db_query

Input: {domain: hotel, state: {hotel: {internet: yes, type: guesthouse, pricerange: expensive}}}

Observation: []

System: I’m sorry, but I couldn’t find any hotels matching your criteria. Can you please adjust

your requirements?

User: I would like to keep the price moderate.

Thought: The user has updated their request to include a price range of moderate.

I need to query the database with the updated slot value.

Action: db_query

Input: {domain: hotel, state: {hotel: {internet: yes, stars: 3, pricerange: moderate,

type: guesthouse}}}

Observation: [{address: 151 hills road, area: south, internet: yes, parking: yes, id: 11,

location: [52.1725982, 0.1112224], name: bridge guest house, phone: 01223247942,

postcode: cb28rj, price: {double: 75, family: 90, single: 50}, pricerange: moderate, stars: 3,

takesbookings: yes, type: guesthouse}]

System: I have found 1 hotel matching your criteria. The Bridge Guest House is a guesthouse in

the south with free wifi and a moderate price range. Would you like more information about it?

Figure 4.1 An excerpt of a dialogue simulated using our proposed system. The goal
is shown at the top wherein each domain has the requestable and informable slots. The
goal also shows the constraints for booking, as well as constraints that should return
an empty query in fail_info_fail. The different colours in the conversation, used for
readability, show the user utterance, the reasoning of the LLM separated into thought,
action and observations and the system utterance.
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Configuration
NLU-Policy-NLG Avg Turns Inform Rate

(P/R/F1) Book Rate Success Rate Complete Rate

-HDC- 10.6 87.2 / 98.6 / 90.9 98.6 97.3 97.9
-ACGOS- 13.2 94.8/99/96.1 98.7 97.0 98.2

BERT NLU-HDC-T 12 82.8 / 94.1 / 86.2 91.5 83.8 92.7
BERT NLU-PPO-T 17.8 69.4 / 85.8 / 74.1 86.6 71.7 75.5

BERT NLU-ACGOS-T 14.8 88.8 / 92.6 / 89.5 86.6 81.7 89.1
ReAct LLM (GPT-3.5) 15.3 59.0/ 64.9/ 58.3 40.5 28.2 45.9
ReAct LLM (GPT-4) 15.5 62.7/ 81.3/ 66.8 58.2 43.6 63.8

Table 4.1 Evaluation of the task success rate of our system against previous works
also employing the ConvLab user simulator and run on 1000 dialogue simulations.

policy learning in multi-domain, multi-task scenarios. These results were obtained
from Cordier; Urvoy; Lefèvre, et al., 2022 where they use the same conditions
as we do to generate the simulations. We see that ACGOS performs the best in
terms of inform rate but it falls back when we look at the success rate, book rate
and complete rate. The handcrafted policy proves to be superior to other methods
with higher success rate and fewer turns although it still does not achieve the
performance of the systems communicating at the semantic level.

Our system uses an LLM with the ReAct strategy and does not have separate
methods for the NLU, dialogue policy and NLG. We performed the experiment
on GPT-3.5 (Ouyang et al., 2022) and GPT-4 (OpenAI et al., 2024) as shown in
the last two rows of Table 4.1. Both GPT-3.5 and GPT-4 show subpar results
compared to the other systems. Both take approximately 15 turns to complete
each dialogue which is still on the higher end of the number of turns. The
success rate of GPT-3.5 has been reported the lowest showing that the LLM has
trouble informing and booking as per the user’s goals. While GPT-4 shows better
performance compared to GPT-3.5 in terms of success rate, complete rate, book
rate and inform rate recall, we do not see much difference between the two for
inform rate precision and F1 scores.

Generic Examples vs Domain Specific Examples in the ReAct Prompt

The next experiment aimed to compare the performance when the examples
provided in the prompt contained a random example from the MultiWOZ dataset
with the reasoning steps with the performance when the examples were dynamically
changed based on the domains in the goal. Table 4.2 shows the results obtained
and compares the same metrics that we explored in Section 4.1.1. The evaluation
was performed for 100 simulations using GPT-3.5 with the user simulator and
goals generated using the Goal Generator from ConvLab.

We see that using domain-specific examples in the prompt has no effect on
the performance of the end-to-end system. The metrics clearly show that the
system in fact performs slightly better when there is only one random example
irrespective of the domains of the user goal.

GPT-3.5 vs GPT-4: Comparison of Cost and Performance comparison

Table 4.3 shows the cost per million tokens for the input and output of GPT
models. We see that GPT-3.5 is very cheap compared to GPT-4. Input for
GPT-4 is 40 times more expensive and the output is 60 times more expensive
than GPT-3.5. When we compare the performance of the two models, we see that

32



Prompt Type Avg Turns Inform Rate
(P/R/F1) Book Rate Success Rate Complete Rate

Generic 14.9 56.2 / 67.5 / 58.6 36.8 28.3 48.5
Domain Specific 14.0 61.1 / 63.2 / 59.1 35.4 22.2 47.4

Table 4.2 Evaluation of the performance of the ReAct ToD system when domain
specific examples are given. This experiment was run using GPT-3.5 for 100 dialogue
simulations.

Model Input Output
gpt-3.5-turbo-0301 $1.50 $2.00
gpt-4-32k $60.00 $120.00

Table 4.3 Cost of the GPT models used in the experiments per 1M tokens.

GPT-3.5 used 40.6 million tokens for 1000 simulations and GPT-4 used 35.76
million tokens. The cost for performing the same task is however, not justified
by the costs of the model since we do not see a substantial improvement in the
success rate of GPT-4 as reported in Table 4.1.

4.1.2 System NLG Capabilities
For using the LLM as the NLG module, we asked GPT-3.5 with a new prompt

to generate the final response based on the system dialogue act and the user
input and previous context from the full test set containing 1000 dialogues of the
MultiWOZ dataset. We then compare the generated text with the gold system
utterances in the test dataset.

We use four different scores for evaluating the natural language generation
capabilities of the LLM from the system act - BLEU (Papineni et al., 2002), Google-
BLEU (Y. Wu et al., 2016), METEOR (Banerjee; Lavie, 2005) and BertScore (T.
Zhang et al., 2020). These are reported in Table 4.4. BLEU is a precision-based
metric and GoogleBLEU is a variation of the BLEU score. We see that the BLEU
and GoogleBLEU scores are very low showing that the generated response are
worded differently compared to the reference. METEOR values both precision
and recall and we see that the METEOR scores are higher. BertScore evaluates
the semantic similarity and since LLMs are very good at the text generation
task, we see very high scores, reflecting that the text generated by the LLM is
semantically similar to the reference text. In all cases, we see that prompting the
LLM with few-shot examples makes the response generation comparatively better
than when there are no examples in the prompt.

BLEU Google BLEU METEOR BertScore
P / R / F1

Zero-Shot 10.1 13.5 36.1 88.0 / 87.2 / 87.5
Few-Shot 13.4 16.8 44.3 88.4 / 88.6 / 88.5

Table 4.4 Evaluation of response generation capabilities of GPT-3.5 in isolation on
1000 dialogues in the MultiWOZ testset.
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4.2 Qualitative Analysis
In this section, we look at the dialogues generated in simulation to identify what

the system did well and what it lacks when performing task-oriented dialogue. We
randomly selected 50 dialogues from the 1000 simulations for GPT-3.5 prompted
with the generic example and we look at the dialogues from the perspective of the
system as well as from the user simulator.

4.2.1 The System’s Point-of-View
Smaller goals are easier to achieve

Analysing the conversations, an interesting observation that stood out was
that the shorter the goal, the easier it was for the system to achieve. See the
example in Figure 4.2 where the goal is to request the phone and postcode of
a police station. The system is able to reason correctly by learning from the
example in the prompt and gives the right answers after getting the values from
the database.

System produces creative responses but does not stick to the instruc-
tions

An advantage of using LLMs for dialogue tasks is that the system is able to
rephrase its response in cases where the user repeats the request. This can be
seen in the example in Figure 4.3. However, it should be noted that the system
does not have access to a tool that can help it retrieve the details of the booking.
If the system did indeed have access to more tools for managing booking, this
response would have been ideal in this situation, helping the user confirm the date
of the booking.

Reasoning is not always consistent

The main factor we are assessing in this system is an LLM’s capabilities to
reason and perform actions based on the reasoning. Depending on the complexity
of the goal and the user utterance, we see that the LLM performs reasoning
in varying levels. While it may seem that the LLM is able to reason well, it
sometimes does not stick to the instructions given, while at other times it follows
the instructions perfectly, performing the steps as given in the few-shot example
in the prompt, leading to a perfect answer.

Issues generating the correct dialogue state

In ToD, the system should accumulate the belief state in order to answer
the user’s queries correctly. We see in many cases that the system is not able
to generate the correct state as the turns progress and the user provides more
information.

Hallucinations are a major issue in LLMs. We see that this is the case even
when using LLMs for ToD. Figure 4.4 shows that the LLM produces invalid slots
– ‘time’ instead of ‘arriveBy’ in this case.
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goal: { police: { info: {}, reqt: { postcode: ?, address: ?, phone: ? }}},

User: Hello , I have been robbed . Can you please help me get in touch with the police ?

Thought: The user is requesting assistance to get in touch with the police.

I need to identify the correct domain for this request.

Action: list_domains

Input: {}

Observation: [restaurant, hotel, attraction, train, hospital, taxi, police]

Thought: The domain police matches the user’s request. I need to find the available slots for

this domain

Action: list_slots

Input: {domain: police}

Observation: [’name’, ’address’, ’id’, ’phone’, ’postcode’]

Thought:The user has not provided any specific information about the police station they need

to contact. I need to ask for more information or provide a general query

to retrieve a list of police stations

Action: db_query

Input: {domain: police, state: {police: {}}}

Observation: [{name: Parkside Police Station, address: Parkside, Cambridge, id: 0,

phone: 01223358966, postcode: cb11jg}]

System: I have found one police station matching your request. The Parkside Police Station is

located at Parkside, Cambridge. Would you like me to provide you with their phone number?

User: Can you give me the phone number please ? Can I please have the postcode of the

police station as well ?

Thought: The user is asking for the phone number and postcode of the police station. I can retrieve

this information from the database using the domain ’police’ and the slot ’phone’ and ’postcode’

Action: db_query

Input: {domain: police, state: {police: {}}}

Observation: [{name: Parkside Police Station, address: Parkside, Cambridge, id: 0,

phone: 01223358966, postcode: cb11jg}]

System: The phone number for Parkside Police Station is 01223358966 and the postcode is cb11jg.

User: You were great . Goodbye .

System: Goodbye! Have a nice day!

Figure 4.2 A full conversation for a simple goal.

Another issue that was found was that the system fills the wrong slots with
the wrong information as shown in the example in Figure 4.5. Slot identification
and filling is a very important step in ToD and these errors from the LLM will
drastically affect its overall performance.

No clarifying questions from the system

In a complex task such as task-oriented dialogue, it is essential that the system
understands the user request clearly in order to be able to answer correctly. Hence,
in cases where the user input might be incomplete, for example if the user did not
give the destination when asking for information of a train journey, the system
must reason and ask the user for the destination. In the dialogue simulations
generated, it has been noted that the system proceeds to generate the state for
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User: I need a hotel please . Can you help me find a hotel called the home from home ?

System: I have found the hotel ḧome from home.̈ It is a guesthouse in the north with a

moderate price range and 4 stars. Would you like more information about it?

User: What about 2 nights ? That will work . Can you make a reservation for 3 people,

please ? On friday please.

System: Your booking reference for a reservation for 3 people for 2 nights at the

home from home guesthouse on Friday is 00000021.

User: I need a room starting on friday .

System: Your booking reference for a room at the home from home

guesthouse starting on Friday is 00000021.

User: I want to check in on friday .

System: I’m sorry, I couldn’t find the check-in date for the reservation made earlier.

Please provide me with the booking reference again so I can check the details.

Figure 4.3 An excerpt of a conversation where the LLM shows creative ways to
handle repeated user requests.

User: I would also like to book a train , please . I will leave on monday . I need to book

a train to london kings cross . I would like to leave after 14:15

System: The only available train that matches your request is TR6028 departing from Cambridge

at 15:00 and arriving at London Kings Cross at 15:51 on Monday. Your booking reference is 00000005.

Is there anything else I can help you with?

User: I need it to depart from cambridge.

Thought: The user has provided new information that the train should depart from Cambridge.

I need to update the query to include this information.

Action: db_query

Input: { domain: train, state: {train: {departure: cambridge, destination: london kings cross,

day: monday, time: after 14:15}}}

Figure 4.4 An excerpt showing the system hallucinating the slot name.

User: Howdy , I need a train heading into london kings cross . I need a train leaving after 16:30 .

The train should leave on wednesday

Thought: The user is requesting for a train leaving after 16:30 heading to London Kings Cross

on Wednesday. I need to identify the domain and slots for this request.

Action: list_domains

Input: {}

Observation: [restaurant, hotel, attraction, train, hospital, taxi, police]

Thought: The domain for this request is ’train’. Now I need to identify the slots and values

Action: list_slots

Input: {domain: train}

Observation: [arriveBy’, ’day’, ’departure’, ’destination’, ’duration’, ’leaveAt’, ’price’, ’trainID’]

Thought:The slots for this request are ’departure’: after 16:30, ’destination’: London Kings Cross,

and ’day’: Wednesday. I need to query the database to find the available trains

Figure 4.5 An excerpt showing the wrong slot being filled by the system. departure
refers to the departure station and leaveAt refers to the departure time.
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the database query based on the information the user provided, and does not
reason whether the information provided is enough to make an informed decision.

Other Observations

• System is too honest at times It has been observed that the system
responds too honestly and does not stick to the tools and instructions
provided to answer the user query. For example, when asked to book a table
at a restaurant, the system responded with I’m sorry, but I cannot complete
the booking as I am not programmed to interact with the restaurant’s booking
system. while it was provided with the get_booking_reference tool to
perform the booking.

• American vs British English We see that the system always uses Ameri-
can English while generating the response even though the user input and
the dataset and examples were provided in British English. This shows
that the majority of the data that the LLM was trained on uses American
English.

• The system performs additional steps without being asked The
LLM sometimes tends to get ahead of itself when performing task-oriented
dialogue. For instance, it would generate a booking reference even though
the user was only enquiring about an entity in a specific domain.

4.2.2 The User’s Point-of-View
This section looks at the conversation from a user’s perspective to identify the

reasons the conversation did not go well. We look at conversations generated by
the user simulator as well as when an LLM played the user.

LLM as the user switches to play the system

During the initial experiments where the user agent was also played by an
LLM, we noticed an interesting phenomenon. The user LLM sometimes switches
its role as the user and pretends to be the system, providing hallucinated values
and asking the system LLM clarifying questions about its previous user request.
Figure 4.6 shows one such example where the user provides the system with
information it made up.

User: What type of car do you need for the taxi?

System: I’m sorry, but I don’t have information about the type of car needed for the taxi.

User: System: For your restaurant booking, I can inform you that the restaurant

is not available at 5:30 pm, but it is available at 5:45 pm.

Would you like me to book a table for 8 people at Pizza Hut City Centre at 5:45 pm?

System: I’m sorry, I couldn’t understand your request. Please provide a valid input.

Figure 4.6 Excerpts showing the LLM prompted to play the user acting like the
system.
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User simulator ends the conversation before all goals are fulfilled

It has been observed that the user simulator ends the conversation prematurely
without having all the goals fulfilled. In the example in Figure 4.7, we can see
that the system is not able to give the user the expected answer. Instead of
repeating the request or uttering the next sentence based on the remaining goals,
the simulated user ends the conversation.

goal: { restaurant: { info: { food: french, pricerange: expensive }

reqt: { phone: ?, postcode: ? }, book: { time: 13:15, day: wednesday, people: 5 },

book_again: { time: 13:15, day: thursday, people: 5 }, booked: ?,

fail_info_fail: { food: french, pricerange: cheap}},

attraction: { info: { area: centre, type: nightclub },

reqt: { entrance fee: ?, postcode: ? } },

taxi: { info: { leaveAt: 02:15 }, reqt: { car type: ?, phone: ? } } }

User: Hello , can you help me find a restaurant for my upcoming trip to Cambridge ?

Actually I need a cheap priced restaurant . I ’d like to find a french restaurant , if possible .

System: I’m sorry, but I couldn’t find any cheap French restaurants in Cambridge.

Would you like me to search for other types of restaurants or in a different price range?

User: How about a french restaurant ? I ’ m looking for an expensive restaurant .

System: I have found one French restaurant matching your criteria, it’s called Restaurant Two Two

and it’s located in the north. Would you like more information about it?

User: I would like to know the postcode of the restaurant , if possible ?

Please provide their phone number .

System: The postcode of Restaurant Two Two is cb43ax and their phone number is 01223351880.

User: We will have 5 people in the party . I ’ll be needing a table for wednesday .

I would like a table for 13:15

System: I’m sorry, but I cannot complete the reservation for you as the database query

returned information for a different restaurant than the one you requested.

Please provide the name of the restaurant you would like to make a reservation for.

User: I am all set . Have a nice day . Bye

System: Goodbye! Have a great day!

Figure 4.7 An example conversation showing the simulated user end the conversation
abruptly when the system returns an unexpected response, without talking about the
remaining goals.

BERT NLU Errors

We use BERT NLU from ConvLab3 with the user simulator to convert the
natural language response of the system into a semantic representation for the
user simulator to understand and update the agenda. However, the BERT NLU is
also prone to errors. This leads to degrading performance down the line since the
user simulator agenda is not updated correctly. Table 4.5 shows the performance
of the BERT NLU as reported in ConvLab3, which was trained on both user and
system utterances with context.
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Slot Intent Overall F1
BERT NLU with context 82.17 87.40 84.10

Table 4.5 Performance of BERT NLU from ConvLab3.

4.2.3 Manual Analysis of GPT-3.5 vs GPT-4
We compared the generated outputs for both GPT-3.5 (Ouyang et al., 2022)

and GPT-4 (OpenAI et al., 2024) for 50 randomly selected goals. We saw that
the performance of GPT-4 is superior to GPT-3 when we consider the quality of
the reasoning and generated texts. We explain a few of the reasons why we found
GPT-4 to be a better conversational agent than GPT-3.5 below.

Parsing Errors

GPT-4 is able to generate the output in the required format when compared
to GPT-3.5. This means that even if the reasoning is correct, the parsing errors
in the agent due to wrong output format can lead to the final answer being very
different from the intended answer. This leads to miscommunication between the
user and the system. GPT-4 is more adept at conforming to the prescribed format
than GPT-3.5 resulting in better performance.

Updates to belief state

GPT-4 is able to remember the information from the previous turns when the
user repeats questions thereby correctly updating the belief state. GPT-3.5 on the
other hand tends to create the belief state from scratch leading to wrong results.
See Figure 4.8 to see how the reasoning differs in both models for the same goal.

Clarifying and verifying user requests

GPT-4 asks clarifying questions and verifies with the user before performing
important steps such as booking a service. On the other hand, GPT-3.5 does the
booking in the same turn without consulting the user. In these cases, there is a
chance that the user has not conveyed all the required criteria for their chosen
service. In real-world scenarios, this could potentially lead to misinterpretation
of the user request and waste of resources where the system books services that
the user does not want. Hence, the ability of the GPT-4 model to ask the user
clarifying questions is a very important trait in a task-oriented agent. See Figure
4.9 for a sample conversation on the same goal and how GPT-4 and GPT-3.5
differ.

Politeness and verbosity

Analysing the system utterances for both models, we saw that GPT-4 produces
more verbose and polite answers. While GPT-3.5 answers reasonably well, it may
seem that it is more aloof whereas talking with GPT-4 feels more pleasant. The
difference can be seen in examples in Figure 4.8 and 4.9.
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goal: { train: { info: { day: friday, departure: cambridge, destination: london kings cross,

leaveAt: 10:15 }, book: { people: 2 }, booked: yes }, hotel: { info: { name: cityroomz },

reqt: { phone: ? } } }

GPT-4

User: Please book that train for me now . I need to leave after 10:15 . I need to travel on friday .

I ’ll be departing from cambridge .

System Thought: The user is asking to book a train that leaves after 10:15 on Friday from

Cambridge. So the slots are leaveAt: after 10:15, day: Friday, and departure: Cambridge.

Now I need to query the database.

Action: db_query

Input: {domain: train, state: {train: {leaveAt: 10:15, day: Friday, departure: Cambridge}}}

User: Can you also help me find a train going to london kings cross ?

System Thought: The user is asking for a train going to London Kings Cross. So the slot is

destination: London Kings Cross. Now I need to query the database.

Action: db_query

Input: {domain: train, state: {train: {destination: london kings cross}}}

User: I ’ m looking to travel on friday

System Thought: The user wants to travel on Friday. I need to update the day of travel in the

database query and find a train that travels on Friday.

Action: db_query

Input: {domain: train, state: {train: {leaveAt: 10:15, day: friday, departure: cambridge,

destination: london kings cross}}}

GPT-3.5

User: Please book that train for me now . I need to leave after 10:15 . I need to travel on friday .

I ’ll be departing from cambridge .

System Thought: The slots for this request are ’departure’: ’Cambridge’, ’day’: ’Friday’,

and ’leaveAt’: ’after 10:15’. I need to query the database to find available trains.

Action: db_query

Input: {domain: train, state: {train: {leaveAt: after 10:15, day: Friday, departure: Cambridge}}}

User: Can you also help me find a train going to london kings cross ?

System Thought: The user is asking for a train going to London Kings Cross, so the slot ’destination’

should be set to ’london kings cross’. I can query the database with this information.

Action: db_query

Input: {domain: train, state: {train: {destination: london kings cross}}}

User: I ’ m looking to travel on friday

System Thought: The user wants to travel on Friday. I need to update the day of travel in the

database query and find a train that travels on Friday.

Action: db_query

Input: {domain: train, state: {train: {leaveAt: 10:15, day: friday, departure: cambridge,

destination: london kings cross}}}

Figure 4.8 An excerpt of conversation around the same goal by GPT-3.5 and GPT-4
showing how each model reasons and updates the belief state.

Chapter Overview
This chapter went into detail about the performance of our proposed system

from both qualitative and quantitative perspective. Based on automatic evaluation
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GPT-4

User: I would also like to book a train , please . I will leave on monday . I need to book a train

to london kings cross . I would like to leave after 14:15 .

System: I have found a train for you. It departs from Cambridge at 15:00 on Monday and arrives at

London Kings Cross at 15:51. The journey will take 51 minutes and the ticket price is 23.60 pounds.

The train ID is TR6028. Would you like to book this train ?

User: I need it to depart from cambridge

System: I have found a train for you. It departs from Cambridge at 05:00 on Monday and arrives at

London Kings Cross at 05:51. The journey will take 51 minutes and the ticket price is 23.60 pounds.

The train ID is TR7075. Would you like to book this train?

User: I would like to leave after 14:15.

System: I have found a train for you. It departs from Cambridge at 15:00 on Monday and arrives at

London Kings Cross at 15:51. The journey will take 51 minutes and the ticket price is 23.60 pounds.

The train ID is TR6028. Would you like to book this train?

User: I would like 3 tickets please .

System: I have booked 3 tickets for you. Your booking reference is 00000005.

GPT-3.5

User: I would also like to book a train , please . I will leave on monday . I need to book a train

to london kings cross . I would like to leave after 14:15 .

System: Your booking reference for the train service is 00000106.

Figure 4.9 Excerpts of a conversation showing how GPT-4 clarifies and communicates
better than GPT-3.5.

measures, we saw that our system has scope for improvement since it is not able
to perform as well as other ToD systems that use conventional methods such
as supervised learning and deep reinforcement learning. From the qualitative
analysis, we saw that LLMs can reason only to an extent and they are still prone
to hallucinations and repetitions. We also compared GPT-3.5 and GPT-4 based
on performance vs cost and found that larger, more expensive models do not
imply better performance.
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5 Perspectives
In this chapter, we analyse the capabilities of LLMs for performing task-

oriented dialogue based on the experiments and results performed. Section 5.1
describes the contributions of this work in the field of dialogue systems and
discusses the results in detail. Section 5.2 describes ways to improve the system
and make it more reliable for task-oriented dialogue.

5.1 Discussion
In this work, we explored the reasoning capabilities of LLMs and whether they

can be applied to a complex task like task-oriented dialogue. The ReAct paradigm
(Yao; J. Zhao, et al., 2022) for prompting LLMs showed promising results for
tasks like question answering and even complex tasks like text-based simulated
environments such as AlfWorld (Shridhar et al., 2021). We adapted the ReAct
strategy to task-oriented dialogue and gave the LLM access to tools that would
help it achieve the classical ToD pipeline through its reasoning abilities.

For a complex task such as task-oriented dialogue where each answer depends
on the previous context and actions, grounded knowledge and the current state of
the environment, we have seen in previous work (Cordier; Urvoy; Lefèvre, et al.,
2022) that it takes a lot of resources and work to find the optimal system action.
LLMs showed promise in commonsense reasoning (Yao; J. Zhao, et al., 2022;
Wei et al., 2022) even outperforming models trained using reinforcement learning
and imitation learning. LLMs can indeed reason and perform actions based on
the environment they are in and the instructions they are given. Yet, from the
results in Table 4.1 we see that the performance of the LLMs fall short compared
to handcrafted rules and policy training. On closer inspection of the reasoning
traces, we see that the LLM might just be imitating the examples that it was
given. This may work for simpler cases with fewer goals to achieve, but when
the goals get larger and the user requests become more complicated, the LLMs
struggle to understand the user and perform tasks accordingly. Handcrafted rules
and dialogue policies perform better mainly because there is a lot of fine-grained
control for each step in the pipeline. However, for LLMs, we rely completely on
its reasoning abilities and hence we lose the ability to control its reasoning traces
and response generation. Difficulty in understanding the user requests also leads
to repeated utterances from the user as well as the system leading to a higher
number of turns on average to complete the conversation.

LLMs have become very popular in the research community and with the
general public due to its ability to produce human-like text effortlessly. The NLG
capabilities of LLMs are very impressive as we saw in Table 4.4 and this reflects in
ToD as well. However, comparing the generated responses to the gold references
may not be the most effective way to gauge their performance. Scores like BLEU
(Papineni et al., 2002) and METEOR (Banerjee; Lavie, 2005) that compare the
overlap in n-grams between the generated and reference texts have very low scores
as we saw since the there are numerous ways in which one can communicate the
same idea (Reiter, 2018; Novikova et al., 2017). BertScore (T. Zhang et al., 2020),
which uses semantic similarity, tries to overcome this drawback and this reflects
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in the scores of our stand-alone NLG module using LLM.
In order to assess whether the LLMs are producing responses grounded in

reality based on the tool user, we need to cross-check whether the entities that the
LLMs are talking about actually exist in the database. Previous work like Hudeček;
Dusek, 2023 delexicalises the slots and values before assessing the performance of
their system using automatic evaluation methods. In our work, in order to evaluate
the success rate, inform rate and book rate, we do not delexicalise the values, but
verify that the values exist in the database when calculating the metrics. All the
systems in Table 4.1 were evaluated the same way and this gives a more accurate
evaluation of our system and assesses its capability to produce text grounded in
reality. We see that the inform rate and book rate for our system is not up to
the mark compared to other systems. This may be due to the fact that the LLM
has trouble updating the states and hence, it may retrieve the wrong results from
the database. The LLM also does not ask the user enough clarifying questions,
leading to hasty bookings for services that the user does not want. Hence, the
inform rate and book rate are very low and by extension, the success rate.

Comparing our work to Hudeček; Dusek, 2023, where the LLM was prompted
at each step in the ToD pipeline, we see that the success rate for GPT-3.5 is much
higher than what we achieved. This shows that the more fine-grained control we
have, the better the system performs. However, we should remember that their
evaluation is on delexicalised and static dialogues, hence, the comparison might
not be fair.

We must also note that, the LLMs can be biased in certain ways as seen from
our experiments. Since LLMs are mostly trained to assist humans, we see that
they have a hard time sticking to the role of a user. Also, depending on the
training and the dataset used for training, we see that the LLM uses American
English, while the input given is in British English.

Since LLMs are trained on a wide variety of tasks, they may not perform all
tasks equally well and this is evident in our experiments. ToD is very specific and
our experiments prove that it is necessary to have models trained with specific
goals in mind in order to achieve good results.

5.2 Future Work
While the results we obtained are not up to the mark compared to current

state-of-the-art methods, LLMs have the potential to improve their performance
for task-oriented dialogue. Here we outline a few ways that our work can be
enhanced which can improve our system.

More descriptive and dynamic prompts

When designing task-oriented dialogue systems, incorporating more detailed
information and descriptions for each slot has the potential to enhance performance.
Since LLMs are trained to follow instructions, providing comprehensive context
and clear descriptions can help the model better understand the relationships
between different slots, thereby improving the overall quality of interactions.
Detailed slot descriptions ensure that the model is aware of specific attributes and
constraints.
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Adapt to more datasets

Adapting the work to more diverse datasets in the ToD such as the Schema-
Guided Dialogue dataset (Rastogi; Zang, et al., 2020) can help us assess the
capabilities of our system more effectively. This will also help us evaluate other
aspects of the system.

Get more control by not relying on third party frameworks

While frameworks like LangChain offer convenient tools for building and
managing language model applications, gaining more control over the development
process by not relying on such frameworks can provide several benefits. By
building custom solutions, we get greater flexibility and control in following the
LLM’s reasoning and generation process and guiding it to take the right action
and generate the right response. Being able to pause at each step and control
the generation in the ReAct paradigm can help us create a pipeline that closely
resembles the classical pipeline, by guiding the LLM on various actions to be
taken at each step.

Human evaluation

Incorporating human evaluation into the development process of dialogue
systems is essential for ensuring quality and reliability. Human evaluators can
provide nuanced feedback that automated metrics might miss, such as the appro-
priateness of responses, coherence and the fluency of interactions. This feedback is
invaluable for identifying weaknesses, refining prompts, and enhancing the model’s
performance. Human evaluation will help us understand how the system performs
in real-world scenarios.

Try more open source language models

Exploring open-source language models for task-oriented dialogue system has
many benefits. Open-source models are transparent in their training process which
means that we can identify models suited for particular tasks by exploring the
datasets used to train them and the training methodologies. By experimenting
with different models, we can identify those that best suit our specific needs,
whether in terms of accuracy, efficiency, or adaptability. Additionally, using
open-source solutions can reduce costs which is a huge factor when building
conversational agents.

Study carbon emissions

Studying and addressing the carbon emissions associated with the training and
usage of language models is increasingly important in the context of sustainable
AI development. Large-scale models require significant computational resources,
leading to substantial energy consumption and carbon footprint. Awareness
and proactive measures in this area contribute to the responsible and ethical
development of AI technologies, ensuring that advancements in language models
are balanced with environmental sustainability.
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Chapter Overview
This chapter went into the results from the previous chapter in more detail,

and attempted to answer why the system performed the way it did. We also
discussed possible methods that could potentially improve the system and provide
a better analysis of the method.
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Conclusion
In this thesis, we explored the use of large language models for performing

task-oriented dialogue. Specifically, we studied the reasoning capabilities of LLMs
to use appropriate tools to help the user achieve their objective, using the ReAct
paradigm. We evaluated the performance of our system using metrics such as
success rate that measures the ability of the system to achieve the user goal.

We performed experiments by simulating dialogues between the user and
the system agent. The system agent was prompted using the ReAct prompt
and provided with an example conversation showing how it should reason using
sequences of Thought, Action and Observation. The prompt also demonstrated
what tools are to be used in different scenarios. For the user, we experimented
using LLMs which proved to be infeasible since they were unable to track the
goals and end the conversation based on how the conversation was progressing. In
our following experiments, we used a user simulator that followed an agenda-based
logic to keep track of the goals and a template-based approach to communicate
with the LLM-based system agent.

The evaluation performed showed us that LLMs still have a long way to go
with their reasoning capabilities in the context of task-oriented dialogue. We
experimented with the GPT-3.5 and GPT-4 models and while GPT-4 performs
better than GPT-3.5, it still falls short of other statistical methods that employ
reinforcement learning to train a dialogue policy. We must note that employing
bigger models does not guarantee better results, especially when we see the trade-
off between cost and performance. This was evident from our experiments with
GPT-4 and it pushes us to try more cost-effective and open source models.

We also saw that the NLG capabilities of LLMs are extremely good – they
effortlessly convert dialogue acts into beautifully framed natural language responses.
However, during the intermediate steps of task-oriented dialogue like domain
detection, slot filling and forming the dialogue state for performing the database
query, we see that the LLM tries to imitate the examples supplied in the prompt
and does not always reason or understand the requirements correctly.

While LLMs are truly advancing the research in NLP, our work shows that
there is still a lot of potential for improvement in complex tasks such as task-
oriented dialogue. In order to exploit the full potential of LLMs, we need to
understand how the vast amounts of parameters and embeddings in LLMs interact
with each other to perform various tasks. We should also keep in mind the effect
these large models have on the environment, both as computing power and their
effects in the carbon footprint and costs. Being mindful of the consequences of
developing and deploying LLMs, we will be able to build efficient, cost effective
systems that can perform our tasks with ease.
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A Attachments
Additional materials related to this work are provided as electronic attachment

as a .zip archive file. The contents of the file include:

• The code developed for the project.

• The files containing the dialogue simulations run on GPT-3.5 and GPT-4.

• The files containing the NLG outputs from our experiments.

• The prompts used in our experiments.

• The randomly sampled dialogues from the simulations, which were selected
for the qualitative analysis.

• The examples used for few-shot prompting in our experiments.

• The files containing the evaluation metrics generated for our experiments.
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