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Abstract

The thesis explores the potential of leveraging big data in economics through the authors' own
weekly Price Index of Construction Materials (CMPI) derived from web-scraped data. This area of
research was selected due to the relatively scant literature on nowcasting producer prices, coupled
with the ready availability of data concerning building materials from online eshops. The research,
conducted between October 2021 and June 2024, focuses on three primary objectives: enhan-
cing the accuracy of market development descriptions through high-frequency data, exploring the
relationship between inflation in construction materials and commodity prices, and nowcasting
the official construction material index using the web-scraped CMPI. The findings confirm the
feasibility of measuring building materials inflation over the long term using web-scraped data. It
turns out that in a normal period free from the impacts of pandemics or war conflicts, commodity
prices do not significantly contribute to estimating the CMPI. Conversely, the nowcasting of the
official index one month ahead can be substantially enhanced by incorporating web-scraped data,
demonstrating its practical utility in economic forecasting.

JEL classification C43, C55, C80, E31, E37
Keywords inflation, high frequency price index, big data,
web scraping, producer prices, nowcasting

Title High Frequency Price Index of Construction Materials:
Nowcasting of Producer Prices

Abstrakt

Prace zkouma potencial vyuziti velkych dat v ekonomii prostfednictvim vlastntho tydenniho
indexu cen stavebnich materidalii (CMPI) odvozeného z dat ziskanych metodou web scraping. Tato
oblast byla vybrana kvili relativni stru¢nosti literatury o prognézovani cen vyrobcd, kdy jsou ale
data tykajici se stavebnich materiali snadno dostupna z eshopd. Vyzkum provadény v obdobi
od fijna 2021 do ¢ervna 2024 se zaméfuje na tfi hlavni cile: zvy3eni presnosti popisu vyvoje trhu
prostfednictvim vysokofrekvenc¢nich dat, zkoumani vztahu mezi inflaci u stavebnich materiali a
cenami komodit a nowcasting oficidlniho indexu stavebnich materialti s vyuzitim dat CMPI ziska-
nych z internetu. Zjisténi potvrzuji proveditelnost méreni inflace stavebnich materialti v dlouho-
dobém horizontu pomoci dat z webu. Ukazuje se, Ze v normalnim obdobi bez dopadt pandemie
nebo valecného konfliktu ceny komodit k odhadu indexu CMPI vyznamné nepfispivaji. Naopak
nowcasting oficialntho cenového indexu na jeden mésic dopfedu muize byt podstatné vylepsen
zaclenénim online dat, coz dokazuje jejich praktickou vyuzitelnost v ekonomické progndze.

Klic¢ova slova inflace, vysokofrekven¢ni cenovy index, velka data,
web scraping, ceny vyrobct, prognézovani
Nézev prace Vysokofrekvencni cenovy index stavebnich materiala:
Progndzovani cen vyrobct
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Chapter 1

Introduction

Changes in the price level are captured by movements in inflation. This central mea-
sure of macroeconomics is usually expressed using two complementary dimensions that
cover both the demand and supply sides of the market — consumer prices and producer
prices. For its correct quantitative description, the national statistical offices publish the
respective consumer price indices (CPIs) and producer price indices (PPIs). The former
shows changes in the prices of goods and services purchased by households and the latter

measures changes in domestic production input prices. (Wei, 2018)

The Czech Statistical Office (CZSO) divides producer prices into four different categories
and constructs the corresponding indices: Industrial Producer Price Index, Construction
Work Price Index (CWPI), Market Services Price Index, and Agricultural Producer Price
Index. Although the methodology of these statistical measurements differs, at least one
thing remains common. All of them are, to a greater or lesser extent, based on statistical
questionnaires sent out to selected manufacturers and service providers with a frequency
not higher than monthly. (CZSO, 2023)

In 2021, we commenced the research focused on producer prices data collection in the
construction work market segment (Stefl, 2022). To this end, we created a Construction
Materials Price Index (CMPI) that captures weekly movements of price level of building

material inputs - a crucial determinant of final construction prices.

The underlying data was gathered using a method called web scraping, which is essentia-
lly the automated extraction of information from public websites. For three quarters, until
the middle of 2022, our web-scraping robots were browsing the full offers of the three
major Czech eshops with building materials every week. The data collected in this way

allowed us to conclude that a reliable price index could be constructed using this method.
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After the completion of this first stage of the research described in the aforementioned
bachelor's thesis (Stefl, 2022), the data collection continued until 30 June 2024. The resul-
ting dataset of 144 weekly records covers the 11 quarters, i.e., almost 3 years of the volatile
inflationary environment in the Czech republic capturing the covid-19 recovery period
and the impacts of the Russian invasion of Ukraine in 2022, including the subsequent

energy Crisis.

The first but rather ancillary objective of this thesis is to validate the results of previous
research, i.e., to assess the relevance of CMPI in the long term. For this purpose, we com-
pare the index with other relevant indices published by the CZSO (chiefly with CWPI and
the complementary MIPI - Price Index of Material Inputs for Construction Work) and look
in more detail at possible differences and background influences. In this section, among
other things, we describe the evolution of producers' inflation in this Central European
market with weekly granularity for the first time, but also study the impact of the change
in MIPI weighting system from the onset of 2023. This assessment becomes particularly
interesting given that the MIPI, in addition to being part of producer prices, also influen-
ces the general CPI through its integration with imputed rents. (CZSO, 2024)

Assuming that the official average annual inflation of construction materials measured
by the MIPI was double digit for the consecutive two years (10.9% in 2021, 20.7% in 2022)
and then it started approaching the Czech National Bank (CNB) 2% target during 2023
(3.8%), this part alone (see Section 4.1) provides an impressive insight into the behaviour
of a developed open market economy in times of distress (CZSO, 2024). Moreover, it pro-
vides a practical description of the advantages and disadvantages of an alternative method
of measuring inflation that potentially refines and accelerates both economic research and

economic policy implementation.

The second objective of this scientific endeavour is to develop a reliable and coherent ti-
me-series based econometric model to predict the CMPI and hence estimate future chan-
ges in the price level of construction materials. Along with the development of the model,
an explanation of the methods used and their suitability, this part of the work thoroughly
examines the unique dataset in order to evaluate the appropriateness of the econometric

approach chosen.

Given the overall volatility and implied non-stationarity of the data over the period
under review, real-time data appear to be crucial for the correct determination of the
valid econometric model (Groen, 2013). Hence, additional scientific research on the use
of high-frequency web-scraped data contributes to further exploring the possible impro-
vements in macroeconomic modelling. In Section 4.2, we propose the models predomi-

nantly based on autoregressive moving average (ARIMA) approach.
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Similar to inflation, the CNB's key interest rate was also moving dynamically in 2021-
2024 period. From a level of 1.5% at the beginning of data collection in the 3" quarter of
2021, it peaked at 7% in the middle of 2023 and declined to 4.75% by the end of this rese-
arch in 1 quarter of 2024 (CNB, 2024). The weekly frequency of our dataset enables us to
evaluate not only the impact of the interest rate response but extend the ARIMA model of
other exogenous variables. In addition to interest rates, the thesis examines the impact of
commodity prices, such as steel, copper, crude oil or electricity, and explores the possibi-
lities of using ARIMAX model for predicting CMPI.

Finally, the CMPI itself is used as an external regressor in the ARIMAX model to nowcast
the official MIPI. This represents the key objective of our study. Since the CMPI data are
available approximately one month before the MIP], this allows us to nowcast official buil-

ding materials inflation with considerable accuracy (see Section 4.3).

Many of the methods and analyses presented here would have been impossible to per-
form before the enormous advances in computing technology in recent years, as a lot of
details remained hidden for decades due to the data collection techniques of the time.
However, the use of big data in economics offers the opportunity to move from the study

of statistical samples to entire underlying populations.

This thesis comprehensively summarises three years of practical research and suggests a
possible direction for future macroeconomic data collection. In particular, it describes an

innovative yet reliable way of nowcasting producer prices.



Chapter 2

Literature review

Notwithstanding the relatively recent emergence of big data applications, specifically
web scraping, in economic discourse, scientific efforts in this area have developed at a
modest but decent pace in recent years. Conversely, the corpus of the scientific literature
that deals in detail with inflation forecasting is already substantial for some time. This
section guides the reader through the relevant scholarly texts, starting with the existing
economic experience with web scraping methods and ending with econometric methodo-
logies for estimation of inflation that have already been used and are relevant when using

high-frequency web-scraped data.

2.1 Web-scraped data in economics

In existing economic research, the applications of online or web-scraped data typically
encompass three primary areas: the measurement of inflation, the forecasting (including
nowcasting) of inflation, and the exploration of micro price-setting mechanisms. Our

work is focusing on the first two mentioned fields.

One of the pioneering studies in this domain was conducted by Lunnemann & Wintr
(2006), focusing on price stickiness. They gathered price quotes from the internet, aiming
to evaluate the disparities in price rigidity between traditional brick-and-mortar shops
and online stores across Europe and the USA. The data collection, which spanned one
year commencing in December 2004 and involved downloading daily price quotes from
online price comparison websites in five different countries, resulted in a core dataset of
more than 5 million records. Although the article elucidated pricing behaviour on the in-

ternet and its comparison with traditional shops, it did not specifically focus on inflation.



2. Literature review 16

Further progress in this area was achieved through the Billion Prices Project, which was
launched at MIT in 2008. The initiative of Cavallo & Rigobon (2016) represents a major
contribution in terms of the volume of data collected, which is still unprecedented even
today. The paper particularly showcases the use of online prices to construct daily price in-
dices across multiple countries and how this approach can help circumvent measurement
biases typically associated with traditional methods. The main thrust was on the use of
online prices to enhance the accuracy of inflation measurement, which is a critical com-
ponent in understanding and potentially forecasting inflation, but the paper's specified

goal was more aligned with measurement rather than direct forecasting.

Another steps of research on web-scraped data in economics were conducted at the UK
Office for National Statistics (ONS) since 2014. Breton et al. (2015) selected three major
supermarkets present in both offline and online domain, which is in line with Cavallo &
Rigobon (2016), from whose websites they started to download data on a daily basis. The
ONS carried out this project as part of a wider initiative called the Big Data Project, which
aims to innovate and exploit new data sources for statistical purposes. The paper from
2015 details the use of web scraping techniques to collect price data from internet retail

sources, a practice that is becoming increasingly viable as internet retailing develops.

In a follow-up update, Breton et al. (2016) streamline the data processing and discuss
the progress made in using machine learning techniques for classification and cleaning, an
area for development identified in previous papers. Specifically, it explores the application
of supervised and unsupervised machine learning techniques to data extracted from web
pages and the use of imputation as a means to reduce the negative impact of missing prices
in the data.

The ONS Big Data Project produced several other working papers focused on web-scra-
ped price indices in which the authors study e.g. clustering of large datasets into price
indices (Metcalfe et al., 2016; Payne, 2017; Hayes, 2017), imputing of web-scraped prices
(Mayhew, 2016) or the occurance of extreme price changes (Beeson, 2015). Most of these
works are based on the dataset collected in the original research by Breton et al. (2015) and

focus on either food, clothing or other items commonly included in the CPI.

Powell et al. (2017), in their 14-month research involving the offerings of three large UK
supermarkets, discuss the use of online price data to predict the CPI and related statis-
tics more frequently than the previously common approach. Highlighting the disorderly
nature of the web-scraped data and the difficulty of reconciling them with standard CPI
forecasting methods, the study develops a new model that describes the joint time evo-
lution of latent daily log-inflation measures from internet prices and prices from official

surveys and adjusts for different product categories. The authors uncover different dy-
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namic behaviors and levels of predictability across product categories, with a particular
focus on aggregation, and demonstrate the ability to accurately forecast category-specific

CPI immediately prior to their official launch.

Online indices compiled by PriceStats, a spin-oft of the Billion Prices Project, were used
by Bertolotto & Aparicio (2020) in their comparative research on forecasting inflation
using online prices in ten developed economies. Although the authors did not collect the
data themselves, they describe the data collection methodology extensively and overall
demonstrate the robust predictive power of online price data in forecasting inflation, su-

ggesting that it is a valuable tool for economic forecasting beyond traditional methods.

Goolsbee & Klenow (2018) investigate the impact of e-commerce on inflation rates
using data from Adobe Analytics covering 2014-2017. This platform is another attractive
and very worthy alternative to direct web scraping, covering billions of online transacti-
ons across hundreds of online retailers and products, similar to the Billion Prices Project
database. This dataset is particularly rich and provides detailed information on prices,
categories and quantities. This latter detail is not usually available directly from websites,
which almost never include information on overall attractiveness or number of purchases

made, making this dataset more akin to scanner data* than web-scraped data.

The additional sales volume information allowed Goolsbee & Klenow (2018) to analyze
inflation trends in the e-commerce sector with new insights, so they could focus with their
Digital Price Index (DPI) on, among other things, the impact of new goods on inflation
(i.e., new items in the CPI consumer basket). The so-called new goods bias refers to the
tendency of traditional inflation measures to be overstated when they fail to fully account
for the entry of new products into the market and their impact on consumer choice and
spending patterns (Feenstra, 1994). Goolsbee & Klenow (2018) consider this as one po-
ssible explanation for their finding that DPI inflation is significantly lower than the tradi-

tional consumer price index — 1.3 p.p. per year lower for the categories being compared.

Only a year after the launch of the Billion Prices Project, the National Bank of Poland
(NBP) launched in 2009 its own research on the consumer price index obtained by web
scraping, which it refers to as the eCPI (Macias & Stelmasiak, 2019). The study conducts a
long-term pseudo-real-time nowcasting experiment using online food and soft drink pri-
ces collected from major online retailers in Poland on a highly disaggregated framework,
based on which the authors evaluate the effectiveness of web-scraped data in improving

nowcasting of Polish food inflation.

*)  Scanner data is generated by instantly recording the details of items directly at the point of sale
and needs to be coordinated with the retailer (Stefl, 2022).
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In their research paper, Macias & Stelmasiak (2019) emphasize the importance of proper
selection and classification of scraped products to ensure that the data is usable and ac-
curate for forecasting and other applications. The project, originally focused on groceries,
expanded in 2017 to include other categories like apparel, footwear, home-improvement

equipment, drugs, or even airplane tickets.

With work summarized by Macias et al. (2022) showing that online price estimates
effectively predict food inflation and that incorporating these prices into a simple, optimi-
zed model further improves the accuracy of the prediction. The approach presented in the
paper outperforms various other methods, including judgmental forecasts and traditional

benchmarks, especially after the covid pandemic.

In addition to using web-scraped data as their empirical base, the research papers su-
mmarized above have one more thing in common: they focus on consumer prices. Re-
gardless of whether they examine the prices of food, clothing, electronics, or even airline
tickets, as far as we are aware, no one has yet explored the use of web-scraped data to

construct producer price indices.

2.1.1 Data collection

The Billion Prices project discusses the methodology of collecting online prices using
web scraping technologies in detail and among other facts it highlights the selection of
retailers and products to ensure representativeness. The authors stick to direct extraction
from the retailers website, so that they do not rely on third parties such as price compara-

tors as it was in the case of Lunnemann & Wintr (2006) study.

On the other hand, for data collection purposes, they rely on third-party web-scraping
robot providers that are able to extract information from any other webpage with a similar
structure, storing the information in a database, so they do not process the code themsel-
ves. Consequently, they identify the risk of reliable performance of web-scraping robots in
the long run. (Cavallo & Rigobon, 2016)

As opposed to the previous research, Breton et al. (2015) developed their own web scra-
pers, programmed in Python using the Scrapy module, which were set to automatically
collect prices for 35 items from the Consumer Prices Index (CPI) basket every day. The
Python environment, however, according to Breton et al. (2015), was not prepared for
the increasing use of JavaScript, and therefore their web scrapers late in the research only

downloaded a limited amount of data from web pages under review.

In the early stages of our research, we ran into a similar problem with JavaScript as
Breton (2015), but found that with enough computing power, it is now possible to scrape
websites that use it. However, the websites we examined use standard HTML. (Stefl, 2022)
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Powell et al. (2017) gathered daily prices for 33 product categories from the websites
of three large supermarkets operating in the UK over approximately a 14-month period.
On average, they found that a particular item was available for 146 days, studying mostly
groceries. One particular problem they faced when collecting data was the inability to
reliably distinguish between missing items, as it was not always clear whether the items
were missing due to out-of-stocks or a failure of the web scraping robots. The authors also
investigated whether the eshops in focus charged the same prices regardless of geographic

location, as they claimed, which appeared to be true.

Research by Bertolotto & Aparicio (2020) and Goolsbee & Klenow (2018) both rely
on third-party data providers. Although Bertolotto & Aparicio (2020) include a detailed
description of the data collection process, a few of their claims turned out to be misslea-
ding for a practical research, such as that the retailer assigns a unique identifier (ID) to each
good, which is constant over time. Our experience shows that the eshop's internal item ID
can hardly serve as a unique and consistent identifier (Stefl, 2022). On the other hand,
this does not diminish the value of the findings they made, as these problems were simply

outsourced, i.e., resolved by another party.

Originally, Macias & Stelmasiak (2019) retrieved data weekly since 2009, but expanded
the frequency to daily in 2017. They emphasize computing efficiency in the data retrieval
process, so they combine both a live browsing approach and web page parsing. The first
technique renders an action similar to a real-world user — a web-scraping robot directly
browses a web page and interacts with its document object model (DOM). This method
can also be used to scrape JavaScript web pages, which was unsuccessfully tackled by Bre-
ton (2015). In contrast, the web page parsing interacts with the domain only once - when
a particular website is loaded, it downloads the entire HTML code and then processes
it offline. However, it requires having all the necessary information already recorded in
HTML, which is usually not the case with JavaScript. (Zhao, 2017)

In our research endeavor, we address the issues of data collection by developing and
deploying custom web scraping robots (see Section 3.1.1). This in-house solution based
on the HTML parsing enables a complex understanding of the potential limitations and

challenges associated with the data collection methodologies we use.

2.1.2 Data processing

The Billion Prices Project further defines an efficient way of high-frequency data pro-
cessing in three general steps, including a brief description of their technological aspects:
cleaning, standardization and classification of individual records. Assuming its importan-

ce in this field, it is unsurprising that subsequent endeavors have adopted this approach.
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Breton et al. (2015) described in detail the scope and scale of data collection, mentioning
the wider range of types and locations of prices surveyed compared to traditional CPI
collection methods. For example, over 6,000 whisky price quotes per month were collec-
ted from websites, reflecting a variety of types such as single malt whiskies or blends. In
contrast, for products such as bananas, only seven prices per day were collected from each
supermarket. Web scrapers collected three key variables: product name, price, and infor-

mation about a discount, although the effect of discounts was not the focus of this paper.

Similar details were also focused on by Cavallo & Rigobon (2016), whose robots scraped
the product identification number, name, short description, brand, package size, catego-

ry information, price, and selling price when available, which are then used to correctly
classify the data.

Macias & Stelmasiak (2019) emphasize the importance of data quality, as it is not di-
flicult to achieve quantity through web scraping - in their research they obtained over
159 million quotes for 650,000 products. They fruther identify two main discrepancies
that may arise between the online price index and official CPI at the micro price level:

product classification error and product selection bias.

The first occurs when a product is incorrectly assigned to the wrong group (in the case
of the CMPI, this would be the assignment of, for example, nails to the bricks product
group), leading to a mismatch of prices and an incorrect assignment of expenditure wei-
ghts in the index. (Macias et al., 2022)

The product selection bias tends to be more subtle and results from a mismatch of pro-
duct types within the correct product group. Thus, its importance in the case of Macias
et al. (2022) only becomes apparent when trying to compare the traditional CPI with the
eCPI. The bias arises when the variety selected for the online dataset differs from the vari-

ety tracked by the statistical office, even if it is correctly classified.

On the practical side of data processing, by far the most detailed treatment of the topic
is given in Macias & Stelmasiak (2019). They use a semi-distributed database structure in
two forms — Data Lake and Time-Frequency Reduced Relational Database (eCPIDB). Raw
web-scraped data is stored in a data lake (database with no SQL language) on daily basis.
The data are then processed into monthly average prices and pulled into the eCPIDB,
which is designed for more convenient macroeconomic analysis. The eCPIDB is well
structured and allows easy and fast access, selection and classification of data. Its organi-
sed and uniform data structure facilitates forecasting exercises and other macroeconomic
applications which are then performed by Macias et al. (2022). The structure of their eCPI
system reflects the balance between accommodating large volumes of continuously inco-

ming records while maintaining the highest possible data quality.
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2.1.3 Advantages of web-scraped data

Additionally, Cavallo & Rigobon (2016) provide an overview of the benefits and draw-
backs of web-scraped data. Among other advantages, the authors mention the low cost
and possible high frequency of the near real-time data collection process, which we men-

tion first because we consider this attribute to be key.

Cavallo & Rigobon (2016) also reported that the daily frequency made it easier for them
to spot errors in the data. Our research confirms that detecting the presence of errors
is easy and potentially less impactful, as there are always enough substitute records that
can be used to impute missing prices where appropriate (see Section 3.1.2). On the other
hand, given a large amount of data, the workload for error handling becomes challenging.
Also, the high frequency - even weekly as in our case - puts a lot of demands on the speed
of repair since if an error occurs on the side of the web scraping robots and the repair does

not take place within a week, one loses two records in a row.

Another important positive feature associated with web-scraped data is that prices are
recorded from the moment a product is first offered to consumers until the end of its avai-
lability in the store, not from the moment an item in the basket disappears from stores as
in traditional data collection. Nevertheless, according to Powell et al. (2017), this is only a
theoretical advantage, because in practice it is not easy to distinguish between a real pro-
duct disappearance and a technical error of a robot performing web scraping. (Cavallo &
Rigobon, 2016)

The positive factor that Cavallo & Rigobon (2016) identify in the third place is related
to downloading - i.e., tracking - the full offerings of selected retailers. They point out that
this results in a much higher level of data cross-sectionality, so this enhanced granularity
helps to simplify any quality adjustments. This point is closely related to the possibility of
expanding the number of items in the consumption basket compared to the traditional
approach, and thus shifting from examining samples to underlying populations (Breton
et al. 2016).

One advantage of using web scraping to collect economic data that is not useful for our
work, but is worth noting for the comprehensiveness of this thesis, is the ability to execute
it remotely (Cavallo & Rigobon, 2016). To illustrate, one can analyse the data for e.g. Israel
and Taiwan from Prague in this way and be sure that the same methodology is used in

both cases.

The main disadvantage of data collected in this way, which Cavallo & Rigobon (2016)
cite as the second, is the lack of information on quantity sold, which in turn is the big-

gest advantage of scanner data. In this case, all products are treated equally regardless of
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the quantities sold, unlike traditional methods where price collectors select representative
items (Breton et al., 2016). We are reluctant to consider this feature of web-scraped data as
a disadvantage in general, as this problem can always be overcome by simply selecting the
same items as in the official consumption basket. In this case, the only difference in our
view is the origin of the individual quotations. In the case of the CMPI, we have used both
approaches and for the traditional consumption basket we have selected materials relevant
for the construction of an average family house, thus ensuring that our findings are truly

representative (see Section 3.1.2).

An undeniable, but not unsolvable problem remains a characteristic that is common to
all big data, namely the high complexity of cleaning and sorting such data. The volume of
records extracted in a raw manner usually makes it impossible to use standard cleaning
techniques at all. To illustrate, it is undoubtedly easier to properly clean and rank 500
items in a traditional consumer basket than to do the same for all 50,000 items offered by
a given eshop. (Breton et al., 2016; Macias & Stelmasiak, 2017)

2.1.4 Imputation, unit price and chained daily indices

One of the quite often mentioned characteristics of high-frequency data obtained by
web scraping is that items suddenly appear and disappear in the eshop offer (Cavallo &
Rigobon, 2016; Breton, 2015; Cavallo, 2015; Powell, 2017). This problem, if not properly
addressed, causes potential inconsistencies in the data and affects the reliability of the re-

sulting price indices (Mayhew, 2016).

An option of preventing this problem often used in the standard CPI construction is
called cell-relative imputation. This procedure assumes that the price change between the
original last missing record for a given item is the same as the average price change of all
similar items over the same period. (BLS, 2023; CZSO, 2023)

On the other hand, a simulation study by Mayhew (2016) shows that even simply rolling
over the last known price level for a given item minimizes potential imputation bias. This
finding is justified in the same study by the fact that the price of an item changes on aver-

age every 120 days.

Breton (2015) finds two other methods of constructing price indices that do not require
imputation and can be used with a large amount of underlying data, but at the expense of
being able to effectively compare the resulting indices with the traditional CPI based on a

representative consumption basket.

The unit price index is a fixed base index that calculates the average price over a certain
period (weekly or monthly). Its consumer basket includes only products with a unit price

available in all periods, i.e., items that are absent at least once are completely omitted from
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the underlying data, which significantly limits the number of prices that can be used to
calculate the index. Consequently, this model means that the index may be subject to futu-
re revisions as more data become available and products are included and excluded from
the sample. In the initial phase of our research, which covered the turbulent period after
the Russian invasion of Ukraine, we found this method to be impractical for long-term
research when the economy is going through a period of distress, as more than 6% of the

offered items we monitored disappeared from week to week. (Breton, 2015; Stefl, 2022)

In contrast, the chained daily index* is constructed from bilateral daily indices that are
chained into a continuous index. It may include a high number of prices because products
need to be sampled only for each pair of consecutive days. This method allows for more
extensive use of the data but typically involves more variability because it continuously in-
corporates new daily price information. Although this type of index may cover the entire
offer of the eshop, theoretically even the entire market, its explanatory value for practice,
similarly to the unit price index, may not be as high, because at the core both of these types

completely lack information on actual expenditure. (Breton, 2015)

Our approach to these challenges is that we compile several indices based on slightly dif-
ferent methodology inspired by both the classical method based on fixed consumer basket
and the aforementioned alternatives. We also propose a new procedure that uses adjusted

consumer basket for the chained weekly index (see Section 3.1.2).

2.2 Inflation forecasting

In 2023 alone, approximately 18,000 academic articles were published on inflation fore-
casting, representing an impressive rate of approximately two articles per hour. It would
be impossible to attempt to encompass the entire scientific literature in this area in the
following pages. Our objective is therefore more modest, namely to explore approaches to
inflation forecasting that use high-frequency data and relate them to the specifics of our

dataset.

Forecasting inflation is not straightforward in principle. Canova (2007) highlights that
forecasting inflation a year ahead proves challenging as most models struggle to out-
perform a random walk forecast, and some models even perform worse. By and large,
his work provides a comprehensive guide to macroeconomic modelling in general and

describes a wide range of appropriate models including their properties.

*)  From now on, we will refer to this term as chained weekly because we work with a weekly
frequency in our research.
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The aforementioned difficulty of inflation forecasts is further supported by the empirical
work of Atkeson & Ohanian (2001), who also find that the naive forecast — assuming that
inflation next year will be the same as last year - is remarkably difficult to surpass. Despite
using advanced econometric models based on the Phillips curve, their results show that

these models do not outperform the simpler naive forecast.

Subsequent analyses reveal that since the mid-1980s, the accuracy of forecasts using
traditional multivariate models has not improved significantly over univariate time series
models (Fisher et al., 2002). This can be attributed to changes in the behaviour of inflation,
which has become less sensitive to factors traditionally used in forecasting models such as
Phillips curve (Stock & Watson, 2006).

Faust & Wright (2013) further underscore the debates about the utility of these traditi-
onal economic relationships in forecasting. In their study, in addition to comprehensively
examining various forecasting models and methodologies, they report the important fin-
ding that subjective forecasts often outperform model-based forecasts, especially along
certain dimensions. By this they mean forecasts made by experts who have access to econo-

metric models but add expert judgment to them.

Nevertheless, it is not only the Phillips curve approach that can be used to forecast infla-
tion. A study by Boughton and Branson (1990) explores the predictive power of commo-
dity prices for forecasting inflation. They find that, historically, commodity prices can of-
ten be considered as predictors of changes in inflationary pressures due to their immediate
response to supply and demand shocks. However, they note that the link between these
prices and actual inflation can be complex and influenced by various global economic
conditions. Their conclusions suggest commodity prices can serve as useful indicators and

have some predictive power, but do not consistently outperform other forecasting models.

A substantial portion of the research papers focuses on forecasting inflation across
short- and medium-term horizons. Given the high frequency of our data, we can narrow
the scope of this literature review directly to inflation nowcasting, where relatively fewer
academic texts are available. And as Faust & Wright (2013) suggest, accurate nowcasts are
crucial for effective forecasting, because they establish the initial conditions from which
all future forecasts are projected. In other words, if the starting point (i.e., the nowcast) is

flawed, it can lead to compounding errors in short and medium term.

The concept of inflation nowcasting is relatively newer compared to national accounts
nowcasting. Angelini et al. (2008) focus on nowcasting and forecasting GDP and its com-
ponents using a dynamic factor model for real-time applications. This model integrates
both high-frequency (monthly) and low-frequency (quarterly) data to provide timely es-
timates of GDP.
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Pseudo real-time forecasting exercise for GDP nowcasting demonstrate that the models
based on high-frequency data can outperform several benchmarks, including naive fore-
casts and bridge equations. Although the high frequency in the pioneering works usually
means monthly data, it has been able to increase the accuracy and timeliness of current
GDP estimates. (Giannone et al., 2007; Angelini et al., 2008)

Monteforte & Moretti (2009) nowcast inflation using a large dataset including multiple
variables on daily frequency. As explanatory variables, they used the monthly core infla-
tion index and daily prices of commodities and financial assets, including financial deri-
vatives (e.g. HICP futures contracts). They point out that the inclusion of daily financial
data significantly improves the accuracy of inflation forecasting compared to models that

use only monthly data.

The use of daily data in inflation estimation can improve not only the performance of
the model at the current horizon (nowcasting), but also increase its forecasting accuracy
up to one year ahead. The most notable improvements were in the forecasts of the most
volatile variables, especially the energy component of inflation, which is often affected by

high-frequency price changes. (Modugno, 2011)

As shown by Knotek & Zaman (2015), it is not necessary to use an exhaustive number of
variables to increase model accuracy. To inform their nowcasting model, they use a relati-
vely small set of data series. Such a resulting model frequently outperforms the estimates
of professional forecasters and consensus surveys, especially when more data is available

over the course of a month.

In this respect, the use of web-scraped data is essential, as it is available almost immedia-
tely after it is collected and thus provides an instant view of the market. In their compre-
hensive study, Bertolotto & Aparicio (2020) show that forecasts using online price indices
consistently outperform forecasts based on traditional methods, including professional
surveys such as the Bloomberg survey of forecasters. They conclude that online indices
often predict changes in the consumer price index and provide an early signal of changes
in inflation trends, which could revolutionize traditional approaches by incorporating hi-

gh-frequency, real-time data into economic models.

Macias et al. (2022) also report positive findings on the use of web-scraped data for
nowcasting the official CPI. Their framework outperforms various other approaches, in-
cluding traditional and judgmental methods, and they find that the accuracy of nowcasts
increases with the volume of online data. In addition, the prediction quality of their model
improved substantially compared to other methods during the covid-19 pandemic, de-
monstrating the robustness and adaptability of their approach at a time when traditional

data collection methods can be disrupted.
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2.2.1 CMPI estimation

In our research, we conduct two different forecasting excercies. Before estimating the
official index using the CMPI (see Section 4.3), we first estimate the CMPI itself. To this
end, we use three different forecasting approaches: autoregression (i.e., using itself), throu-
gh exogenous variables (i.e., commodity prices), and also by synthesizing both ways (see
Section 4.2).

Univariate forecasting

The use of the models based on the autoregression is a cornerstone of statistical time
series analysis and forecasting (Canova, 2007). We build our autoregressive models on the
work of Meyler et al. (1998), which examines in detail the use of autoregressive integrated
moving average (ARIMA) models to forecast inflation in Ireland. The authors concluded
that while ARIMA models are useful for short-term inflation forecasting and generally
perform well relative to more complex models, they are inherently backward-looking and
may not effectively predict inflation turning points or changes in inflation. One should
add that Meyler et al. (1998) do not focus on producer prices but use consumer prices
captured in the HICP.

In contrast, Tang et al. (2019) primarily focus on estimating producer prices, but their
research uses the ARIMA model only as a complement. The authors formulates a sophi-
sticated hybrid forecasting model integrating fuzzy information granulation with genetic
algorithm-support vector regression and ARIMA. They consider this method to be parti-
cularly useful for handling non-linear relationships in data, while ARIMA, in their view,

effectively handles linear aspects and also provides a comprehensive forecasting tool.

In our research, in addition to the ARIMA model, we develop competing multivariate
ARIMAX model (an ARIMA model with exogenous variables) incorporating commodity
prices, and then compare these approaches. Similarly, we use ARIMAX in the subsequent
nowecasting of the official MIPI with CMPI as the external regressor.

Multivariate forecasting

The link between commodity prices and inflation has been confirmed to a greater or
lesser extent in many academic papers since the 1980s (Bosworth & Lawrence, 1982;
Beckerman & Jenkinson, 1986; Durand & Blondal, 1988). Although these papers exa-
mine data with monthly frequency and focus primarily on consumer prices, many of the
methods used and findings are relevant to our research.

Part of our methodological approach (e.g., assigning weights to explanatory variables)
is similar to the framework put forward by Boughton & Brenson (1990), who examine

the potential of commodity prices to predict inflation in G7 countries. Compared to the
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authors, however, we contribute by working with a significantly higher frequency of data,
and we also focus on estimating producer prices, where the link to commodity prices is

more straightforward than for consumer prices.

The work of Boughton and Brenson (1990), which uses a dynamic model in which com-
modities are treated as either final goods or inputs, confirms the qualitative relationship
between commodity prices and consumer price inflation, with commodity price cycles
often preceding consumer price cycles. However, the authors generally find the quantita-
tive links between commodity prices and inflation weak and volatile, which reduces the

reliability of commodity prices as accurate predictors of inflation.

A more recent study by Hobijn (2008) examines the impact of commodity price fluctua-
tions on US inflation, focusing on the personal consumption expenditure (PCE) index.
This analysis covers the period from June 2006 to June 2008, which is shorter than our
research time frame. Interestingly, this period was characterized by significant increases
in commodity prices, especially grain and oil, which is also true for the time period we
analyze (i.e., October 2021 to June 2024). The paper does not deal specifically with infla-
tion forecasting, but concludes that while commodity prices do affect some sectors of the
economy, their impact on broader measures of inflation, such as the core PCE index, is
limited. Nevertheless, the methodology of quantifying the impact of individual commo-
dities on price level changes to assess the importance of commodity prices in relation to

producer prices is useful for our paper.

Ajmera et al. (2012) extend previous research by Hobijn (2008) to a wider range of com-
modities and a longer time frame. Again, their work does not focus on inflation estimati-
on, but confirms earlier findings, namely that while commodity prices significantly affect
some sectors of the CPI, their impact on the overall inflation rate is limited. These papers
further motivate our investigation of the impact of commodity prices on the price level in

the producer market, which can be seen as a certain segment of the overall market.

To the best of our knowledge, the use of commodity prices as explanatory variables for
inflation with higher than monthly frequency has so far been examined only by Modugno
(2011). In the area of econometric modeling, our methodology for estimating the CMPI
via commodity prices is based on the nowcasting and forecasting techniques defined in

this paper for inflation analysis.

Modugno (2011) includes weekly and daily data such as weekly Eurozone oil price stati-
stics and weekly US retail gasoline and diesel prices, along with daily commodity prices on
world markets. In this paper, a dynamic factor model is proposed to handle large amount
of exogenous variables. This model captures latent factors from observable data that re-

present underlying economic trends and cycles affecting inflation. These factors summa-
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rise information contained in multiple data series, thereby reducing model complexity.
By capturing common movements across different series, the factor model simplifies the
data structure without losing essential information and prevents overfitting. Moreover,
this formulation of the model allows for the inclusion of missing observations, which is

common in real-time datasets where not all variables are observed at every point in time.

The research by Modugno (2011) aims to explain the official index, which is updated
with a monthly frequency, using data with a higher frequency. Therefore, the model pa-
rameters are estimated using a maximum likelihood method adapted to handle mixed
frequency data sets. This method is robust to the presence of missing data and can be

dynamically updated as new data become available.

In contrast, in our research, we compile our own weekly price index (CMPI), which is
already high-frequency itself compared to the official indices. In explaining the CMPI
through commodity prices, we do not have to adhere too strictly to that methodology (see
Section 4.2). Its relevance for our research will only come into play when trying to estima-

te the official producer price index (see Section 4.3).

2.2.2 Ofhcial indices estimation

The second objective of our forecasting endeavor is devoted to explaining official pro-
ducer price indices using our CMPI. Unlike the estimation of the CMPI itself, where we
predominantly regress the weekly index on weekly data, the official indices are published

monthly at best, creating a frequency mismatch that itself requires different methods.

Bertolotto & Aparicio (2020) use vector autoregression (VAR) models to analyse the
dynamic response of CPI inflation to shocks in internet price indices. They perform fo-
recasts at one, two and three month horizons using online price indices. These models
outperform traditional benchmarks such as AR(1) model,*) random walk and Phillips

curve models.

Macias et al. (2022) use the ARMA model adjusted for seasonality and augmented with
exogenous variables (SARMAX) as a basic approach to forecast food inflation using inter-
net price data. They use a recursive strategy to continuously update their forecasts as new
data becomes available. This recursive approach is key to integrating the latest information

and maintaining the accuracy of their real-time nowcasting model.

Powell et al. (2017) use a state space model that is inherently suitable for integrating data

with mixed frequencies. This type of model allows them to model daily data while produ-

*)  Autoregressive model, where the explained variable depends on the value immediately prece-
ding the current value.
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cing estimates that are consistent with the monthly frequency of CPI measurements. Their
model conceptualizes two parallel processes of inflation — one based on traditional survey
data and the other on data obtained from websites. Inflation estimates from both sources
are modeled to interact, which increases the robustness of inflation forecasts. Further-
more, their work also introduces a sequential learning algorithm for updating inflation

estimates.

Monteforte & Moretti (2009) use MIDAS (Mixed Data Sampling) regression models to
integrate daily financial data with monthly core inflation indices. They do not use web-de-
rived data for their estimates. Instead, their model includes both high-frequency financial
variables (in our case, CMPI or commodity prices) and lower-frequency economic vari-
ables in the same regression framework. MIDAS models are equipped to handle the time
mismatch between these types of data without having to aggregate the higher frequency
data to the lower frequency data. They construct a monthly core inflation index using a
generalized dynamic factor model (GDFM) that extracts common predictive factors from
alarge set of macroeconomic variables. This model captures medium to long-run inflation

dynamics.

Macias et al. (2022) argue against MIDAS models despite their recent popularity becau-
se they often use nonlinear weighting schemes to integrate variables with mixed frequen-
cies. While this method of incorporating daily data through polynomial lag structures is
clearly effective for capturing dynamics in models that include high frequency variables, it
is not consistent with the direct arithmetic averaging used in the official CPI calculation.
Therefore, they first aggregate the daily data into a monthly index, which then enters the

models.

2.3 Contribution

One of the main innovations of this thesis is the effective use of unstructured big data
obtained from the web, which becomes a valuable input for economic forecasting. As
described in the previous sections, this effort is not entirely new in itself, but put in con-

text, our work extends existing knowledge in multiple ways.

To the best of our knowledge, compiling producer price indices using web-scraped data
has not yet been performed, as all previous work has focused on CPI inflation (Cavallo &
Rigobon, 2016; Breton et al., 2016; Powell et al., 2017; Bertolotto & Aparicio, 2020; Macias
et al., 2022). Improving the measurement and predictability of producer prices naturally
contributes to efficient monetary policy decision-making, but can also help the business

sector when it comes to budgeting, e.g. for construction projects.
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Similarly, no such research has yet been conducted in Czechia, even if we extend the
scope from producer prices to consumer prices. Therefore, this thesis presents a unique
study of the period covering the recovery from the covid-19 pandemic and the impact of
the Russian invasion of Ukraine on the price level in this Central European open econo-

my, when even the official indices were well off their long-term averages.

In this area, high-frequency data have so far been used to model official indices with
lower frequency. This paper provides the reader with a first look at explaining the high-
-frequency index (CMPI) using high-frequency commodity price data. We examine the
efficiency and usefulness of such forecasting efforts by putting the results in the context of

new forecasts of official price indices.

We go beyond previous attempts to explain CPI inflation through commodity prices,
which have provided rather inconclusive results in the case of the general inflation rate
(Bosworth & Lawrence, 1982; Beckerman & Jenkinson, 1986; Durand & Blondal, 1988;
Boughton & Brenson, 1990), by linking it to PPI inflation.

But perhaps the biggest contribution of the thesis is the use of high-frequency web-scra-
ped data to nowcast the official price index (MIPI), demonstrating that higher accuracy

can be achieved as a result.



Chapter 3

Methodology

At its core, the research can be divided into two parts: data collection and the mode-
ling of producer prices. This section adheres to this structure and describes the process
of compiling price indices from web-scraped data and the econometric methods behind
effective forecasts. The first part extends the insights gained during our previous research
(Stefl, 2022) and takes the methods used to a more automated and standardized level. Sub-
sequently, the second part builds upon the data assembled in the initial phase, leveraging

it for further analysis and application.

3.1 Construction Materials Price Index

For the objectives of our research, we produced the Construction Materials Price Index
(CMPI). This weekly index is derived from data systematically collected via web scraping
from the websites of the three biggest online resellers of the construction materials in the
Czech republic. Data collection at a reliable level started on 3 October 2021 after a prepa-
ratory period of about three months. By the conclusion of the project on 30 June 2024, this

initiative yielded 144 observations spanning a period of 33 months.

3.1.1 Data processing

The data collection process begins with web scraping,” which is essentially an automated
method of extracting data from websites. There are several approaches, for the eshops we

focused on, Python along with the Beautiful Soup package proved to be the most effective.

*)  Principles of web scraping are explained in detail in our previous work (Stefl, 2022).



3. Methodology 32

Every Sunday, the web-scraping robots automatically download the complete content of
the three building material retailers’ e-shops. The predefined data frame is the same for all
eshops and includes the following fields in addition to system fields such as observation
date or shop name: item name, item URL, parent groups (at three levels), item ID, price,
discount if any, and availability. Although these data files are seemingly the same for every
eshop, this is only partially true. The system of each website is different, so item names and

item groups do not match and the final output of web scraping is not structured without

CMPI calculation system
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Figure 1 shows the CMPI derivation steps from data collection to the final index itself. The process
takes place every week (except for the imputation, which is not necessary every time). Data collecti-
on and manual checks are the most time-consuming procedures, but the entire system is completed
in less than four hours on average.
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further data cleaning. But even the raw data stored in this data lake can be used for a lot
of interesting research that is not necessarily directly related to inflation (Liinnemann
& Wintr, 2006). Due to the immense amount of data collected in this way (see Table 1),
downstream processes take place in SQL, where the main goal of the cleaning process is to

distill a structured database which can easily be used for our research.

In the semi-automated sorting process, each item is first tagged with a CMPI ID that
assigns the item a place in a unified four-level item group system, regardless of which
eshop it was downloaded from (Stefl, 2022). After a series of validation mechanisms in
this way, a structured panel database of all items from all eshops over the entire research

period is created.

CMPI database

The data is stored in a relational database because the amount of data collected would
make it impractical to process it in any other way. Over the 11 quarters covered by the

project, more than 12 million unique records were collected.

Summary of CMPI database content

# of prices per week

Eshop # of products # of observed prices (AVG)
Dek 115,371 9,425,245 65,453
Pro-Doma 16,194 1,464,578 10,241
Izomat 20,101 1,832,487 12,725
Total 151,666 12,722,310 88,419

Table 1 provides a comprehensive summary of the data web-scraped from the websites we focusesd
on from October 2021 to June 2024. The figures refer to the cleaned database and therefore only
show distinct records.

The CMPI database contains the full offer of construction materials listed on the selec-
ted eshops. However, this is not the entire offer of these eshops, as some of them contain a
wider range of products, such as smart home appliances, workwear or cleaning products.
These items, which are clearly outside the scope of our research, were avoided as far as po-

ssible in our data collection as they would only artificially increase the size of the database.

Although automated cleansing processes aim to keep the data stored in the database
consistent, they may not be robust enough for such large data. Therefore, all important
fields such as item classification or packaging size are also checked manually for items

selected for the consumer basket.



3. Methodology 34

Given the amount of data in the database, aggregate information on price dynamics are
only a guide to movements within the consumption basket, which is relevant for our re-
search in the first place. The average time we observe an item is 92 weeks in the adjusted
data (i.e., not including outliers such as items that only appeared for one week, etc.) and on

these items the price remains unchanged for an average of 30 weeks (see Table 2).

Price dynamics of the CMPI database

mean # of median # of mean # of median # of

Eshop weeks a price weeks a price weeks a price weeks a price

is observed is observed is unchanged is unchanged
Dek 91 80 31 24
Pro-Doma 91 101 24 19
Izomat 93 109 29 26
Average 92 87 30 24

Table 2 summarizes the price dynamics of the cleaned data accross the three eshops. The compa-
rison shows that the shortest item appearance time is found at Dek, which also offers on average
more than five times more items than the other eshops. This is a summary of the entire database, the
values are different for the consumption basket, which is the primary basis of our research.

3.1.2 CMPI compilation

We refer to the core index of our research as the Construction Materials Price Index
(CMPI). For its calculation, we closely follow the official methodology established by the
CZSO, with a few justified deviations, which are described in the following lines. The
CMPI aims to be a proxy for the official Price Index of Material Inputs to Construction
Work (MIPI) published monthly by the CZSO. In addition to this standard producer pri-
ce index, we compare the official index with several alternative unweighted indices, for

example using the Jevons approach.

First, 600 items are selected from the cleaned data into a predefined basket of goods for
each eshop separately (i.e., 1,800 items for three eshops). Following the methodology of
Stefl (2022), the weights of the items are set to create a basket of building material goods
that would be needed for the construction of a typical single-family house. This selection
does not exactly match the goods selected by the CZSO which may cause a possible pro-
duct selection bias. Since the official methodology collects prices via surveys by contracted
construction works, given the different primary data source, we do not try to circumvent

this potential disparity in the input, but account for it in the following analyses to mini-
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mize its impact. Furthermore, before the CMPI itself is produced, the resulting dataset
of 1,800 items is partially manually checked to ensure consistency of data points across
all periods. This check proved essential during the research to avoid product classification
error. Despite the advances, we have not been able to replace this manual check with a
fully automated process and, together with Macias et al. (2022), we consider this area as a

suitable application of machine learning.

These three indices based on the same consumer basket are then combined into a final
CMPI using the arithmetic mean. This approach allows us to see the data at a further level
of detail so that we can compare price trends across individual stores. On the other hand,
this is an extra step compared to the official methodology, which works with monthly
questionnaires sent to construction companies. However, the CZSO also averages these
individual surveys, so we consider our approach to be similarly representative, as it tries

to cover as large an area of the market as possible.

Index calculation

After processing the structured data, the index calculation is fairly straightforward. In
line with the CZSO methodology, we use a Laspeyres approach to obtain the CMPI, i.e.,
we keep the consumption basket fixed and revalue it in each period as described above.

The resulting index formula can therefore be expressed as

> (3.1)

where g, denotes the quantity of an item i in the base period, p, its initial price and p_
its price at the n-th period (Mankiw, 1997). We report the individual quantities and their
associated constant base period weights p, g, in Appendix C.

Missing items

The trade-off between data quantity and data quality obviously shifts to data quantity for
web-scraped data by definition as we can instantly collect huge amounts of information,
but at the quality specified by the respective website. In addition to sorting into the co-
rrect categories, the cleaning and sorting processes are also supposed to resolve allegedly
missing records, which occur when an e-shop changes, for example, the name or internal
code of an item, and it then falsly appears to be completely new. The importance of proper
data processing mechanisms is thus evidenced in our research by the fact that the propor-

tion of missing price quotes drops from 24% to 7% after cleaning.

Although the intensive sorting processes create a structured dataset, they cannot resolve

all missing records. The remaining 7% is either due to the failure of web-scraping robots,
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or simply because the item is actually missing from the e-shop's offer at that point of time.
To ensure the consistency of the index calculation, these two cases need to be handled by
different methods.

In the first mentioned case, if there is an error in scraping from the web, according to the
methodology presented by Stefl (2022), a delay of up to three days is considered negligible,
because prices usually change every 30 weeks (see Table 2), so such a delay is negligible.
If the problem persists for more than three days, the website is scraped again in the next
scheduled week. In nearly three years of research, all software problems that have occu-
rred have been minor and have been resolved within the three-day limit, so a contingency

plan for longer delays has never really been needed.

If an item is missing because it was actually unavailable at the time, we follow the offi-
cial methodology and switch to imputed prices. The ideal solution is to find a substitute
product that matches the original in key aspects such as size, price and performance, and
differs only in less important features such as colour or manufacturer. This helps main-
tain consistency in data quality. If no suitable substitute can be found, a ratio imputation

method is used using the geometric mean of the growth, which can be expressed as

(3.2)

This method calculates growth rates based on comparable items within the same produ-
ct category to minimize bias in the price index. This approach continues until either the
original item is available again or an appropriate replacement is found, with a preference

for actual data over imputed values whenever possible.

Alternative indices

In addition to the CMPI, which follows the official CZSO methodology as far as it is
possible with web-scraped data, we compile two alternative indices that are not primarily
based on the consumer basket. We outlined the procedure for constructing them in the
appendix of a previous work (Stefl, 2022), where in addition to a naive but easily produci-
ble indicator, which we called the unsorted mean index, we also introduced the unit price
and chained weekly index. Unlike our core CMPI, the methodology of which was introdu-
ced in the previous lines and is based on the Laspeyres approach, these two are based on
the Jevons methodology. Like Breton (2022), we will refer to the unit price index as fixed-
-based Jevons (CMPL, ) and the chained weekly index as chained bilateral Jevons (CMPI
for the sake of clarity.

chain)
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Both indices neglect the quantity of items consumed and therefore abstract from the
weighting system. While this is not at all representative for standard data collection, for
the web-scraped data, where we are able to collect the entire offer of an e-shop - in theory
the entire market — such indices answer the question of what is the expected inflation of a
randomly selected good. As their names suggest, both are based on the Jevons approach,

which can be generalized as a geometric mean of price changes of individual items

(3.3)

The chained bilateral Jevons index compares the weekly peers for all items from the clea-
ned data (i.e., all outliers are omitted) and uses all the feasible web-scraped data. On the
contrary, the fixed-based Jevons index limits the number of items as it only counts items

that occurred during the entire research period.

Despite their very different meaning compared to the official indices, both CMPI, _and
CMPIL_ represent a viable option to produce a price index free of any imputation bias or
product classification errors and also do not suffer from weight changes in the consump-

tion basket.

Evaluation of indices

A comparison of the CMPI, the unweighted indices and the official MIPI is shown in
Figure 2. Similar to Macias et al. (2022), the unweighted indices also provide only a weak
approximation of the official index in the case of producer prices, as they both significa-
ntly understate the MIPI.

For most of the time, the CMPI performs very well under the MIPI overlay, with the
exception of the period at the turn of 2022 and 2023. We attribute this one-off difference,
which affects the overall inflation rate for building materials, especially when expressed in
base terms, to the change in the weighting system in the CZSO methodology from January
2023.

In addition to the Pearson correlation coefficient, to quantify the similarity, and therefo-
re to assess the usefulness of the index, we use the root mean square error (RMSE), which

is defined as
(3.4)

We also use the same metric to evaluate the performance of our nowcasting exercise in
the following sections. For our purposes, it is particularly useful because it gives relatively
large weight to large errors due to the square of each term, which means that large errors

have a disproportionately large effect on the RMSE. Thus, the RMSE is sensitive to outliers.
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A comparison of these three indices with the official MIPI is shown in Figure 2. Contra-
ry to expectations, unweighted indices performed well in addition to the standard CMPI
and, according to the above criteria, the averaged monthly CMPI, _even outperformed
the CMPI in fitting the MIPI without considering lags. The proximity of the unweighted

Jevons indices to the Laspeyres indices with a fixed-base consumption basket represents a

Performance of alternative CMPI indices compared to MIPI

Chained bilateral Jevons Chained bilateral Jevons

CMPL, CMPL,

Fixed-based Jevons Fixed-based Jevons

CMPI,_

Laspeyres Laspeyres

CMPI

CMPI

Figure 2 shows a comparison of the official MIPI and the three versions of the CMPI (all as month-
, CMPIL )
and the last row studies the CMPI compiled according to the Laspeyres approach. The left column

-on-month indices). The first two rows compare the unweighted Jevons indices (CMPI

chain

tracks weekly dynamics, while the right column tracks monthly dynamics of the averaged indices.
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different finding than that reported by Macias et al. (2022) for the CPI. This suggests that
for less complex price indices, such as producer prices index components, the unweigh-
ted framework may work reasonably well. Given the considerably simpler complexity of
compiling such an index, which does not involve cleaning and theoretically may not need
the sorting process, these types of indices are worth pursuing in any follow-up research

for their overall evaluation.

Exploring the relationship between the official MIPI and our CMPI begins with the
question of proper temporal overlap. Assuming that the indices are published two weeks
after the end of the reference period, we can conclude that the CMPI level obtained in the
week of publication is exactly one month ahead of the official monthly index. This finding
is supported by the highest value of the correlation coefficient and the lowest RMSE for
overlapping MIPI and CMPI with a one-month lag.

CMPI fitting performance of official index

correlation

Index framework with MIPI RMSE
Laspeyres (CMPI) 0.93 0.43
fixed-based Jevons (CMPI ) 0.85 0.62

chained bilateral Jevons (CMPI, ) 0.84 0.63

chain

Table 3 shows the correlation of each type of CMPI with the official MIPI and the associated root
mean square error (RMSE). Contrary to expectation, both Jevons-type indices show a surprisingly
good ability to fit the official index. However, the Laspeyres approach outperforms both, confir-
ming the role of CMPI as a pivotal indicator for our nowcasting research.

With this assumption, by studying month-on-month inflation, the simple correlation
between the MIPI and the worst-fit Jevons-type index CMPI, . reaches 0.84, and the
RMSE is equal to 0.63 p.p. in this case. For comparison, the best-fit online index in Macias
et al. (2022) showed the same correlation (0.77) and an RMSE of 0.50 p.p. However, we
should also add that their research covered a time period three times longer than ours, so

the comparison is only indicative.

Although the differences between the Jevons and Laspeyres index types are very small in
the overall context, the Laspeyres-type CMPI still performed best in matching the MIP],
thus confirming its role as a key index for our research. The joint correlation amounts to
0.93 and the RMSE equals 0.43 p.p. in this case.
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3.2 Data for explanatory variables

At a basic level, the data we use for our research can be divided into three data sets. In
addition to the CMPI, the compilation of which is described in Section 3.1, and the official
CZSO indices, we selected 11 energy or material commodities to study the interdepen-

dence of producer prices.

By their very nature, most of these variables are strongly interconnected, since, for exam-
ple, petrol and diesel are derived from oil, as well as oil and natural gas are imported to
the Czech Republic mainly from the same countries and their price has skyrocketed after
the Russian invasion of Ukraine in 2022, which is also true for electricity, etc. Data on ma-
terial commodities were obtained through the Refinitive Eikon Datastream application,*
and electricity prices related to the Czech market were extracted from Power Exchange

Central Europe.**

Having obtained a set of daily price quotes, we calculated the intraday differences, which
were then aggregated and properly linked to the CMPI. Given that CMPI data collection
began in October 2021, we study the dataset of explanatory variables from January 2021

onwards to allow for lagged effects analysis.

We also considered the datasets used by Modugno (2011), which included high-frequen-
cy data sources such as the Weekly Commission Oil Bulletin Price Statistics, Weekly Retail
Gasoline and Diesel Prices. We ultimately chose to rely solely on price quotes from com-
modity exchanges, i.e., on primary data, which is more in line with the actual nature of the

web-scraped data.

The list of these variables includes: electricity, crude oil (Brent), crude oil (WTI), pe-
trol, diesel, natural gas, aluminium, copper, iron ore, lumber, steel. In addition to data
availability and frequency, expected dependencies played a role in the initial selection of

commodities.

The cost of electricity directly affects the cost of domestic production of all building
materials, which should impact the overall price level. Brent and WTI crude oil are both
main indicators of world oil prices, which affect the cost of fuel required for transport and
machinery used in the production of building materials. However, in addition to its use in
transport, it is also a primary raw material for the production of plastic materials that can
be imported into the Czech Republic, which is why we include the price of WTI crude oil,

although Brent crude oil should be more relevant for the Czech Republic in other aspects.

¥ https://www.refinitiv.com/en/products/datastream-macroeconomic-analysis

**  https://pxe.cz/cs/derivatovy-trh/elektrina



3. Methodology 41

Petrol and diesel are crucial for transport logistics, not only in the building materials
supply chain, and affect the total cost of delivery. In this case we use prices relevant for
the Czech Republic. Natural gas is often used as a primary energy source in manufactu-
ring processes, including the production of materials such as glass and bricks. Moreover,
like other energy commodities, its prices have experienced turbulent developments in the
period under review following the Russian invasion of Ukraine. Aluminium, copper, iron
ore, steel are all metals used as basic raw materials directly in the construction industry.
The same is true for lumber, where the price of wood as a basic building material affects a

significant proportion of building materials, especially roofs and floors.

Summary statistics of week-on-week changes of variables

Variable Mean SD Median Min Max  Skewness  Kurtosis
CMPI 0.09 0.45 8.6:10°° -0.75 1.81 1.97 8.15
Aluminum -0.06 2.95 -0.17 -7.26 10.57 0.44 4.04
Copper 0.06 2.58 0.21 -6.39 8.05 0.30 4.06
Crude Oil Brent 0.15 4.01 0.30 -9.93 15.17 0.18 4.45
Crude Oil WTI 0.17 4.31 0.42 -10.63 18.78 0.31 491
Diesel 0.13 2.49 -0.15 -4.55 19.14 3.75 27.25
Electricity 0.36 9.74 -0.59  -41.69 51.32 0.62 10.02
Iron Ore 0.00 3.92 0.13 -20.03 10.50 -0.96 7.45
Lumber 0.02 7.09 -0.97 -22.96 29.03 0.82 5.93
Natural Gas 0.41 9.62 -0.47 -40.94 29.03 -0.03 6.43
Petrol 0.10 1.98 -0.02 -5.04 14.10 2.84 20.69
Steel -0.45 5.35 -0.92 -11.94 30.35 1.77 10.76

Table 4 presents a comprehensive statistical analysis of various commodities and their comparison
with the CMPI. The very low median of the CMPI, contrasted with its standard deviation and the
range of minimum and maximum values, suggests a distribution where price changes are usually
small but can sometimes be significant. Notably, Diesel and Petrol show significantly high kurtosis
(27.25 and 20.69), indicating considerable occurrence of outliers.

In addition to these commodity prices, we also decided to examine the impact of the
CNB repo rate, which we obtained directly from its website.*) However, due to the high
frequency of CMPI data and commodity prices, it has not proven to have a positive impact

on the goodness of fit of the models (see Section 4.2).

*)  https://www.cnb.cz/en/faq/How-has-the-CNB-two-week-repo-rate-changed-over-time
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3.3 CMPI estimation

This section summarizes the theory of econometric models used in our research. In
addition to the autoregressive integrated moving average (ARIMA) model that we use for
the estimation of our CMPI by itself, we also present here its extension with exogenous
variables (ARIMAX) and the vector autoregressive (VAR) models. We use the latter two
models to estimate the CMPI through the additional commodity variables introduced in
the previous section. Besides introducing the individual models, we also add a descripti-
on of a framework for assessing the implications of the different variables and the model

evaluation criteria.

3.3.1 ARIMA model

In an effort to estimate the CMPI, ARIMA models represent the cornerstone of our
endeavor. This set of statistical models is primarily used for single, univariate time series
data that show signs of non-stationarity. It contains three key components: autoregressive
(AR), differential (I - for integrated) and moving average (MA). In essence, ARIMA can
be considered the most general category of models explaining time series that are or can

be converted to stationary.

For completeness, let us define the corresponding argument for each of the listed com-

ponents:
« p - the number of autoregressive terms (lag degree),
o d - the number of nonseasonal differences required for achieving stationarity, and
» g - the number of lagged prediction errors.

The autoregressive component explains the selected variable by its own lagged values. Its
simplest version for p = 1 is the ARIMA(1, 0, 0). This is also known as the AR(1) model,
which covers a one-period delay, i.e., in this case the previous observation explains the

following, according to the equation
, (3.5)

where ¢ is a constant, ¢ stands for the slope coefficient quantifying the influence of the

lagged value Y_ and €, is the error term.

The general formula for the autoregressive process of a p-th degree can be defined as
> (3.6)

where Y, is the explained variable, c is a constant, ¢, stands for the slope coefficient of i-th

lagged Y and €, is the error term.
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The differencing component proves its strengths when the model has to deal with non-
-stationary data. A time series is considered stationary if its statistical properties, namely
the mean and variance, do not change over time. This means that a stationary time series
does not follow a trend, fluctuates with a consistent magnitude around its mean and shows
reliable cyclical patterns over time. The simplest differencing model suitable for non-sta-
tionary data with d = 1 is ARIMA(0, 1, 0), which essentially is a random walk model with

a prediction equation expressed as

(3.7)

b

with all symbols keeping the same meaning as in previous two equations.

In this context, a time series can generally be thought of as a mixture of signal and noise.
Signal can represent underlying patterns such as trends, oscillations or seasonal effects,
while noise is by definition random and unpredictable, as captured in the equation 3.7.
The ARIMA model essentially acts as a filter that separates the signal from the noise and

uses the filtered signal to predict future values.

To this end, non-stationary data can be converted to stationary data by differencing, the

first stage of which is essentially a subtraction of adjacent values according to the formula
(3.8)

For the second stage of differencing we obtain the formula
(3.9)

This process can continue and differencing operator A can be generalized for higher

degrees in the backward shift operator B as

(3.10)

b

where k is the number of periods the time-series is shifted backward.

The moving average component, represented by the parameter g, involves expressing the
time series as a function of its past error terms, which essentially captures the persistent
effects of past shocks that were not captured by the autoregressive part of the model. The

general formula for its g-th degree can be written as
, (3.11)

where Y is the explained variable, c is a constant (or the mean of the series), 6, stands
for the slope coefficient of i-th MA term, indicating the impact of the error terms from
i periods ago on the current value and €, is the error term at time ¢, representing white

noise with a mean of zero and a constant variance.
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ARIMA models are widely used in time series forecasting due to their flexibility and
robustness, but like any model they have their strengths and weaknesses. Their greatest
strength is perhaps their versatility and comprehensiveness, as they can handle a wide
range of time series, whether seasonal or non-seasonal, and can capture both the moment
and mean reversion characteristics of the data, making them effective for both short-term

and long-term estimation.

One of the main limitations of ARIMA models is the need for the data to be stationary.
This often requires transformations such as differencing (which can be handled directly
through the model settings), logarithming or detrending, which can complicate the model
building process and interpretation of results. Thus, their introduction must be preceded

by statistical testing of the underlying data, which we describe in the following sections.

A fundamental flaw for some cases is that ARIMA models are based primarily on the as-
sumption that future patterns will replicate past patterns. This may limit their effectiveness
in situations where the time series is affected by new factors or structural changes that are
not accounted for by historical data. However, extended versions such as ARIMAX can

address this by augmenting the model with exogenous variables.

3.3.2 ARIMAX model

The ARIMAX (Autoregressive Integrated Moving Average with eXogenous variables)
model is an extension of the traditional ARIMA model that includes external or inde-
pendent variables in the forecasting equation. This modification makes it possible to ad-
dress some of the limitations of the standard ARIMA model, in particular its inability to
incorporate influences outside the forecast data set. Since the CMPI data contain their
week-on-week representation, the time series is already naturally differenced, and adding
selected commodities as exogenous variables is sufficient to increase the forecast accuracy
of the model.

In general form, the formula of the ARIMAX model can be formulated using equations

3.6 and 3.11 as follows

, (3.12)

where besides the already introduced AR and MA components, we add a component for r
external variables, with coefficients 8. The equation can be altered using the equation 3.10

for backward shift operator as

(3.13)
where (1 - B)‘Y, represents the d-th difference of the series Y.
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Although the inclusion of external variables can solve the aforementioned weakness of
ARIMA models, which occurs when the regressand cannot be explained by itself, it is

associated with three additional challenges.

Clearly, the complexity of model selection and calibration increases. Determining which
external factors to include and determining their lagged effects can be demanding and

requires a deep understanding of the model and the domain.

As the number of estimated parameters rises, the risk of overfitting increases, especially
if the sample size is not large enough or the selected exogenous variables are not truly

predictive of movements in the dependent variable.

Moreover, the efficiency of the ARIMAX model depends largely on the availability and
quality of data for both the dependent series and the exogenous variables. Any inconsi-
stencies in the data or missing values can significantly degrade the performance of the
model. While the latter is not a problem for our model because we use cleaning and im-
putation methods to prevent data inconsistency (see Section 3.1.2), the first two issues

need to be overcome when fitting the model.

3.3.3 Dynamic factor model

One way to reduce the dimensionality of our model with commodity prices is to use a
dynamic factor model (DFM). The connection between individual commodity time series
and inflation itself is complex and assessing their importance for the ARIMAX model is

not always straightforward.

Dynamic factor models are designed to explain differences between multiple interre-
lated time series through a few unobserved common factors and possibly some idiosyn-
cratic terms. These models assume that many time series can be controlled by a smaller
number of hidden factors that capture the common variability of the data. This makes it
easier to analyze and interpret the underlying dynamics, but at the cost of computational
intenstity. Dynamic factor models are usually more complex and computationally deman-
ding because unobserved factors need to be distilled from large datasets and estimated
individually.

The basic interpretation of the dynamic factor model can be written as
) (3.14)

where Y, is an n x 1 vector of observed time series at time ¢, A is an n X r matrix of factor
loadings, which maps each factor onto the observed time series, F, is an r x 1 vector of
common latent factors at time and €,is an 7 x 1 vector of idiosyncratic errors for each time

series at time .
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The vector of unobserved components F, can also include the autoregressive dynamics,

which can be expressed as
, (3.15)

where @ represents the autoregressive coefficient matrix and #,is the vector of shocks or

factor changes at time ¢, which are usually assumed to be white noise.

3.3.4 Granger causality test

Assuming that we include more than ten variables in the models, it is crucial to deter-
mine whether the selected exogenous variables actually provide predictive information
for the dependent time series beyond what is already available from the series' own past
values. To do this, we use the Granger causality test, which is a statistical hypothesis test
based on the principle that if variable X provides statistically significant information that

helps predict future values of the variable Y, then X is said to Granger-cause Y.

It is important to note that Granger causality does not imply true causality in the sense of
real dependencies. Instead, it suggests predictability, i.e., if knowing the values of X helps
predict Y better than merely knowing past values of Y. There may always be another hid-

den relationship that affects both X and Y, or it may involve a spurious correlation.

The process of testing involves estimating two models. The restricted version explains

the regressand Y only on its own lagged values as

) (3.16)

while the unrestricted model includes also the past values of X:

(3.17)

The null hypothesis states that if the coefficients y, of the lagged values of X are zero for
all 4, X does not Granger-cause Y. But if at least one of these coefficients is non-zero, the

alternative hypothesis implying Granger causality between X and Y holds.

The Granger causality test is crucial in our research for both the ARIMAX model and
the dynamic factor model. In both cases, it assesses the importance of exogenous vari-
ables. However, in the case of the ARIMAX model, it determines whether the potential
exogenous variables actually provide predictive information for the dependent time series
beyond that already available from the series' own past values, i.e., whether it would not
be sufficient to stay with the ARIMA model alone.
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3.3.5 Criteria for model selection

To decide which model is better for our purposes, we use the Akaike information crite-
rion (AIC) and the Bayesian information criterion (BIC). These criteria are essential for
comparing the performance of the models and help to balance their fit and complexity to

avoid overfitting and underfitting, thereby providing more reliable predictive power.

Akaike information criterion

This criterion is particularly useful for the selection of the fitted model. It provides com-
parative information on model quality by balancing measures of goodness of fit and mo-

del complexity (in terms of number of parameters).

It is calculated using the formula
AIC =2k —2In(L), (3.18)

where k is the number of model parameters and L is the model likelihood which measures
how well the model fits the data.

In the context of ARIMAX models, AIC can help determine the optimal number of lags
and whether including certain external variables improves the model. To avoid overfitting,
formula (3.18) penalizes the number of parameters by an expression of 2k while subtracti-
ng twice the log-likelihood, which becomes a minimization problem because a lower AIC

value generally implies a better model as long as the difference is significant.

For the small-sized samples, the AIC can be converted in to corrected Akaike informati-

on (AICc) by adding the correction factor accounting for the sample size n
(3.19)

The correction factor becomes particularly important when the sample size n approa-
ches the number of parameters k. Once 7 is substantially larger than k, the correction term

approaches zero and AICc converges to AIC.

It is generally recommended to use AICc over AIC when the sample size is small. While
this is not the case for our ARIMA model, if the ratio of n over k falls below 40, we use
AICc instead of AIC to evaluate the models. At the weekly granularity of our data, this is
true from four or more parameters. For monthly data, this is true for all models (including
simple ARIMA).

Bayesian information criterion

Similar to the Akaike information criterion, the BIC helps balance model complexity
and its fit to the data, but applies a stronger penalty for models with more parameters, so

it often favors simpler models over the AIC, especially as sample size increases.



3. Methodology 48

The BIC formula is essentially similar to the AIC formula, but the number of data points
is log-transformed, causing the penalty for model complexity to increase with the number

of parameters and the logarithm of the sample size. The resulting formula is then
BIC =k -In(n) —2-1In(L), (3.20)

where k stands for the number of parameters in the model, In(n) is the natural logarithm
of the number of data points (sample size), and In(L) is the natural logarithm of the likeli-
hood of the model given the data. As with AIC, when comparing models, the model with
the lowest BIC is generally preferred.

Diebold-Mariano test

While both AIC and BIC are used to evaluate the fit and complexity of a single model,
the Diebold-Mariano (DM) test directly compares the performance of two models based

on their prediction errors.

The test is carried out by analysing the differences between the prediction errors of the
two models. If one of the models consistently provides smaller prediction errors than the
other, the DM test is likely to reject the null hypothesis, indicating a significant difference

in prediction accuracy.

For each time period in the data set, the forecast errors for the two models are first cal-
culated, subtracted from each other, and then a test (t-test in our case) is performed on
the average of these differences. Under the null hypothesis, which states that both models
have the same prediction accuracy, the expected value of the average difference is zero.
The rejection of the null hypothesis implies that there is a statistically significant difference
in the prediction accuracy of the two compared models. The sign of the DM test statistic
indicates which model has better predictive performance. A positive DM statistic indica-

tes that the first model is more accurate and vice versa.

Unlike the AIC or BIC, the DM test does not directly account for overfitting. The model
may show better performance on the historical data used in the test, but this may not be
true in general, and with additional observations the model may actually perform com-

paratively worse.

3.3.6 Lasso regression

Another method that helps us decide between possible models is the least absolute
shrinkage and selection operator (Lasso) regression. Although Lasso is particularly re-
nowned for its efficiency in high-dimensional settings (i.e., where the number of variables
exceeds the number of observations, which is not our case), its advantages also apply to

more traditional data configurations.
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It contains a penalty term which is essentialy the absolute value of the magnitude of the
coefficients. This feature helps in variable selection by reducing (shrinking) the less im-
portant coeflicients to zero, effectively selecting a simpler and more interpretable model
that avoids overfitting. Moreover, if multicollinearity is present (some regressors are co-
rrelated), Lasso can help by selecting one or more variables from the group of correlated
variables and reducing the others to zero. This helps to reduce the variance of the model

without substantially increasing the bias.

The Lasso regression minimizes the following function

(3.21)

where f3 represents the vector of coefficients of the predictor variables, y, stands for the
observed outcome of the i-th observation, x, is the value of j-th predictor variable and A
is the regularization parameter. A higher A increases the penalty and may lead to more

coefficients being set to zero, thus simplifying the model.

3.3.7 Accuracy evaluation

To quantify errors, we use standard metrics, namely mean absolute error (MAE), mean
squared error (MSE) and root mean squared error (RMSE), which we have already intro-
duced in Section 3.1.2. Unsurprisingly, for all of them, the lower the value, the better the

estimate fit.

In essence, the MAE is the average of the absolute differences between the prediction
and the actual observation in the test sample, where all individual differences have equal

weight. It is calculated using the formula
M ' (3.22)
In the case of MSE, the errors are quadratic compared to MAE as given by
(3.23)

The RMSE is then defined as the square root of the MSE as specified in equation 3.4 (see
Section 3.1.2) and, as with the MSE, gives a relatively high weight for large errors. Howe-

ver, unlike MSE, it retains the original units, which makes it easier to interpret.

It is worth mentioning that MSE and RMSE are more sensitive to outliers than MAE.
Hence, in datasets such as ours, where outliers are unlikely to be errors, these measures
may be more appropriate than MAE. On the other hand, MAE is in the same units as the
data, as is RMSE, while MSE is in square units of the data.
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3.3.8 Cross-validation of predictive performance

Another method used for the overall evaluation of the model involves testing its pre-
dictive power in a pseudo real-time experiment. We use expanding and rolling window

forecasts for this purpose.

Expanding window forecast

In cross-validation with an expanding window, the training window starts with an initial
size and grows larger with each iteration, always including all previous data points up to
the current time point. This method uses the entire data history as the window expands.
The model continuously learns from the entire data history, allowing it to adapt to any
structural changes or trends that have occurred over time. The influence of outlying or
anomalous data points may diminish as the size of the training set increases, reducing

their impact on model performance.

Rolling window forecast

In rolling-window cross-validation, a fixed-size window of data is used to train the mo-
del, and this window moves forward over time. This approach ensures that only the most
recent data is used, which may be more relevant for predicting future values. Rolling win-
dow forecasts adapt to current changes in the data, making them particularly useful in
environments where current information is more relevant than older data. This is advant-

ageous in volatile markets or generally when modelling systems that change rapidly.

3.3.9 Stationarity testing

Both the ARIMA and DFM models as well as most time series models assume that the
statistical properties of the data do not change over time - stationarity. This assumption
allows the prediction formula to be defined in such a way that it can rely on the premise
that patterns from the past will continue into the future.

We distinguish two types of stationarity according to their intensity. A time series is con-
sidered strictly stationary if its joint probabilistic properties are invariant to time shifts, i.e.,
the distribution of (X, X, ..., X,) is the identical to (X, ,, X
t1, t2, ..., tk and any shift h. In other words, if we take any segment of a strictly stationary

oo -+ Xy, for any integers
time series and shift it along the time axis, it should look statistically indistinguishable
from the original segment. This is a considerably strong condition that can rarely be achie-

ved in real data.

A time series is weakly stationary if its mean and variance are constant over time and
the covariance between two time points in the series depends only on the distance or lag

between these points, not on the actual time at which these points are observed (someti-
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mes referred to as second-order stationarity). This is more commonly used and most tests
and analyses refer to it when talking about stationarity. This is more commonly used, and
most tests and analyses refer to it when talking about stationarity, including the Augmen-
ted Dickey-Fuller (ADF) test that we use.

The ADF test examines the null hypothesis that a unit root is present in the time series
sample. A unit root means that the series can be represented as a random walk or that it
has some time-dependent structure. A significantly lower test statistic than the critical

value leads to the rejection of the null hypothesis, indicating stationarity.

3.3.10 Cointegrated time series

Although stationarity is a key assumption of the econometric frameworks used in this
research, it can be achieved not only through differencing (see Section 3.3.1). If the non-
-stationary time series are cointegrated, we can estimate one through the other despite

their changing unstable properties.

Cointegration is a statistical property of two (or more) time series variables, that is used
when the series are individually non-stationary but their linear combination is stationary.
This means, that if Y, and X, are both non-stationary time series, they are cointegrated if
there exists a such that Y, - aX| is a stationary series. Cointegration also means that the
non-stationary parts of Y, and X, are related in such a way that their stochastic trends can-

cel each other, which ensures the stationarity of the residuals.

To detect cointegration, we use the Johansen test, which uses the vector error correcti-
on model (VECM), an extension of the vector autoregression model (VAR) modified to
include cointegrated series. The Johansen test uses two types of statistics to examine the
order of the coefficient matrix in the VECM that indicates the number of cointegration
relationships: the trace statistic and the maximum eigenvalue statistic. Both are used to

test the null hypothesis of the presence of cointegrating vectors.

3.3.11 Dealing with structural breaks

The period from the beginning of the measurement to around the middle of 2022 is
characterised by a highly unusual growth rate (see Figure 3). Given the aftermath of the
covid-19 pandemic and the outbreak of war in Ukraine, this period is very different from
the rest of the time series. In these cases, it makes sense to split the dataset by a structural
break and estimate the individual parts separately rather than trying to find a general

equation for two disparate time periods.

To determine how the data should be partitioned, we use the Chow test, which can deter-

mine both the number of potential structural breaks and the timing of their occurrence.



3. Methodology 52

The Chow test essentially compares the goodness of fit of one regression model applied to
the entire data set with the goodness of fit of two models applied to two individual subsets
of the data.

The test statistic for the Chow test is calculated as

(3.21)

b

where SSR_, is the sum of squared residuals from the model fitted to the whole time series,
SSR, and SSR, are the sums of squared residuals from the models fitted to each of the two
subsets respectively, N represents a number of observations in the full dataset, p stands for

the number of parameters estimated in each model.

The null hypothesis states, that the coeflicients of the subsets are equal to the coeflicients

of the whole set, i.e., there is no structural break.



Chapter 4

Analysis of results

Weekly observations of the CMPI from October 2021 to June 2024 provide the basis for
our analysis, encompassing a total of 144 distinct data points. First we present the results
obtained from the CMPI measurements and compare them with the corresponding offi-
cial indices. In the following part, we discuss the modelling of the CMPI by integrating
the external variables and estimating the official price index (MIPI) using the CMPI as a

predictive variable.

4.1 CMPI level over time

The findings of the CMPI analysis indicate that there was a 13.9% increase in the overall
price level of construction materials over the 11 quarters assessed from October 2021 to
June 2024. Despite the research spanning less than three years, the observed progression
in the price level of this market segment encompasses a notably turbulent period (see
Figure 3).

Following a period of consistent fluctuation around zero or near the 2% target set by the
Czech National Bank (CNB) that lasted for several years, headline inflation in the Czech
Republic began to accelerate in 2020, coinciding with the onset of the covid-19 pandemic's
impacts. The same was true for producer prices, and therefore also for prices of building
materials. The reverberations of the covid pandemic are evident in the sharp increase of

CMPI observed from very beginning of measurement in 2021.

Nevertheless, the Russian invasion of Ukraine, initiated in February 2022, caused, among
other consequences, shortages of certain building materials, and escalating energy prices.

These factors have further intensified the already burgeoning growth in CMPL
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These effects were absorbed by the market during the second half of 2022, as the
CMPI peaked on 7 August 2022 at 119.2%.*) Next, for three consecutive quarters, the
CMPI values stabilized at a similar level around the basis index value of 118%. Sub-
sequently, prices declined to below 115% starting from the second quarter of 2023.
In the second quarter of 2024 - the final quarter of measurement — we observed a return
to growth, though it was modest, not exceeding 2% on a quarter-on-quarter basis and

even remaining negative on a year-on-year comparison.

Comparison of CMPI with official indices

MIPT

CMPI

Figure 3 provides a summary comparison of CMPI with three other indices published by the CZSO:
CPI - Consumer Price Index, CWPI - Construction Work Price Index, and MIPI — Price Index of Ma-
terial Inputs for Construction Work. The MIPI (a complementary index to the CWPI) is most closely
aligned with the CMPI, where there is a noticeable shift in these two indices from the beginning of
2023 due to the change in index schemes by the CZSO from January 2023.

Beginning in early 2023, the MIP], for which CMPI should be a proxy, started to diverge
from the CMPI following a period of over a year during which the two indices overlapped
almost exactly. Nevertheless, the subsequent trajectories of the two indices remain quite
similar, albeit with a noticeable gap. We attribute this divergence to changes implemented
by the CZSO** in its index schemes starting January 2023, which could lead to a shift in

the price levels as measured by the official index.

*)  The CMPI values in this thesis deviate slightly from those reported in previous work (Stefl,
2022) due to a revised methodology (see Section 3.1).

**)  https://csu.gov.cz/docs/107508/4b88{8bc-e5a0-c4ca-a3a2-58269980a1d2/01104123q1m1cz.pdf
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It should be noted that Figure 3 presents the individual values of the official indices as re-
corded at the end of each month, whereas the CMPI assigns these values to the actual date
of measurement. As outlined in Section 3.1.2, these values ought to be correctly assigned
to the middle of the month, as demonstrated in Figure 4. Following this adjustment, the

month-on-month indices exhibit an average correlation of 0.92 with each other.

Month-on-month inflation measured by CMPI and MIPI

Weekly dynamics

CMPI

Monthly dynamics (AVG)

CMPI

Figure 4 compares the month-on-month inflation of building materials as measured by CMPI with
the official MIPI. The upper plot illustrates the weekly dynamics, shifting MIPI values to align with
the midpoint of each month. The lower plot displays the monthly dynamics, focusing on the chan-
ges in the average monthly value of the basis index, smoothing their progression.
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As of the date of publication of this work, the last measurement of the CMPI was made
on 30 June 2024, and the last available figure for the official indices (MIPI and CWPI) was
for May 2024.

4.1.1 Structural breaks due to pandemics and war

As discussed in Section 3.3.11, the first three quarters of the research are associated with
an extraordinary increase in inflation, which is not only evident in the area of constructi-
on materials (see Figure 3). This time period is actually influenced by the aftermath of
covid-19 pandemics and from February 2022 also by the Russian invasion of Ukraine and

it is understandable to think of this era as of the period of the structural disruption.

Structural breaks within the Chow test

Bayesian information criterion

0 B

Figure 5 shows the result of the Chow test, which analyzes the CMPI time series for the presence
of structural breaks. While the Bayesian information criterion (BIC) decreases as the number of
structural breaks increases, indicating a better fit, the largest jump is associated with the inclusion
of a single break. This is confirmed by the lowest value of the residual sum of squares (RSS) at the
same point. The one structural break is also consistent with economic reasoning, as it is timed to
8 May 2022, when the effects of the covid-19 pandemic and the immediate shock caused by the
Russian invasion of Ukraine passed.

This observation and conjecture is further supported by the result of the Chow test (see
Figure 5), which indicates a reduction in BIC when breakpoints are included. Lower BIC
values generally indicate better model fit, both with respect to model complexity and
goodness of fit. The figure shows that adding one breakpoint reduces the BIC significantly

more than adding additional structural breaks, where the effect is noticeably more modest.
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Moreover, the lowest value of the residual sum of squares is reported when a single
structural break is included and increases again with a higher number of breakpoints. In
the case of the week-on-week data, this breakout falls on 8 May 2022 (see Figure 6), sug-
gesting that the construction market has been able to deal with the consequences of the

conflict in Ukraine within less than a quarter.

Week-on-week CMPI with one structural break

structural break

N CMPI

Figure 6 shows the week-on-week CMPI data with a structural break based on the Chow test. The
structural break falls on 8 May 2022, less than a quarter after the Russian invasion of Ukraine. Whi-
le there are clearly higher weekly increments in the time period prior to the break, which are related
to the inflationary period following the covid-19 pandemic and the effects of the conflict in Ukra-
ine, the remaining time series — while showing few disproportionate movements - is stationary and
generally exhibits different statistical characteristics.

Given the small number of observations (31 weeks) in the period before the structural
break, which in our opinion does not allow us to build a reliable ARIMA model, we con-
sider two intervals for model building: from the breakpoint to the end of June 2024 and

the entire span of measurements (i.e., without taking the structural break into account).

4.1.2 Seasonality and trend

We did not find any major evidence of seasonality in the weekly data. From a theoreti-
cal point of view, there are several possible causes for seasonality in inflation data, e.g. a
change in price lists associated with the beginning of the year, price adjustments related to

the beginning or end of the construction season, etc. In addition, the headline CPI infla-
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tion in the Czech Republic shows a strong seasonal pattern at the month-to-month level
(Franta & Sutoris, 2022). It would therefore be appropriate to include a seasonal compo-
nent in the ARIMA model.

However, given the less than three-year span that our research covers, we believe that it
would be inappropriate to draw strong conclusions about seasonality. Moreover, including
the seasonality term did not improve the model fit in any of tested combinations. Thus,
overall, we primarily only remove the trend from the data through first-order differencing.
Hence, we achieve stationarity in the model inputs, meeting a fundamental prerequisite

for the use of the chosen econometric frameworks.

4.1.3 CMPI decomposition

As previously noted, the high level of granularity in the underlying CMPI data enables
the construction of specific sub-indices with up to four distinct tiers. This detailed under-
lying structure of the index easily allows for more accurate use of the data and deepens
our understanding of market price movements. A summary of the evolution of the se-
lected major components of the CMPI compared to the behaviour of the overall index is

presented in Figure 7.

For illustrative purposes, we have selected four subcategories that play the most signi-
ficant role in the overall CMPI, as altogether they account for almost 50% of the overall
CMPI basket structure. Cement & Aggregates represent approximately 15% of the total
cost of the CMPI consumption basket, both Masonry and Insulation ¢ Fabrics account
for roughly 13%, and Metalworks stands for around 7% of the total costs. The results show
that Masonry, Insulation & Fabrics and Cement & Aggregates mostly increased the overall

CMPI value, while Metalworks drove its value down (see Figure 7).

The price of Masonry was clearly already rising at an above-average rate even before the
outbreak of the Russian invasion of Ukraine (which was initiated on 24 February 2022),
which we attribute to the still-present consequences of the covid-19 pandemic.* After
the war conflict began, its growth accelerated further, peaking at 132.5% on 4 September
2022, and returning to around the average level of the overall CMPI during the second
half of 2023.

Insulation & Fabrics experienced the most significant increase only after the onset of the
war in Ukraine, prior to this, their growth rates remained at average levels. Prices in this
group peaked (134.6%) slightly earlier than Masonry on 17 July 2023, since when they
have gradually converged back to the CMPI average. The second quarter of 2024 showed

*)  The last restrictive measures related to covid-19 in the Czech Republic ended in spring 2022.
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a more significant price increase, which may be linked to the start of the construction sea-
son. However, this shift is not noticeable in previous years, so we do not dare to label this

fluctuation as a sign of seasonality without a longer-term examination.

The price level in the Cement & Aggregates group grows most steadily among the selec-
ted sub-indices and shows no greater sensitivity to external shocks than is common for
the overall average. Its value reached a maximum (127.5%) on 31 December 2023. We
attribute the characteristics of the development in this group to the fact that the producti-
on of a substantial part of the items takes place domestically, including the exploitation of

primary raw materials.

Results of CMPI sub-indices

Masonry Insulations & Fabrics
- //1;4’66\/\4[\
Cement & Aggregates Metalworks

f/",.‘\’- 118.5%

Figure 7 summarises in detail the movements in the price level of the selected significant building
materials through the relevant sub-indices and compares them with the evolution of the overall
CMPI. With the exception of Metalworks, all categories correspond to the Product Group Level 2 of
the CMPI directory table.

On the other hand, items within the Metalworks group exhibited a very strong reaction
to the outbreak of war in Ukraine. This strong response is unsurprising, considering that
a predominant origin of production raw materials in this group from Ukraine and Russia.
Apart from its peak (118.5%) on 12 June 2022, the value of the corresponding sub-index
has consistently remained below the overall CMPI, and as of August 2023, the average
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price level in this category is even lower than it was before the measurement started in
October 2021.

The effects of the war in Ukraine, which are most evident in Insulation & Fabrics and
Metalworks among the selected groups, were also manifested in the period immediately
after 24 February 2022 by the temporary unavailability of a considerable number of the
corresponding items across all eshops under review. The most pronounced effect of the
shortage of building materials was seen in facade polystyrene, which was not in stock in
large quantities until the middle of 2022 (Stefl, 2022).

4.2 Estimating CMPI through commodity prices

Before estimating the official MIPI through the CMPI, we develop a model to estimate
the CMPI using commodity prices. As discussed in detail in Section 3.3, the primary fra-

mework we use for this purpose is the ARIMA model.

First, we focus on building the ARIMAX model from the selection of appropriate va-
riables to the correct setting of ARIMA parameters, then we build the DFM approach.
Together with other benchmark models, we then subject all approaches to a comparative

scrutiny.

Given that commodity data are available at a daily frequency, all models specified in this
section estimate the CMPI at the highest possible frequency, i.e., weekly. The commodity

data are further transformed to match the same time distribution.

4.2.1 Granger causality

We begin the selection of exogenous variables for the ARIMAX model with the Granger
causality test (see Section 3.3.4). It is important to note that although we examine only
eleven variables, the number of test inputs increases significantly with their different va-

riations (such as their moving averages or other intertemporal representations) and lags.

Indeed, in many cases the price from the commodity exchanges may not be an imme-
diate determinant of the cost of production inputs, just as the overnight extraordinary
fluctuations that naturally occur in high-frequency prices from exchanges (see Table 4)

may seep into producers' long-term contracts in a much more muted form.

As the results of the Granger causality test indicate (see Table 5), this is particularly true
for energy commodities - natural gas and electricity. Of all the proxies tested, their month-
-on-month representation is found to have the largest effect on the predictability of the

week-on-week CMPI in the energy commodity group.
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The test shows that the most influential variable in our sample is the one-week lagged
iron ore price. In terms of true causality, this seems odd, as we doubt that this commodity
actually enters the production process of any building material in this crude form. We
would have expected it not to outweigh the impact of steel, which is much closer to the

final products, but it turns out that the three-week lagged price of steel is second only.

Results of Granger causality test

Commodity Smoothing Basis Lag p-value
Iron Ore Wow 1 week 0.0002
Steel Wow 3 weeks 0.0006
Natural Gas MoM 0.0021
Aluminum Wow 3 weeks 0.0024
Diesel MA (week) WoW 0.0027
Petrol MA (week) WoW 3 weeks 0.0067
Electricity MoM 0.0077
Crude Oil,, , Wow 1 month 0.0079
Lumber MA (week) WoW 2 months 0.0228
Crude Oil, Wow 1 month 0.0298
CopperMA(week) .................. WOW .............................................................. 01895

Table 5 summarizes the p-values of the Granger causality test for the 11 variables in relation to the
CMPIL. For each commodity, only the best-fit representation is reported. At the 5% significance
level, Granger causality suggests that Copper price does not help in predicting the CMPI.

Some variables are strongly pairwise correlated, namely Crude Oil,, and Crude Oil,_
(correlation 0.97), Natural Gas and Electricity (0.94). To avoid overfitting, we select only
those with lower p-values from the Granger causality test from these pairs for further
analysis (i.e., Crude Oil ,, and Natural Gas). Similarly, Petrol and Diesel are also correlated
(0.88), but following Granger causality, we select the three-week lagged diesel price, which
is correlated with the unlagged gasoline price with a very low correlation coeflicient of
0.04. Thus, this pair can be viewed as if we only included one of them in the model, but
twice — lagged and unlagged - which is a valid approach. Moreover, Granger causality is

not the only procedure by which we select exogenous variables.

In addition to the variables tested in Table 5, we also examined the incluence of CNB in-
terest rate changes. We dealt with it separately because it is inherently very different from

the commodity market data. The Granger causality analysis showed that a two-month
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lagged change in the interest rate helps predict the weekly CMPI more than the majority
of commodity prices (p-value 0.0006). However, its addition to the ARIMAX model signi-
ficantly reduced the significance of individual variables (it was not significant even on its

own) and the quality of the model as a whole, so we decided to disregard it.

We subjected individual variables to the same examination for the period after the
structural break, but the results differed considerably from those presented in Table 5
(see Appendix B). Given the smaller number of observations in this post-break period,
we took a less dogmatic approach to the results for subsequent ARIMAX model building,

preferring also to consider the results relative to the whole period.

4.2.2 LASSO regression

Another way to reduce the number of variables is LASSO regression (see Section 3.3.6).
We apply it on two datasets — on all variables including their different representations,
smoothing and lags (see Table 6), and on a subset selected according to Granger causality

reported in Table 5 (including Lumber and Copper to cover all commodities).

Results of LASSO regression

Commodity Smoothing Basis Lag C(il:liscsi?nt (;rizlgs:
Iron Ore MA (week) WoW 3 weeks 0.0085 0.0087
Petrol MA (week) WoWw 3 weeks 0.0028 0.0351
Natural Gas MA (week) WoWw 1 week 0.0022 0.0201
Electricity MA (week) WoW 1 week 0.0018 0.0239
Diesel MA (week) WoW 3 weeks 0.0013 0.0084
Crude Ollmm ................. MA(Week) ............ WOW - 1week ............... 00009 ................... 0 8425
Copper MA (week) Wow 3 weeks 0.0005 0.5725

Table 6 reports the coefficients from the LASSO regression (A = 0.0006) and the associated p-values
from the Granger causality test. Iron Ore shows the highest coeflicient, which, along with Petrol,
Natural Gas, Electricity and Diesel, helps predict the CMPI according to Granger causality. Interes-
tingly, this method only selects average values on a week-on-week basis.

For the full list of variables, using the cross-validation method, we find that the optimal
regularization parameter A" is equal to 0.001 (see Section 3.3.6). However, at this level of A,
the penalty term is too high to select any variable. Therefore, we reduce the penalization
by multiplying A" by 0.8, 0.6, 0.4 and 0.2, and then check the quality of the resulting ARI-
MAX models.
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For A = 0.0008, the ARIMAX model consisting of variables distilled from LASSO regre-
ssions shows both the lowest AIC and the highest number of significant variables (Copper,
Crude Oil .,

the coeftficient, are presented in Table 6.

Diesel). The results of the LASSO regression, ordered by the magnitude of

Applying the LASSO regression (A = 0.6 1) to the subset consisting of only the variables
selected by the Granger causality test reconfirms the importance of Iron Ore, Petrol and

Electricity (all with the same specifications as in Table 6).

4.2.3 ARIMAX model

It is important to note that neither the Granger causality results nor the LASSO regre-
ssions give us a strict criterion for deciding which external variables to include in the
ARIMAX model. The relationships between variables in time series can be complex and
predictors should be selected taking into account all relevant information, including the

domain knowledge. The same is true for setting up ARIMA components.

Influential exogenous variables

We performed Granger causality test, LASSO regression and tested the fitting of the

model with external variables in multiple representations:
« smoothing: no, MA (week), MA (14 days), MA (30 days);
o Dbasis: week-on-week (WoW), month-on-month (MoM);
« lag: no, 1 week, 2 weeks, 3 weeks, 1 month, 2 months, 3 months.

All models where the p-value of the exogenous variable is greater than 0.1 are disregar-

ded. According to these criteria, following variables were found the most influential:
o Diesel (MA week);
o Electricity (MA week, 1 week lag);
o Crude Oil . (MA week, 2 months lag);

WTI

o Copper (MA week, 1 week lag).

Although the LASSO regression favours Petrol over Diesel, based on Granger causality
and the fact that diesel fuel is used for industrial transport rather than petrol, we opt for
Diesel. Moreover, both variables are highly correlated. Omitting Petrol, the LASSO regre-
ssion selected Diesel (MA week, 3 weeks lag).

Due to the high energy intensity of building materials production, we consider it appro-
priate to include an energy commodity — Electricity or Natural Gas - in the model. Due
to their correlation, we decided to select only one of them. Despite the results of Granger

causality and the LASSO regression, we decided to lean towards Electricity (MA week, 1
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week lag). We believe that in addition to the clear impacts on production costs, electricity

has a more significant impact on retailers' costs compared to natural gas.

Although the Crude Oil ,, may have an effect on the price of plastic products, thereby
feeding into the cost of producing building materials, it was not significant in most of the

models built and so we omit it from the final selection.

After initial analysis, Copper (MA week) appears to not Granger-cause CMPI changes.
In terms of construction costs, precious metals do not play a major role, especially com-
pared to other commodities. However, the LASSO regression selects copper both if we use
all variables, but also if it is run only on the sample of commodities previously selected by
the Granger causality test. Furthermore, in most models, it achieves significance greater
than 99% and also improves their forecasting performance, so we decided to keep it in the

sample, although we are hesitant about its causality in relation to CMPI.

The main argument for this choice is that the model including these three variables
shows the lowest BIC value of all tested models including models accounting for seaso-
nality.

ARIMA model settings

Autocorrelation functions (ACF) and partial autocorrelation functions (PACF) are
essential tools in time series analysis, especially for identifying appropriate ARIMA com-
ponents p, d, and g (see Section 3.3.1). Based on a thorough analysis of the ACF and
PACEF results on both the full set of data points and the subset after the structural break
(see Appendix A), we constrain the autoregressive component p € {0, 1}, the differencing
degree d € {0, 1} and the moving average component g € {1, 2}. We estimate models for
all combinations of these parameters and compare which one best fits the data according

to the metrics defined in Section 3.3.7.
The best combination of AIC, BIC and RMSE values are achieved for the setting p = 1,
d =0, and g = 1. It is worth noting that this setting works well also for models with difte-

rent selection of exogenous variables.

Benchmark models

In order to evaluate the models, we create several benchmark models against which we
then compare ours. Although the AR(1) model is very simple, it would be all the more
conclusive if our models did not outperform it. Moreover, the data show signs of autoco-

rrelation, so this naive view is justified.

Next, we use an ARIMA model (excluding the exogenous variables) with the same
settings as our best ARIMAX model (with p = 1, d = 0, and g = 1), which should help us
clearly decide whether external regressors help in predicting CMPI.
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Dynamic factor model

We also construct the ARIMAX model with the dynamic factors as external regressors.
Using the shortened list of variables from Granger regression and the DFM, we obtain a
set of three common factors (see Section 3.3.3), by which we effectively decrease the di-
mensionality of our model.

The ARIMAX model with p =2, d =0, g = 1, including two factors, showed the lowest
AIC and BIC values. Nevertheless, the individual factors were not significant at more than
90% in any combination of the underlying variables, suggesting that the DFM approach

does not perform well compared to direct variable selection.

ARIMAX evaluation

Comparison with benchmark models shows that the performance of all approaches
appears to be relatively similar. However, the lowest RMSE and AIC is associated with the
ARIMAX model including three exogenous variables. Despite the slightly lower BIC for
the standard ARIMA, the inclusion of commodity prices seems to help estimate CMPI.

Fit evaluation of ARIMAX model with commodity prices

Model AIC AlICc BIC RMSE MAE
ARIMAX -1178.90 -1178.28 -1158.21 0.356 0.224
ARIMAX -1168.01 -1167.57 -1150.28 0.378 0.243
ARIMA -1171.38 -1171.21 -1159.56 0.379 0.247
AR(1) -1121.01 -1120.92 -1112.14 0.457 0.315

Table 7 shows the comparison of two developed models with their benchmarks for Akaike informa-
tion criterium (AIC), Bayes information criterion (BIC), root mean square error (RMSE) and mean
absolute error (MAE). By most metrics, the ARIMAX model with commodity prices outperforms
its benchmarks, but the small difference is not very concl