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Abstract

The aim of this thesis was to investigate linking in spontaneous speech in native English
speakers. The main questions that we focused on were: what are the general and individual
tendencies of speakers of English for linking, and what are the differences in these tendencies
in speakers of British English compared to speakers of American English. We examined 16
native speakers; 8 of them were speakers of American English, and 8 of them were speakers of
British English. Both of these groups were further divided into 4 male speakers and 4 female
speakers. We analyzed these recordings using the computer program Praat. Firstly, we adjusted
the boundaries of beginnings and endings of words. Then, we focused on the analysis of vowel
sounds, looking closely at whether they are linked or glottalized. We extracted data from the
analyzed recordings and put them into graphs so the results could be seen clearly. We found
out that American and British English speakers favored consonant-to-vowel linking more than
vowel-to-vowel linking. We also learned how vital speech rate is when influencing linking.
British speakers tended to have a faster speech rate, resulting in frequent linking. On the other

hand, American speakers had a slower speech rate, resulting in fewer instances of linking.

Key words: English, American, British, linking, connected speech, speech rate, spontaneous

speech



Abstrakt

Hlavnym ciel'om tejto prace bolo preskumat’ viazania v spontannej reci rodenych hovoriacich.
Hlavné otdzky, na ktoré sme sa zamerali boli: aké st obecné a individudlne tendencie anglicky
hovoriacich k viazaniu, a aké st rozdiely v tychto tendenciach u hovoriacich britskej anglictiny
v porovnani s hovoriacimi americkej anglictiny. Skumali sme 16 rodenych hovoriacich; § z
nich boli hovoriaci americkej angli¢tiny a 8 z nich boli hovoriaci britskej anglictiny. Obe tieto
skupiny sme d’alej rozdelili na 4 muzov a 4 zeny. Tieto nahravky sme analyzovali pomocou
pocitatového programu Praat. Najprv sme upravili zaciatky a konce slov. Potom sme sa
sustredili na analyzu samohlasok, priCom sme pozorne sledovali, ¢i su zviazané alebo
glotalizované. Z analyzovanych nahravok sme vytiahli data, ktoré sme dali do grafov, aby sme
vysledky mohli prehladne zobrazit'. Zistili sme, Ze americki a britski hovoriaci preferuju
viazanie samohlasky so spoluhlaskou viac ako viazanie samohlasky so samohlaskou. Taktiez
sme sa dozvedeli akd dolezita je rychlost’ rei a jej vplyv na viazanie. Britski hovoriaci mali
tendenciu rychlejsieho tempa reci, ¢o viedlo k CastejSiemu viazaniu. Na druhej strane, americki

hovoriaci mali pomalS$ie tempo reci, ¢o viedlo k menej astym pripadom viazania.

Kracové slova: Anglictina, Americkd, Britskd, viazanie, spojena re¢, tempo reci, spontanna

rec
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1. Introduction

This study is aimed to research linking in spontaneous speech to find out whether the
existing research can also be applied to this type of speech. We wanted to examine how native
speakers of British and American English link in spontaneous speech and to investigate
whether the textbook rules for linking are present. Many studies touch on the process of linking
with materials recorded in laboratory settings only, so we believe researching spontaneous
speech may help us understand linking more clearly.

Materials used in this research consist of 16 recordings; 8 of them are of American
English speakers, and 8 of them are of British English speakers. We looked at the aspect of
linking in each of the recordings. It was interesting to see how spontaneous speech works with
linking, and to see the differences between "textbook" linking and linking in "real" life. It was
also interesting to look at the differences in linking between the two types of English, American,
and British. We compared the amount of glottalization and linking present in the recordings,
focused on semantics and word type, and other aspects present in phonetic context.

There are many different studies, whether recent or older, that focus on the process of
linking. Unfortunately, there are not as many of them that investigate linking in spontaneous
speech or in native speakers. We thought it would be productive to conduct this research to
find out how linking acts in spontaneous speech and what the general and individual tendencies
of native speakers are.

The theoretical part that follows this introduction will give you an idea of what is fluent
speech, spontaneous speech and what are the aspects and rules of connected speech. It will
introduce the topic of linking, what type of linking we can arrive at when analyzing speech and

what are the tendencies of linking.



2. Theoretical Background

2.1 Spontaneous Speech

When we analyze language, we can examine it from various points of view. We can
examine the morphologic structure, the syntactic structure, the phonetic structure, etc. The
topic of this thesis is linking. To arrive at this aspect of connected speech processes, I will take
a broader look at language in more general terms, focusing firstly on fluency, spontaneity, and
connected speech processes.

Fluency of language does not only relate to spoken language or our perception of it, as one
might think. Fluency is a mental process; it is our understanding of certain things, and it is how
we interpret information. If the task is easy and fluent, it can be "solved" quicker. As
Oppenheimer states, "fluency is defined as a subjective experience of ease or difficulty
associated with a mental process. In other words, fluency is not the process itself but
information about how efficient or easy that process feels" (Oppenheimer, 2008, p. 238).

The difficulty or ease with which we interpret information can be shaped in multiple ways.
We can make the process of interpretation easier or harder depending on what we want to
achieve. We can always manipulate fluency, e.g., when reading a text, the font of it can be
smaller, so the difficulty of comprehending the information becomes challenging
(Oppenheimer, 2008).

When defining spontaneous speech, we have to look at numerous characteristics that define it.
We can look at spontaneous speech as containing numerous different speech styles.
Spontaneous speech serves as an umbrella term for many speech styles that can be put under
it. What is interesting to note is that the term "speech style" does not have a set classification.
Some researchers may talk about connected speech and could mean two different things, "in
one case this could mean carefully read sentences, while in another case this could mean a

conversation between two speakers" (Tucker & Mukai, 2023, p. 3). As Tucker and Mukai



(2023) state, “we define speech style as a form of language produced on the basis of internal
and external factors. These factors could depend on situation, formality, mood, individual
choice, and environement” (Tucker & Mukai, 2023, p. 2, 3). According to this, spontaneous
speech can be then considered as ‘“conversational, connected, casual, fast, natural, and
vernacular” (Tucker & Mukai, 2023, p. 3).

Defining spontaneous speech is difficult; one person can have different specifics than
another, making it challenging to strictly define this term. Tucker and Mukai (2023) touch
briefly on the issue of defining spontaneity and state that spontaneous speech is a speech that
is not prepared. What is interesting to note is how they divide this in terms of speech styles.
They talk about three parts: 1) careful to casual speech, 2) rate, and 3) reduced to unreduced
(Tucker & Mukai, 2023). Careful speech can be defined as a type of speech where we are
highly aware of our pronunciation and the overall process of our speech production. Casual
speech, on the other hand, shows higher variability, articulation rate, and more frequent
hesitations. The rate category relates to how fast our speech becomes in, e.g., conversations.
The third category concerns reduced forms of words, and the choice of whether to use reduction
depends primarily on external factors. All of these parts are included in spontaneous speech,
and they can be but do not have to be combined, e.g., having a casual conversation with a friend
but needing to talk slowly while using unreduced forms because of external factors. What
Tucker and Mukai (2023) do is create a definition that encompasses every term that previous
researchers have come up with and group it into one. "Spontaneous speech is speech produced
by a speaker in an informal, dynamic, unrehearsed, casual manner" (Tucker & Mukai, 2023, p.
5). Spontaneous speech is not easily defined, and while the definition provided by Tucker and
Mukai (2023) is helpful, it does not have to agree with some situations that other people could

see as spontaneous or not spontaneous.
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Spontaneous speech can be defined as the opposite of careful, laboratory, or read speech.
Traditionally, language has been studied primarily in a laboratory environment. The study
started with pseudo-words, or "nonsense" words, that were used to closely examine speech.
Later, scientists added short sentences and isolated words. These were recorded under strict
conditions in a laboratory setting. All the information that was gathered by these investigations
has been essential in the study of speech but was limited only to speech that, as mentioned, was
examined under conditions that could be produced only in phonetic laboratories. We can only
sometimes apply these findings when it comes to spontaneous speech. Tucker and Mukai
(2023) focus on the research done by William Labov (1972) and the importance of the study
of spontaneous speech, which mentioned in his work is “to obtain the data most important for
linguistic theory, we have to observe how people speak when they are not observed” (Labov,
1972, p. 113, cited by Tucker & Mukai, 2023, p. 2). Nowadays, there are more studies that
would use materials that are natural and are recorded with the intention to catch spontaneous
speech in its natural environment, moving away from the laboratory research, but unfortunately
only a few that would focus on a specific phonetic feature of spontaneous speech.

Another essential aspect to note is the use of canonical forms of words in spontaneous
speech. The term canonical form is used when talking about a form of a word that is used as
its standard representation. The standard representation of a word, in this case, its pronunciation,
can be found in a dictionary and can be described as a careful pronunciation of its form. Many
researchers use the canonical form as the one from which all others deviate. This is productive
mainly when searching for reduction or strengthening of one form, as the comparison to the
canonical form shows the difference. The question is whether using the canonical form as the
norm is beneficial in these studies. When looking at all of the definitions of spontaneous speech
above, one has to note that in most cases, the canonical form never occurs. As Tucker and

Mukai (2023) state, “if we, however focus not on reduction or strengthening but on the
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variation of the forms produced, we will likely find that the most common form offers a
production and processing advantages and that disadvantages are found for the less-common-
reduced and extremely careful forms” (Tucker & Mukai, 2023, p. 6).

2.1.1 Variability

Variability of speech plays a vital role in spontaneous speech. Spontaneous speech is
inherently variable, concerning different variations of words, segments and syllables.
Variability is, at its core, the deviation from the canonical form of words (Tucker & Mukai,
2023, p. 1). Their "dictionary" pronunciation is highly changeable, mainly when we talk about
fluent, spontaneous speech. In comparison to careful read speech, where the pronunciation
almost always includes the canonical form, spontaneous speech does not. Reduction is another
aspect that concerns variability. Here, we talk about the acts of deletion, shortening, or
incomplete pronunciation (Tucker & Mukai, 2023).

Tucker and Mukai (2023) focus on the phenomenon of variability of speech and discuss
works by Johnson (2004) and Dilts (2013), where they both investigated the Buckeye Corpus
with focus on the deviation from the canonical form. "Johnson (2004) found that over 25
percent of the words in a subset of the Buckeye Corpus are missing phones or segments based
on comparisons to the canonical form" (Tucker & Mukai, 2023, p. 16). Dilts (2013), continuing
in this research, found out that these deviations from the canonical form make over 32 percent
of the Buckeye Corpus (Tucker & Mukai, 2023).

When we talk about variability, the question of consistency of speech arises. This also
closely intertwines with the topic of context related to variability. According to the results
provided by Tucker and Mukai (2023), the answers vary. When we consider careful read
speech, and as mentioned above, it naturally has less variability. Variability is heavily
language-dependent, sometimes language-independent. All of this shows us that variability is

both consistent and inconsistent (Tucker & Mukai, 2023).
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As mentioned above, variability closely connects to the topic of context. Tucker and
Mukai (2023) talk about context as, “it includes the environment, the ambient noise, the
interlocutor, social factors, and many other possible aspects of conversation” (Tucker & Mukai,
2023, p. 20). If we talk about the realization of variability, we also have to talk about the
contextual factors that are involved in the process since many of them help us answer the
questions we have about consistency. Multiple contextual conditions influence the realization
of variability, although in this thesis, I will mention only two: predictability and prosody.
2.1.2 Predictability

Predictability helps us predict spontaneous speech by predicting how much reduction
will occur in a conversation if the duration of words is shorter due to predictability (Tucker &
Mukai, 2023).
When it comes to predictability, some studies "seek to quantify the predictability of certain
parts of the speech and use this quantification to make predictions about the variability in the
speech signal. These studies focus on reduction and use context to identify consistent
characteristics of phonetic variability” (Tucker & Mukai, 2023, p. 20). Such studies have been
done on, for example, the Dutch language, where the focus of the research was on predictability
in cases of informativity and acoustic characteristics of speech sounds. Tucker and Mukai
(2023) discuss the research of van Son et al. (1998), where they “found a consistent relationship
between informativity (measured as frequency) and the acoustic characteristics of speech
sounds (duration and spectral properties)” (Tucker & Mukai, 2023, p. 21). The specific results
included the findings “that the duration and spectral characteristics are reduced when occurring
in highly predictable sequences and enhanced/strengthened in low predictable sequences”
(Tucker & Mukai, 2023, p. 21).

Speech variability is also influenced on a morphological level by contextual

predictability, and this has been shown in a study by Pluymackers et al. (2005b) done again on

13



the Dutch language, which Tucker and Mukai (2023) use as another example study. This
particular study focused on affixes and “found that the frequency of the stem (eigen ‘own’ in
ont-eigenen ‘to disown') influences affix duration (ont-) in Dutch — with higher frequency stems
predicting shorter affixes” (Tucker & Mukai, 2023, p. 21, 22).

The last study Tucker and Mukai (2023) discuss on the topic of speech predictability is
research done by Hanique and Emestus (2011). This study was done on the Dutch language
again and focuses on reduction and word-final /t/ in past participles and how this "is predictable
from the frequency of the preceding two words” (Tucker & Mukai, 2023, p. 22). The other
finding of this study was "that the frequency of the word relative to its lemma frequency (the
total frequency of all forms of a lemma, e.g., jump, jumps, jumped, etc.) is predictive of word-
final /t/ reduction” (Tucker & Mukai, 2023, p. 22).

2.1.3 Prosody

Prosody is a second contextual condition with which we can predict spontaneous speech.
Similarly to predictability, prosody is interested in duration. The combination of redundancy
and prosodic structure "predict durational variation in spontaneous speech" (Tucker & Mukai,
2023, p. 23). Tucker and Mukai (2023) refer to research done by Aylett and Turk (2014), where
they claim that there exists “an inverse relationship between language redundancy and duration,
a relationship between prosodic prominence and duration, and that much of the durational
variance is accounted for by the redundancy and prosodic prominence measures” (Tucker &
Mukai, 2023, p. 23).

What is important to mention is how we can categorize prosody, or speech rate, into
three parts. Tucker and Mukai (2023) use the classification provided in the work of Crystal &
House (1990). The first type of speech rate is “the production rate or speech rate calculated as
the number of production units (e.g., word, syllables or phones) per unit time (e.g., duration of

the word or utterance) including pauses" (Tucker & Mukai, 2023, p. 23). The second type is
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“the articulation rate which is calculated as the number of production units (e.g., word, syllables
or phones) per unit time (e.g., duration of the word or utterance) excluding pauses,” and the
third type includes “the pause rate calculated as the number of pauses per duration of the
utterance" (Tucker & Mukai, 2023, p. 23).

Tucker and Mukai (2023) use a number of different, interesting studies in their work to
illustrate how speech rate works as a contextual factor in speech variability. I have decided to
use three more to further explain how prosody is used for predicting spontaneous speech.
Works by Kohler (1996) and Trouvain et al. (2001), discussed in Tucker and Mukai (2023),
used the German Kiel Corpus for Read and Spontaneous Speech for research on the articulation
rate of spontaneous and read speech. They "found that spontaneous speech is produced with a
faster articulation rate than read speech and that spontaneous speech contains greater
variability" (Tucker & Mukai, 2023, p. 24). This study will be relevant mainly in the practical
part of this thesis, where the articulation rate of spontaneous speech plays a vital role in the
results.

They also found that even though spontaneous speech has a higher articulatory rate on average,
“it contains a high number of slow utterances, possibly due to the large number of very short
utterances” (Tucker & Mukai, 2023, p. 24). The results that come from this research also makes
Tucker and Mukai (2022) “suspect that the increased variability in speech rate is likely due to
the speaker using rate as a contextual cue to convey additional information about the speech
and to provide additional clarity when necessary” (Tucker & Mukai, 2023, p. 25).

Tucker and Mukai (2023) also focus on prosodic boundary markers using research done by
Blaauw (1994), which compared these markers in read and spontaneous speech. The first result
of the study showed that “additional pauses, creating a full intonational boundary, occur more
in spontaneous than in read speech" (Tucker & Mukai, 2023, p. 24). The second result

displayed that "phrase-internal boundaries are typically realized without boundary-marking

15



pitch movements in spontaneous speech" (Tucker & Mukai, 2023, p. 24). Lastly, the results
showed that “falling boundary tunes are more frequent in read than in spontaneous speech"
(Tucker & Mukai, 2023, p. 24).

Prosody is an important aspect of spontaneous speech and can help in its analysis. It
provides information about the context of speech that can help in interpreting it. Tucker and
Mukai (2022) discuss the research done by Mehta and Cutler (1988), which found that prosody
greatly helps when distinguishing between two speech styles. They analyzed read and casual
speech, where the prosodic features influenced listeners to react quicker in read speech rather
than in spontaneous speech.

2.1.4 Style shifting

The last thing I would like to briefly touch upon in this part is style shifting. This idea
is used in a significant amount of research that I will use in this thesis. Both Tucker and Mukai
(2023), Hieke (1984), Alameen (2007) and Cruttenden (2014) discuss the importance of style
shifting in spontaneous speech. I already mentioned the idea of speech styles, e.g. casual and
read speech. When the speakers take part in a casual speech, the increase in reductions is
immense; many times, the speaker is in a comfortable situation where he does not have to watch
the exact pronunciation of words and overall phrasing of his speech. Alameen (2007) claims
that, “when the speaker and the listener both belong to the same social group and share similar
speech conventions, the comprehension load on the listeners will be reduced, allowing them to
pay less attention to distinctive articulation" (Alameen, 2007, p. 12). Careful read speech, or
careful speech in general is precisely the opposite. The speaker takes special care when
choosing the correct form of a particular word or thinks carefully about the phrasing he intends

to use.
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2.2 Connected Speech

I have introduced the idea of fluency and various aspects of spontaneous speech. Let
me slightly narrow this topic and move to what connected speech processes are. Written and
spoken language are in their essence very different. Written texts have their grammar, certain
spellings of the words. The words may have a completely different pronunciation when
compared to the written form in spoken language. When producing spoken language, especially
natural speech in conversations, we notice that for our speech to sound natural, we need to
make it flow. In natural speech, we often times omit endings or beginnings of words, such as
in this soap [01s soup] where we omit [s] to make it blend into the following sound. When we
make speech connected, we inherently change the structure of the word. Changes of words in
speech include additions, omissions, and even complete changes of sounds. In this way we can
say that the words are undergoing changes and modifications. When we hear a natural
conversation between two or more speakers, we notice the words glide into one another. We do
not speak every word with a pause after it; we would inevitably sound like robots if we did. In
this part of my work, I will dissect every process that creates connected speech and compare
different views of scientists on this topic.

As I mentioned before, scientists may use different terms for the same processes. They
either create different names for the processes of connected speech, or they create new
categories altogether. The base of this introductory part is going to be the research of Roach
(2009) which I am going to compare to the research of Alameen and Levis (2015) and that of
Cruttenden (2014).

2.2.1 Assimilation

Assimilation is a connected speech process that influences how words that are close to

each other are pronounced. It is more likely to see assimilation occur in fast speech or natural

conversation than in slow speech, where the speaker enunciates each word carefully. When we
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are speaking, we do not produce each word in isolation. Assimilation affects mainly
consonants; one phoneme changes into another because it is in close proximity to another
phoneme of another word (Roach, 2009). Assimilation is divided into two other categories:
regressive and progressive. When it comes to regressive assimilation, the phoneme of a
preceding word becomes affected by the one phoneme of a following word, as, for example, in
bed is pronounced [1m bed]. Progressive assimilation is the opposite, phoneme of the following
sound becomes affected by the phoneme of the preceding sound. Example of progressive
assimilation would be in the [1n 09] where [0] becomes [nn] as in [na].

When we talk about assimilation, I have to add that since assimilation affects consonants, we
also talk about assimilation in terms of place, manner, and voicing.

The example of assimilation of place can be seen in my previous example [1m bed]. We
can see that in is ending with [n], is a consonant which has an alveolar place of articulation,
bed beginning with [b] is a bilabial consonant which changes [n] into [m], changing it from
alveolar to bilabial in consequence. We can also see the effects of regressive assimilation of
place in other sounds, such as [d] to [b] before [b,m,p], e.g. good boy [gub” boi]. [d] also
assimilates into [g] when following [k.g], e.g. good cake [gug " keik. [t] becomes [p] before
[b,m,p] in e.g. that prune, that ball [d=p prumn, dap bo:l]. When we have an alveolar
consonant followed by a velar stop, alveolar becomes velar as in in Greece [ gri:s]. The
transformation of an alveolar consonant to a dental plosive when dental consonant follows as
can be seen in an example that thought [0zt 0o:t]. Lastly there is the change of alveolar fricative
followed by postalveolar which makes postalveolar fricative. This includes sounds s and z,
which transform into [J] and [3] when followed by them, as in this shop [01 fop]. Roach (2009)
states that, “Assimilation of place is only noticeable in this regressive assimilation of alveolar

consonants” (Roach, 2009, p.111).
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On the other hand, differences in the assimilation of manner are not so significant as in
assimilation of place. Assimilation of manner “is only found in the most rapid and casual
speech; generally speaking, the tendency is again for regressive assimilation, and the change
in manner is most likely to be towards an "easier" consonant - one which makes less obstruction
to the airflow" (Roach, 2009, p. 111, 112). Here we yet again divide it into progressive and
regressive assimilation. Regressive assimilation of manner, where plosive becomes a fricative
or a nasal, can be seen, for example on, good night becoming [gon nart]. We can find
progressive assimilation of manner in words beginning with [0]. Nasal or plosive is followed
by [0] and becomes identical to the fricative but has a more dental place of articulation (Roach,
2009), for example, in the [mns]. The last change of consonants can be seen in voicing, but
again these can be found only in certain instances. Cruttenden (2014) also mentions in his work
assimilation of manner but calls it a bit differently that Roach (2009). Focusing mainly on
nasality and labialisation, phonemic assimilation that includes nasality affects alveolars, mainly
when they are connected to not, or the contracted form » z. Initial voiced consonant, which is
usually a plosive, transforms into a nasal. (Cruttenden, 2014) The most typical changes are
from [d] to [n], [v] to [m], etc. Here we can see it on the example She wouldn’t dance where
[d] becomes [n], [[i: 'wonn(t) da:ns]. It is also important to mention that when it comes to
labialization, this does not make phonemic changes, although we can see that there is a
difference in lip rounding, resulting in different lengths in sound, e.g. [p] and [a:], but on this
I will briefly touch on later.

When talking about voicing, we can have a word with a final consonant that is lenis, in
other words voiced, and a word with an initial consonant that is fortis. In this case, the lenis
consonant is voiceless, and we can see this phenomenon in the example such as bed time, where
bed 1is pronounced with [d], but transforms into [d] as in [bed taim], and as it is devoiced, it

becomes almost a [t] in pronunciation. This is not as noticeable as “initial and final lenis
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consonants usually have little or no voicing anyway; these devoiced consonants do not shorten
preceding vowels as true fortis consonants do”” (Roach, 2009, p. 112).

In the assimilation of voicing, only regressive assimilation is possible, which here has
only one type. I have been talking mainly about assimilation regarding word boundaries. These
is also assimilation that relates to morpheme boundaries. Progressive assimilation of voice,
which forms the plural of 3™ person singular, suffixes -s and -z, has become fixed. “When a
verb carries a third person singular '-s' suffix, or a noun carries an '-s' plural suffix or an '-'s'
possessive suffix, that suffix will be pronounced as s if the preceding consonant is fortis
("voiceless") and as z if the preceding consonant is lenis ("voiced")” (Roach, 2009, p.112).
This “rule” can be seen on examples such as waits, knocks [weits, noks] and hugs and trains
[hagz, tremz]. It is interesting to note that voiceless consonants that are in the final position do
not assimilate to voiced, e.g., black door is not pronounced as [blag do:]; this phenomenon can
be observed mainly in foreign speakers.

There is not only assimilation across word boundaries; similar changes can also be seen
across morpheme boundaries. "If in a syllable-final consonant cluster, a nasal consonant
precedes a plosive or a fricative in the same morpheme, then the place of articulation of the
nasal is always determined by the place of articulation of the other consonant” (Roach, 2009,
p-112), and this can be seen on examples hump, dump.

After dissecting how consonants change in certain situations, Cruttenden (2014) has a
similar type of division as Roach (2009), but he also includes coarticulation that occurs in
language. These allophonic variations, change of place and manner of articulation, and
difference in voicing, Cruttenden (2014) also includes lip position and position of the soft
palate. "Lip position is under the influence of adjacent vowels or semi-vowels" (Cruttenden,
2014, p.309). If we look at these changes within words, we find that, for example, [p] is lip-

rounded in loop, but lip-spread in peak. The same can be seen, for example, in [[], which is lip-
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spread in sheep and lip-rounded in shook. Lip position changes can be seen not only within
words but also at word boundaries. These influence for example [t] that one, [k] thick one, [s]
shall we, and they are labialised in some form. The last part that Cruttenden (2014) mentions
in allophonic variations is the position of the soft palate. “Nasal resonance - resulting
particularly from regressive but also from progressive lowering of the soft palate in the vicinity
of a nasal consonant" (Cruttenden, 2014, p.309) occurs again within words and at word
boundaries. Nasalisation of the preceding vowel can be seen in examples such as [n] in hand,
and also vowel that is between nasal consonants such as in woman. Nasalization of the short
vowels can be seen in many, funny, finger, and [1] in strongly, and also of vowels that follow
[m, n], e.g., meat. Nasalization at word boundaries sometimes occurs if the boundary of the
following word is a nasal consonant, but this type of nasalization can also occur if there is no
nasal consonant following.

Cruttenden (2014) also mentions phonemic variations in his work, some of which I
already mentioned above as examples of coalescence. There is also the possibility of different
phoneme selection of the same word, which depends on the speaker. This can be seen in words
such as strength [stren0], [strenk8], and [stren0].

When comparing the three works of Roach (2009), Cruttenden (2014) and Alameen
and Levis (2015), Roach (2009) and Cruttenden (2014) have a similar standing when it comes
to the division of connected speech processes. On the other hand, Alameen and Levis (2015)
add subparts that are not present in the other two works mentioned or name some of them
differently. Their chart involves six categories with multiple subsections, where only one of
the main categories is present in Roach (2009). I will not be naming and explaining every single
category, but I want to bring attention to at least some of the differences in this research. A
category such as "multiple" is absent in Roach (2009). Alameen and Levis (2015) talk about

lexical combinations such as gonna, wanna, and contractions n ‘¢, ‘s, which are again not
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present in Roach. Another interesting point to note is that instead of adding the example of a
bad boy into the category of modification into the subpart of assimilation, Alameen and Levis
(2015) sort it into the category of reduction. When it comes to the category of linking, Alameen
and Levis (2015) use the subcategory consonant-consonant with the example five views, while
Roach (2009) does not recognize this aspect in his research.

2.2.2 Elision

Another part of connected speech processes is elision, which often occurs in fast speech.
“The nature of elision may be stated quite simply: under certain circumstances sounds
disappear. One might express this in more technical language by saying that in certain
circumstances a phoneme may be realised as zero, or have zero realisation or be deleted”
(Roach, 2009, p. 113).

The first type of elision I am going to mention, is the loss of weak vowels after the
consonats p, t, k. When elision of the weak vowel occurs, aspiration of the initial plosive
appears, as in potato [p" tertov], today [t der].

The second type of elision that occurs is when a weak vowel is lost when combined with [n],
[1], or [r] and results in a syllabic consonant in words such as police [pli:s] or correct [krekt].
The third type mentioned by Roach (2009) is the avoidance of complex consonant structures.
This happens when “word-final clusters of voiceless plosive or affricate + /t/ or voiced plosive
or affricate + /d/ (e.g. /~pt, -kt, -tJt, -bd, -gd, -d3d/) may lose the final alveolar stop when the
following word has an initial consonant” (Cruttenden, 2014, p. 314). Here, the plosive that is
in the middle disappears; this can be seen in examples such as the old man told my brother
[ov]l men], [toul mar 'brads]. The same thing happens when we have a voiceless constituent +
[t] or a voiced constituent + [d] followed by a word beginning with a consonant, e.g., soft rocks,
bold friend [sof roks, boul frend]. When it comes to the elision of final [t] or [d], it is not so

common with initial [h], but there are a few instances, such as in bald head or roundhouse [bo:1
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hed, ravn haovs]. Another form of elision also affects final [t] and [d] followed by an initial [j],
retain coalescent form as [t[] and [d3], e.g., last yell, herded you [la:stf jel, 'h3:d1id3 ju:]. When
discussing contractions of grammatical words, it is difficult to decide whether they are affected
by elision. Cruttenden (2014) involves them in his research without questions, but Roach
(2009) takes a more hesitant stand. Examples such as not [not], spelled n’t or is [1z], spelled ‘s
are the most common ones when it comes to their pronunciation after elision takes place. I can
also add have [hav], which is often spelled 've. When it comes to negative contractions, ending
with [t] is elided when standing before a consonant, / couldn’t stand it [a1 "kodn stend 1t]. The
last type of elision that is talked about in Roach’s research is the elision of [v] in of, with
examples such as some of them, glass of beer [sam o dem, gla:s o bia]. Cruttenden (2014) also
mentions a type of elision concerning diphthongs. “When one syllable ends with a closing
diphthong (i.e. one whose second element is closer than its first, in GB /er, a1, av, au, o1/ and
the next syllable begins with a vowel, the second element of the diphthong may be elided”
(Cruttenden, 2014, p. 314). We can see this on example such as try alone [tra o'loun]. The last
part to mention is the elision of initial [9], mainly when it is followed by a constituent while
being preceded by a consonant, e.g., not another sound [npt n "'Ada savnd].
2.2.3 Linking

The last connected speech process I am going to talk about is linking or liaison. As the
main focus of this thesis, this section is going to be the most detailed. I have talked about
spontaneous speech and other connected speech processes that influence speech with linking
as the focal point of this work. Hieke (1984) talks about the processes that alter speech and
classifies linking under the umbrella term of absorption along with levelling and loss. Linking
can be consider a subtle form of absorption, where the change in language is not as noticeable
as for example loss. These absorption processes create a more fluent sounding language. Hieke

(1984) states that, “the derivation of dynamic speech from citation form sets off a range of
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absorption processes which are governed, among other things, by the mode of speech involved”
(Hieke, 1984, p. 346). He then describes language as "casual and deliberate", which ties into
what I have talked about in the part of spontaneous speech. Comparing fluent spoken speech
and read, laboratory speech, is where the discussion of connected speech is the most fruitful
(Hieke, 1984, p. 346). But what is the reason we use linking so often? Why do we use it?
Skarnitzl et al. (2022) state that "the use of linking or glottalization contributes to the
characteristic sound pattern of a language, and the use of one in place of the other may affect a
speaker’s comprehensibility and fluency in certain contexts” (Skarnitzl et. al, 2022, p. 941).
Speakers want to avoid leaving sounds disjoined from each other, filling in undesired gaps in
speech. Another aspect why we link is that initial vowels are preceded by a glottal onset and ,
therefore, are also disconnected. Glottal onset, phenomenon connected to initial vowels, is a
sort of interruption in speech, where speaker’s glottis closes and therefore speech is
disconnected. Solution for this problem lies in the idea of resyllabification, “where the stress
has to be on the initial syllable of the second word for C-V linking to occur” (Alameen, 2007,
p. 10). Example of this idea can be seen on the phrase nicked it, where /t/ belonging to nicked
moves to it, [nik.tit]. Resyllabification does not always have to take place, mainly when we
want to deliberately pause or start speaking again after a silence. In this case we use
glottalization.

Moving on to the description of linking, there exist three main types. What this study
will focus on, is the type of linking where a consonant links to a following word that begins
with a vowel and how vowel endings link to vowel beginnings. The third type is when a
consonant ending links itself to a syllable with a consonant beginning. Although it is important
to note that this type of linking exists, it will not be discussed in the practical part of this thesis.

Consonant to vowel linking, as mentioned above, consists of a word-final consonant

syllable link to a word-initial vowel. This is where resyllabification takes place. In order to

24



avoid glottal onset before the initial vowel, what happens is that we “move” the final consonant
to the initial vowel. Coming back to the example I used previously where /t/ in nicked it moves
to it, [nik.trt].

Another aspect of linking that belongs in this category is linking /t/. This occurs in non-
rhotic accents, in this work it will relate to British English. As Roach (2009) states, “the most
familiar case is the use of linking r; the phoneme r does not occur in syllable-final position in
the BBC accent, but when the spelling of a word suggests a final r, and a word beginning with
a vowel follows, the usual pronunciation is to pronounce with r”” (Roach, 2009, p. 115). Linking
/r/ 1s either combined with sounds /a:, 2:, 3:/ or those that include a final /a/, such as /3, 19, Ud/.
Examples of linking /r/ can be far out or upholster it. There are certain conditions when the
possibility of linking /r/ is more probable to occur. If a following word begins with a vowel,
linking /r/ is present, although not obligatory, e.g. hear it. (Cruttenden, 2014)

Moving on to the description of vowel to vowel linking, this type of linking occurs
when a word, ending with a vowel, is linked to the following one that begins with a vowel.
They are linked by the so called transient /j/ or transient /w/. The rule, whether to use transient
/j/ or /w/ is as follows. If a word ends with a high front vowel, /i:, 1, e1, a1, o1/, then we insert a
transient /j/, e.g. my ears [mar i1oz]. If a word ends with a high back vowel, /u, u:, au, av/, then
the following word is linked with a transient /w/, e.g. you are [ju “a:]. (Alameen, 2007;
Cruttenden, 2014). What is interesting to note is that Hieke (1984) does not use the terms
transient /j/ or /w/, instead he uses something called “glide-attraction”. He states that, “word-
final vowels having offglides (i.e., high and mid vowels) may become linked to the following
syllable by their offglide, if that syllable begins with a vowel” (Hieke, 1984, p. 351).

Coming back to vowel to vowel linking, [ would like to mention a phenomenon called intrusive
/r/. Linking /r/ in British English occurs in vowel-to-vowel linking and is, in some cases, called

intrusive /r/. Not so long ago intrusive /r/ was perceived as an undesirable and unaccepted
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aspect of speech but current research views it differently. Although the following part is not
relevant to current studies anymore, it is interesting to note the changes that this phenomenon
underwent in the past few years. Acceptable use of linking /r/ occurs when in the word being
linked exists /r/ in the spelling. When there is none, we call that an intrusive /r/, which is, in
most cases, an undesired feature. When justified, linking /r/ needs to be "historical”, meaning
it has some basis in the previously used spellings. Intrusive /r/ occurs often, mainly when the
word ends with a /o/ sound, e.g. India and Philippines [indiar on filipi:nz]. In instances as these,
intrusive /1/ is often unconscious, but if the linking follows /a:, 2:/, it becomes easier to notice
the usage of intrusive /r/, e.g. now draw it [nau dro:r 1t] (Cruttenden, 2014). The conditions
where the possibility of occurrence of intrusive /r/ in vowel-to-vowel linking is higher are as
follows. If we have an /a:, o:/ sound, the inserted /1/ is intrusive and not acceptable, e.g., now
draw it [naov dro:r 1t]. Another possibility for intrusive /r/ is before a suffix, which is also highly
unacceptable, e.g., drawing [dro:rig] (Cruttenden, 2014).

The last type I will talk about that is sometimes considered as the third type of linking
is consonant-to-consonant linking. As mentioned above, this work will not analyze this type of
linking, but I believe it is also important to introduce. There are two thigs that can happen when
two consonats meet at a word boundary. If a word ending in a consonant syllable links to an
initial consonant, which is the same, then the consonant sound is prolonged, e.g., but fo [ba t:v].
If, on the other hand, the consonants meeting at a word boundary are different, then the final
consonant is moved to the following word, e.g., what sheep [wa tfi.p] (Alameen, 2007). What
is interesting to note is that Hieke (1984) labels consonant-to-consonant linking as "release-
attraction". He states that, "the trend to avoid hiatus extends to consonants if followed by
continuants, with the aspiration that is part of the release portion of that stop actually remaining

unreleased until production of the following continuant” (Hieke, 1984, p. 352). He uses the
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examples as "what she [wa.t® [iy]” and “about the [a.bau.t°d]” where the final consonants are
marked with a non-release.

Another form of release attraction, “nasal-release”, involves nasals, specifically
sequences /tn/ and /dn/. In a word as goodness, [dn] sounds is moved to the second syllable of
the word, in the first it is silenced, [gud nos] (Hieke, 1984).

The last thing I would like to mention is the phenomenon of juncture, which is closely
connected to linking. Roach (2009) ties it in with linking and intrusive /r/, while Cruttenden
(2014) refers to it in means of word or morpheme boundaries. In language there exists
something called minimal pairs. Those are words that are different in only one sound. When
combined with one more word and contrasted with another minimal pair, we can see how word
boundaries work and how they affect the sound production. Minimal pairs help us understand
the importance of juncture in language (Roach, 2009; Cruttenden, 2014). We can see it on an
example, great ape and grey tape. Both are transcribed /grerterp/, but they have a different
word boundary, as can be seen here [greit eip] and [grer teip]. This is where juncture helps us
understand what marks the difference in a minimal pair. In the example grey tape [grer teip],
the difference is that the /t/ in fape is fully aspirated, and the /er/ in grey is pronounced with a
full length. On the other hand, in great ape [grert eip], the pronunciation of /er/ in ape is a lot

shorter, while /t/ in great is only slightly aspirated (Cruttenden, 2014; Roach, 2009).
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3. Materials and methodology

As mentioned in the previous parts, this thesis concerns linking in spontaneous speech. The

practical part of this thesis has been done in a computer program called Praat, which is used
for phonetic research.
The materials used for this research are 16 tape recordings of British and American speakers,
which were recorded and uploaded to the internet, where they are freely accessible. These
recordings are 1-to-2-minute snippets of political debates. Of the 16 recordings, 8 were in
American English, and 8 were in British English. For this research to be accurate, we chose 8
female and 8 male speakers, 4 of whom spoke in American English and 4 of them spoke in
British English.

Using the textgrid and wav. files of the recordings uploaded into Praat (Boersma &
Weenik, 2024), I started adjusting the word boundaries and focused on the aspect of linking.
Since this research is interested in linking, I focused mainly on the vowel sounds, whether it
came to adjusting the word boundaries or the linking itself. Going through the process, I
analyzed every word looking at the spectrogram which showed where the sound boundaries
could be. Since I hadn't done this type of research before, I had to be extremely careful, closely
listening to every word so the boundary would be in its correct place. After analyzing a few
recordings, it became easier and easier to decide where the sound boundary would be, since
the combination of sounds is not endless and started to repeat. There were some problematic
areas that [ needed to consult but I will say more about that in a later section.

When it came to the linking itself, I created a document where I pasted the text that I
was analyzing and marked every single instance of linking to check if I missed any in the Praat.
As mentioned before, this thesis is concerned with V-V linking and C-V linking only, leaving
out C-C linking, which is sometimes also treated as linking. Some instances were harder than

others, while others were clearly visible, not needing to listen to that part of the recording. I
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will use a few examples that are going to show the instances that were a bit harder to decide

upon and those that were, on the other hand, very easy.
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Figure 1. Occurrence of glottalization in the American data.

The first example I am going to use is an example with glottalization. In this example
and one that will follow is important to mention that the boundaries of glottalization are not
one hundred percent exact and the important thing to notice is that glottalization is present. As
can be seen in Figure 1 we are dealing with the question whether the words wanna and
implement are linked or glottalized. In cases like this it is not so clear, and we cannot decide
by just looking at the spectrogram whether one or the other is taking place. In the following
example, Figure 2, we will be able to see that glottalization can be in some cases obvious. In
Figure 1 we cannot be one hundred percent sure since the vertical and horizontal lines that
connect the words wanna and implement are present, showing a continued sound. Here, we
have to do a close listening, ideally form a word that would capture the sound these two words
would make if they were linked. I will use an example to make this understandable. If | have
words police and are, and they are linked, the sound that [ will “create” from these two to check
if they are linked in a recoding will be [pali:sa:] since it represents how police and are would

sound merged together. Repeating this word a few times out loud helps immensely when
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making this decision. After this, we play the part of the recording we are analyzing and try to

decipher whether our made example sound is produced or if we hear glottalization taking place.
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Figure 2. Occurrence of glottalization in the American data.

In this second example we can see another instance of glottalization. Figure 2 has a
straightforward answer, we do not have to think long before deciding whether was and also are
going to be linked or glottalized. In comparison to Figure 1, here the vertical and horizontal
lines are not present which we can assume means a small pause, therefore making also
glottalized. In cases like this we do not need to create an example sound of the two words being
linked nor do we need to closely listen to this part of the recording. The spectrogram shows us

the answer straight away.
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Figure 3. Occurrence of linking in the American data.

The last example 1 will use is an instance of C-V linking, as seen in Figure 3 The
process of deciding whether linking or glottalization is occurring is the same as in the first
example. First, we create an example sound of words come and out linked, then we proceed
with playing the recording until we decide upon whether these two words are linked or
glottalized. Some cases are easier than others; in this case, we can see the vertical and horizontal
lines are uninterrupted, so we can assume that this will be the case of linking.

When analyzing spontaneous speech, there are instances where the speaker makes
certain mistakes, making the analysis somewhat more complex but also more dynamic than,
for example, the analysis of laboratory speech. During my analysis, there were some problems
when it came to the content of those recordings, such as hesitations, disfluencies. Some of the
speakers were unsure during their speech resulting in more hesitations but there were also
instances of disfluencies that disrupted the flow of speech making it more difficult to analyze.
It is important to mention that all disfluencies, hesitations and pauses were not included in the
results. Another challenging aspect of this analysis was the fast speech of some speakers. If the
speaker spoke fast the adjustment of sound and word boundaries became very difficult. In these

cases, there were more instances of left-out sounds, making the word sound very different than
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its standard form. In these cases, I had to make adjustments, delete certain phones, and decide
whether the word was helpful in the analysis or not. As mentioned above, some speakers were
either nervous or unsure of the content of their speech, which affected the amount of linking or
glottalization used in the recording.

After the analysis of all 16 recording tapes was finished, the results were put through a
Praat script to extract the data. Using Excel to sort out the results, e.g., marking all the lexical
words as lexical and all the grammatical words as grammatical and deleting instances of
disfluencies and hesitations that could influence the final results, and then R Studio was used

to process and visualize the data using the ggplot2 package (Wickham, 2009).
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4. Results and discussion

This section will focus on the results and discuss them. The discussion will focus on the

general and individual tendencies of speakers. In most examples, [ will use two graphs showing

the same result so we can better understand the results.

The first two graphs will focus on the variety of language with a focus on the aspect of

linking.
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Figure 4. Bar chart showing the overall number of linking vs glottalization for speakers of
American and British English.
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In Figure 4, we can see the comparison between American and British English with a
focus on the number of occurrences. In Figure S, the focus is on a percentage rather than the
precise number. These two graphs show that British English speakers are more prone to linking
than American speakers, while American speakers have the difference balanced more evenly.
Even though the difference in Figure 5 is not as meaningful, it does show us a certain
preference on the side of British speakers. On the other hand, it is important to look at Figure
4, which shows us that the number of linking occurrences was higher in British English than in
American, with the number exceeding 350 occurrences. This is going to occur throughout
almost every graph, the reason being that British speakers had a higher word count and faster
speech than American speakers. When looking at all of the results, this seems to be the most
promising answer to why the count in British speakers is always significantly higher than in
the count of American speakers. All recordings had a similar length, whether it was an
American or British speaker, but the speech rate was significantly different when it came to the
language variety.

As mentioned above, one reason why British speakers had a higher count of linking and
glottalization is speech rate. Some of the speakers of American English were talking slowly in
their speech or sometimes with emphasis on certain words. Some of them had a combination
of fast speech and some of them were taking more pauses during speech. The British speakers
on the other hand spoke with a faster speech rate, resulting in a bigger word count and a higher

possibility of linking.
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Figure 6. Bar chart showing the overall number of linking vs glottalization for speakers of American
and British English per word type.
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In Figure 6 and Figure 7, we can see the results with information regarding variety and
word type. As we saw in Figure 4 and Figure 5, the number of occurrences is again higher in
British English than in American English. The reasoning behind this would be the same as in
previous discussion that faster speech rate affected the results of this group of speakers.

What is interesting in these results is the fact that when comparing it to the existing
phonetic research, it seems that these results have shown us the opposite of what we are told
about linking in speech. Generally, grammatical words are supposed to have a higher linking
count than lexical words, meaning we link grammatical words significantly more than lexical
ones. Speakers are then more likely to link words and up than and open. What is important to
mentioned is that the information we have from researchers relates to laboratory speech more.
Spontaneous speech has not been extensively researched, mainly in the area of connected
speech processes, so the knowledge we have regarding speech is not useful when applying it
to spontaneous speech. When we look at the two graphs, we can see that speakers of American
English have a higher linking count of grammatical words than lexical. Since this research is
not extensive and we do not have the amount of data that we would need to make a convincing
argument that American speakers adhere to the "rules" produced by the research of laboratory
speech, I am going to leave this part open. The amount of linking of grammatical and lexical
words in American English may be therefore balanced, higher or lower. Only further, deeper,
research could tell us more about this result.

On the other hand, British speakers link lexical words more frequently than
grammatical ones. This disproves the rules produced by the research of laboratory speech but
again, the same question arises with the validity of these results since this research is not
extensive. Interesting thing to add is that American speakers, in most cases, did not link the

grammatical word and, instead, they used it as an opportunity to take a pause. We decided not
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to include these instances in the results, since it is clear that glottalization would be present in

€Very occurrence.
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Figure 8. Bar chart showing the overall number of linking vs glottalization for individual speakers.
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individual speakers.
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Figure 8 and Figure 9 show us the results of tendencies of individual speakers. Here I
am going to compare two American speakers and two British speakers with the biggest
differences between them, and then do overall comparison of two extreme cases between
American and British speakers.

Firstly, let us look at the values of AmE-F4 and AmE-M3. In Figure 9 speaker AmE-
F4 has the count of linking compared to glottalization only around 38 percent. As I listened to
the specific speaker again, I noticed the reason that caused this result. It is the same reason that
tends to influence all of the results we see in this thesis. The female speaker has a very slow
speech rate that caused linking to diminish. On the other hand, speaker AmE-M3 had a fast
speech rate, the flow of the speech was a lot more dynamic causing linking to be more frequent.
Moving on to British speakers, where the biggest difference can be seen between BrE-F2 and
BrE-M3.

In Figure 8, the female speaker BrE-F2 has the most balanced linking and glottalization
count. When comparing it to the male speaker, BrE-M3, he has the most extreme result of all
in absolute numbers. This we can also solve with the idea of speech rate. He could have been
an extremely fast speaker, or the recording could have been longer, with a higher word count
because of fast speech but also because of the length of the recording. Although the time of all
speaker group recordings should be similar, when it comes to the individual recordings they
may differ from 52 seconds to 92 seconds per recording. When comparing this through variety,
two extreme cases, as mentioned above, are AmE-F4 and BrE-M3. I am not going to explain
this in detail again, but the answer to why the difference between these two speakers is so great

is speech rate.
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Figure 10. Percentage bar chart demonstrating the distribution of linking and glottalization per word
type for individual speakers.

Figure 10 shows both variety and word type linking preferences of individual speakers.
I am going to pick extreme cases again to show the differences between individual speakers.
Let us first look at the grammatical category. In speaker AmE-F2 the percentage of linking is
only around 36 and is the lowest amount that we have in this category. Similar to the cases
before, this female speaker had speech rate on the slower side, using a lot of emphasis.

On the other hand, cases like AmE-M3, AmE-M4, or BrE-M3 show a higher count of
linking grammatical words, each with 75 percent. This can be again argued with the problem
of speech rate. Moving to lexical category, AmE-F1 shows the lowest percentage of lexical
words linked. It is interesting to note that the speaker linked grammatical words with a count
of over 50 percent.

If we come back to the Figure 8 and Figure 9, there the results seemed to be balanced
when it came to glottalization and linking. Here, we have it divided into word type categories,
and the preferences of individual speakers may be different than when grouping them together
as a variety. Another interesting point is that in this graph we cannot see if the number of

occurrences between grammatical and lexical words is the same or if one category has a more
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prevalent count than the other. Secondly, the lexical word type category also shows some
interesting results. When we compare AmE-F1 and BrE-F4 the difference between these two
1s highly significant. The American female speaker linked lexical words only about 25 percent
from all of the occurrences. The British female speaker linked lexical words over 90 percent
from all the occurrences and her amount of linking of grammatical words was also quite high.
This significant difference can be once again explained by the use of speech rate. As I
mentioned before, American speakers spoke a lot slower, although not all of them but the
majority did which affects the role and amount of linking that occurs in speech. When we

transform this point to the opposite side, we get the answer why does the British speaker link

so frequently.
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Figure 11. Bar chart showing the overall number of linking vs glottalization for speakers of American
and British English specifically focused on consonants and vowels.
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Figure 12. Percentage bar chart showing the overall number of linking vs glottalization for speakers
of American and British English specifically focused on consonants and vowels.

Figure 11 and Figure 12, show the count of consonant and vowel linking with a focus
on language variety. As mentioned above in chapter 3, these results and all of those that were
already discussed are without existing pauses in the recordings. When there is a pause, vowel
is automatically glottalized, so including pauses in these figures would heavily influence the
outcome.

In Figure 11 on the left side of the graph we can see that in British English the count
of occurrences of consonants in the British recordings that could have been either linked or
glottalized, is over 350, meaning that the number of instances in all of the recordings, where
consonants were either linked or glottalized was over 350, while in American English the count
is only slightly over 200. Again, I assign this difference to the speech rate. Since British
speakers had a faster speech rate, the count of occurrences of consonants but also vowels that
could have been linked or glottalized, is going to be naturally higher, meaning that since the
speech rate is higher the word count ais also going to be higher leading to a higher the number

of vowels and consonants present in all of the British English recordings.
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If we look at the count of vowels, this number seems to be a bit more balanced, with
British speaker count of slightly over 100 and American speaker count around 75 occurrences.
When looking at Figure 12 the difference does not seem as drastic as in Figure 11. The linking
of vowels seems to be balanced while the linking of consonants seems to be more frequent in
British English. Another interesting thing to note is that both American and British speakers

tend to prefer consonant to vowel linking more that vowel to vowel linking.
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5. General discussion and conclusion

The research that was conducted gives us an idea of how linking in spontaneous speech
really works. This research provides insight into whether the rules for linking, provided by the
research on laboratory speech, can also be applied to spontaneous speech. It also provides a
broader understanding of the tendencies for the use of linking in British and American speakers.

We know from phonetic research that vowel-to-vowel linking should be more frequent than
consonant-to-vowel linking. The results from this research show otherwise. Regardless of
dialect, the phonetic tendency of both American and British groups preferred consonant-to-
vowel linking. The main aspect that influenced linking in the analyzed recordings was speech
rate, which can be applied to all 16 American and British English speakers. The results showed
that British speakers have a faster speech rate, resulting in more cases of linking present in the
recordings. In comparison, American speakers had a tendency for a slower speech rate,
resulting in fewer instances of linking.

Regarding speech rate, [ want to come back to the studies by Kohler (1996) and Trouvain
et al. (2001), where they focused on an articulation rate in spontaneous speech and found out
that spontaneous speech has higher speech rate and greater variability than read speech. This
result directly correlates with what was observed in the results of this thesis.

Another research mentioned in the theoretical part relevant to the analysis of recordings
were studies conducted by Johnson (2004) and Dilts (2013), which targeted the issue of
variability in speech. Both of them investigated how common is canonical form of word in
speech and the amount was that 32 percent of words did not occur in their canonical form.
During my analysis in the practical part of this thesis it became clear that canonical form was
not frequently present in some words, e.g. and, occurred most commonly in the form of [an].

It 1s difficult to make generalizations about linking in spontaneous speech. We can divide

speakers' tendencies into individual and general, but it is difficult to strictly decide whether the
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common tendencies can be applied to all. For this research to tell us more about the general
and individual tendencies for linking in English, we would need to conduct a deeper study with
more data to provide us with more information.

As mentioned above, for future research it would be productive to collect more data so the
results could tell us more about linking in spontaneous speech. Further research in this area
could provide more conclusive results regarding the tendencies of linking. Further research of
this area would be beneficial for L2 learners’ ability to learn how to sound more native and

fluent in their speech.
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7. Resumé

Hlavnymi ciel'mi tejto bakalarskej prace bolo zistit’ ¢i pravidla viazania reci, ktoré
vychéadzaji z vyskumov robenych v laboratornych podmienkach sa daja aplikovat’ na
spontannu re¢ a porovnat’ spdsob viazania v Americkej a Britskej angli¢tine. Zamerali sme
sa najmd na porovnanie poctu viazania a glotalizdcie v nahravkach, ako aj jednotlivo
na slovné druhy, pohlavie alebo na jednotlivych hovoriacich.

Teoreticka Cast’ prace sa zaCina v 2. kapitole. Tu st vysvetlené rozne aspekty reci, ktoré
ju ovplyviuju, s dorazom na spontannu rec, ako aj priklady stuadii, ktoré su relevantné
k porozumeniu spontannej reci ako takej. V tivode kapitoly je vysvetlené ¢o je to plynula
re¢ a ako interpretujeme informacie. Plynulost’ je mentalny proces, ktory pouziva kazdy
z nas. Je to naSe chapanie urcitych veci, a hlavnym ciel'om je zistit,, €1 je tento proces I'ahky
alebo tazky. Narocnost tohto procesu sa da taktiez manipulovat’. Ak chceme proces urobit’
taz$im mozeme napriklad zmensSit’ text v knihe na t'azko CitateI'ny. Ak ho chceme ul’ah¢it,
mozeme napriklad rozpravat’ pomaly a zrete'ne, aby ndm druhy l'ahko rozumel, a tym
padom vedel rychlo spracovat’ informéciu, ktordt mu davame. Tato kapitola sa zaoberd
najme tym Co je to spontanna re¢. Spontanna re¢ je tazko definovatelny termin. Kazdy
z nas moze povazovat’ za spontdnnu re¢ nieco odliSnejSie. Samozrejme sa pohybujeme
niekde v rovnakom rozmedzi, no Specifikd byvaju obCas rozne. Spontdnna rec je
produkovana v neforméalnom prostredi, je nepldnovana, dynamicka anie je Citana. Je
taktiez dolezité zmienit’, Ze vyskumy spontannej re¢i nie su také rozSirené ako vyskumy
reci robené vo fonetickych laboratoriach, v sterilnom prostredi, kde sa spontaneita reci
nevyskytuje, je teda tazké aplikovat’ vysledky tychto vyskumov na spontdnnu rec.

V podkapitole 2.1.1, 2.1.2 a 2.1.3 st rozobraté aspekty, ktoré ovplyviuju spontannu rec.
Tymito aspektami je variabilita, predvidatel'nost’ a prozddia. Variabilita re¢i hra velmi

dodlezitt ulohu v spontannej re¢i. Spontanna rec je sama o sebe plna variability, hlavne ¢o
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sa tyka slov. Slova maju svoju slovnikovi podobu, no zérovein aj mnoho inych podob, ktoré
vyuzivame v spontannej re€i. Variabilitu ovplyviiuju procesy ako napriklad skracovanie,
zmazanie alebo neukoncené vyslovenie. Slovnikova podoba slov sa méze nachadzat najma
vo vel'mi pomalej Citanej reci, ktord je presnym opakom spontdnnej reci. Variabilita sa
spaja s témou kontextu v re¢i. Kontext mozu byt’ socialne faktory, prostredie alebo okolity
zvuk. Ak sa bavime o variabilite musime zaroven zmienit’ kontextové podmienky, ktoré ju
ovplyviiuji. Prvou kontextovou podmienkou je predvidatelnost. Tato kontextova
podmienka nam pomaha predvidat’ rec¢ predvidanim kolko redukovania sa bude vyskytovat
v konverzacii ak je dizka slov krat$ia. V tejto asti su opisané rézne vyskumy, ktoré sa
zaoberaju tématikou predvidatel'nosti. Druhou kontextovou podmienkou je prozddia,
ktorou taktiez dokaZeme predvidat’ spontdnnu re¢. Prozodia sa zaoberd Casom trvania,
vd’aka tomuto dokazeme predvidat’ ¢i re€, ktorti poCujeme, ma Crty spontannosti. Ak je teda
tempo reci rychle vieme predvidat’, Ze re¢ bude skor spontanna. Poslednou podkapitolou
tejto Gasti je podkapitola 2.1.2, ktora sa zaobera zmenou §tylov re¢i. Styl re¢i moze byt
napriklad nenatend alebo Citand reC. Ak je niekto ucCastnikom nenutenej konverzacie,
v ktorej sa citi komfortne, redukcia slov je velmi vysoka. Naopak pri konverzacii
formalnej alebo opatrnej budeme vidiet’ presny opak. Hovoriaci si bude davat’ pozor na
slova, ktoré vyberd a ich vyslovnost.

Podkapitola 2.2 uz priamo hovori o spojenej reci, na ktorti sa tato praca sustredi.
Spojena re¢ znamend, ze ak plynule rozpravame, nejaké slova, ich zaciatky a konce, buda
do seba kizat'. Kazdy z nas pouziva spajanie v reéi, ak by sme ho nepouzivali, zneli by sme
vel'mi neprirodzene. Mame niekol’ko procesov, ktoré zaradzujeme do spojenej reci, su to
asimilacia, elizia a viazanie. Asimilacia je proces spojenej reci, ktory ovplyviiuje to ako sa
slova, ktoré sa nachadzaju vo svojej blizkosti vyslovuji. Asimilacia ovplyviiuje najmé

samohlasky. Asimildciu rozdelujeme do dvoch kategorii, regresivnu a progresivnu.
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Regresivna asimilédcia meni foném predchadzajuceho slova na foném nasledujuceho slova.
Progresivna asimildcia je presny opak, foném nasledujiceho slova sa meni na foném
predchadzajuceho slova. Asimilécia sa taktiez rozdeluje do asimilacie miesta, sposobu
a znelosti, a d’alej teda na regresivnu a progresivnu.

Elizia je d’alSi proces spojenej reCi. Nachadza sa Casto v rychlej reci a mézeme ju
definovat’ ako proces pocas, ktorého dochadza k strate zvukov. M6ze dochadzat’ k strate
slabych samohlasok po spoluhlaskach p, t, k. M6Ze dochédzat k strate slabych samohlasok
ak st kombinované s [n, I, r]. Posledny typ elizie spdsobuje vyhybanie sa komplexne;j
spoluhlaskovej Struktire. To znamena, ze pri urCitych afrikdtoch alebo nezvuénych
plozivach v spojeni so zvuénymi plozivami, afrikdtmi alebo /t/ mozZe dojst k strate
finalnemu alveolarnemu zastaveniu ak nasleduje slovo so za¢iato¢nou spoluhlaskou.

Podkapitola viazania je v tejto teoretickej Casti skoro najddlezitejSia, ked’Zze opisuje
pravidla viazanie, ktoré si neskor skimané v praktickej Casti. Viazanie mozeme chapat’
ako formu absorpcie zvukov, kde zmenu vo vyslovnosti nezaznamenavame az tak vel'mi
ako napriklad u elizie. Procesy absorpcie zvukov spdsobuji to, aby re¢ znela kizavo,
plynule. Pozname tri typy viazanie. Prvy typ je viazanie je viazanie spoluhlasky ku
samohlaske. Tento typ viazania nazyvame aj resilabifikdciou. Aby sme sa vyvarovali
glotalizacii samohlasky potrebujeme predchadzajucu spoluhldsku v slove presunut’
k nasledujucej, zaciatocnej samohlaske. Pri tomto type viazania pouzivame aj takzvané
viazané /t/, ktoré sa pouziva v britskej anglictine. Ak sa ndm slovo kon¢i na spoluhlasku r,
automaticky sa prenaSa do nadchadzajaceho slova zacinajiiceho sa na samohlasku. Druhy
typ viazanie je viazanie samohlasky so samohldskou. Tu moéZeme viazat bud’
s prechodnym /j/ alebo /w/. Ak sa nam slovo kon¢i na vysoku, predni samohlasku,
vkladame prechodné /j/. Ak sa slovo kon¢i na vysoku, zadni samohlasku, vkladame

prechodné /w/. Posledny typ viazania, ktory pozndme, no nie vZdy sa uvadza ako viazanie,
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je viazanie spoluhlasky so spoluhlaskou. Pri tomto type viazanie sa spoluhlaska prediZi aby
sa spojila s druhou alebo sa posledné spoluhlasku prenesie do nasledujicej spoluhlasky.
Tento typ viazania v praktickej Casti rozoberat’ ale nebudeme.

Kapitola ¢islo 3. hovori o materialoch pouzitych na analyzu a nasledni metddu analyzy.
Vybrali sme 16 nahravok anglicky rodenych hovoriacich, 8 z nich boli hovoriaci americke;j
angli¢tiny, zvys$nych 8 bolo hovoriacich anglickej angli¢tiny. Dalej sme ich rozdelili do
skupin pohlavia kde boli 4 zeny a 4 muzi z kazdej skupiny hovoriacich. Tieto nahravky
boli ¢asti politickych debat a kazda mala zhruba 1 az 2 minuty. Tieto nahravky boli
spracované¢ v pocitatovom programe Praat, kde bolo treba upravit hranice slov
arozhodnut’ ¢i st segmenty nahravok kde sa mdZe nachadzat viazanie zviazané alebo
glotalizované. V niektorych pripadoch bolo zretel'né ¢i sa jednd o viazanie, v niektorych to
bolo problematickejsie. V tejto kapitole boli taktiez vlozené 3 priklady, ktoré ukazuji kde
rozhodovanie bolo problematické a kde bolo I'ahké. Po dokoncenej analyze boli vysledky
vlozené do skriptu na extrakciu dat. Vyuzity bol taktiez program Excel na rozradenie
vysledkov a R Studio s pouzitim baliku ggplot2 na vytvorenie grafov.

Nasledujuca kapitola ¢islo 4. sa zaobera vysledkami a diskusiou nad nimi. V tejto sekcii
bolo vyuzitych 9 grafov na znazornenie vysledkov. Prvy vysledok sa tyka rozdielu poctu
viazania medzi americkymi a britskymi hovoriacimi. V grafe bolo mozné vidiet’ ze britski
hovoriaci preferovali viazanie viac ako americki hovoriaci. Aj ked rozdiel medzi
preferenciou viazanie a glotalizacie nebol az taky dramaticky rozdiel tam bol. Taktiez je
podstatné zmienit’ to, ze vo vSetkych grafoch, ktoré sa vyskytuju v tejto kapitole, je pocet
pripadov kde bolo mozné viazat alebo glotalizovat’ slova ovela vysSi pri britskych
hovoriacich ako pri americkych. Dovod je rychlejSie tempo reci britskych hovoriacich tym
padom aj viac moznosti kde glotalizovat’ alebo viazat. Tento fakt bude odpoved’ou na

vacsinu vysledkov, na ktoré sa prislo.
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Druhy vysledok, ktory vyplyva z grafov je, ze britski hovoriaci preferuju viazanie
lexikalnych slov viac ako gramatickych. U americkych hovoriacich je to naopak,
preferencia viazania sa naklafa skor ku gramatickym slovam. Co je ale zaujimavé
podotknut’ je, ze podla existujacich vyskumov reci v laboratéridch by sme ako hovoriaci
mali preferovat’ viazanie gramatickych slov viac ako lexikalnych. Ked’Ze tento vyskum nie
je extenzivny, nemdzeme existujuce vyskumy v preferencii vyvratit. Otazka viazania
gramatickych a lexikalnych slov v tejto praci teda ostava otvorena.

Dalsi vysledok sa tyka porovnania jednotlivych hovoriacich medzi sebou v poéte viazania
a glotalizacie. V tejto Casti boli porovnani dvaja hovoriaci z kazdej skupiny, jeden muz
v porovnani s jednou Zenou. V porovnani americkych hovoriacich mala Zena vel'mi nizky
pocet viazania oproti poctu glotalizacie. Dovodom bolo vel'mi pomalé tempo reci. Naopak,
americki hovoriaci, ktory bol muz mal zase vysoky podiel viazania oproti glotalizécii.
Dovodom bolo opét’ tempo reci, no na rozdiel od predoslej hovoriacej mal tempo rychle.
Porovnanie britskych hovoriacich bolo velmi podobné ako porovnanie americkych
hovoriacich. Britskd hovoriaca mala najvyrovnanej$i pocCet viazania a glotalizacie zo
vSetkych v bristkej skupine. Britski hovoriaci mal naopak vel’ky extrém v hodnote viazania.
Dévodom mohla byt dynamicka re¢ a rychle tempo, ale aj dizka danej nahravky. Ako bolo
spomenuté vyssie, nahravky mali rozne dizky a tento hovoriaci mal jednu z najdlhsich
nahravok vobec.

V d’alSom bode bol porovnavany pocet viazania a glotalizacie u individudlnych
hovoriacich s dorazom na slovny druh. Hovoriaca americkej angli¢tiny mala vel'mi nizky
pocet viazania v gramatickej kategdrii ako ini hovoriaci. Pocas opakovaného poctivania
nahravky bolo ocividné, ze hovoriaca ma tempo reci skor pomalé a vyuziva zdéraziiovanie
slov. Traja d’al§i hovoriaci, dvaja americki ajeden britsky, mali hodnoty viazania

v gramatickej kategorii cez 75 percent. Tu mozeme zase vidiet’ rychle tempo reci oproti
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ostatnym hovoriacim. V lexikdlnej kategdrii sme sa zamerali na dvoj hovoriacich, jednu
americkl hovoriacu a jednu britski hovoriacu. Americkd hovoriaca viazala lexikalne slova
malo, celkova hodnota bola 25 percent. Britskd hovoriaca mala hodnotu viazania cez 90
percent a v gramatickej kategorii bola hodnota viazania tiez pomerne vysoka. Vraciam sa
spat’ ku argumentu, Ze britski hovoriaci mali prirodzene rychlejSie tempo reci, co mdéZeme
vidiet’ na tychto vysledkoch.

Posledny vysledok v tejto kapitole sa tyka poctu viazania a glotalizacie s oh'adom na
samohlasky a spoluhlasky. V tejto Casti je potrebné spomenut’, ze vo vysledkoch nie je
zapocitavana glotalizacia samohldsok po pauze, viedlo by to k priliSnému ovplyvneniu
vysledkov. Ako bolo spominané vysSie, britski hovoriaci maju rychlejSie tempo reci, tym
padom hodnoty glotalizacie a viazania byvaju vysSie oproti americkym hovoriacim. V tejto
Casti je tento rozdiel vidiet' ve'mi dobre. Britski hovoriaci mali poc€et spoluhlasok vo
vSetkych nahravkach cez 350, pricom americki hovoriaci ich mali iba nieCo malo cez 200.
Viazanie samohlédsok sa v oboch kategéridch zda byt vyrovnané. Obe kategorie
hovoriacich ale preferuju viazanie spoluhlasok viac ako viazanie samohlasok.

Kapitola ¢islo 5. sa venuje vSeobecnej diskusii a zdveru celej prace. Tato praca pontka
nahlad to problematiky viazania v spontannej rec¢i atendenciam britskej a americke;j
anglictiny v ohl'ade viazania. Z tejto prace vychadza, ze obe angliCtiny preferuji viazanie
spoluhlasky so samohldskou viac ako viazanie samohldsky so samohlaskou. Otazka ¢i
mozeme aplikovat’ existujuce poznatky zo Studii laboratornej reci, preferencia viazania
gramatickych slov viac ako lexikalnych, ostdva otvorend vzhl'adom na nedostatok dat. Pre
buduci vyskum by bolo potrebné zanalyzovat’ viac hovoriacich aby mohli byt vysledky
Statisticky presvedgivé. Dalsi vyskum tejto témy by mohol pomdct’ §tudentom angliétiny,

ako ich druhého jazyka, pri zlepSovani sa v oblasti plynulosti reci.
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