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#### Abstract

The central aim of this thesis is to study the concepts of "complexity" and "computational capacity" of discrete dynamical systems and to connect them to rigorously measurable properties. In the first part of the thesis, we propose a formal metric of a discrete system's complexity based on the numerical estimates of its asymptotic convergence time. We identify a critical region of systems corresponding to a phase transition from an ordered to a chaotic phase. Additionally, we complement this work by studying dynamical phase transitions of discrete systems analytically, using newly developed tools from statistical physics. Specifically, for a fixed discrete system, we demonstrate that varying its initial configurations can result in abrupt changes in the system's behaviour; and we describe exact positions of such transitions. The second part of this thesis is dedicated to analysing computational capacity of cellular automata via the notion of their relative simulation. Informally, we say that automaton $\mathcal{B}$ can simulate $\mathcal{A}$ if $\mathcal{B}$ can effectively reproduce any dynamics of $\mathcal{A}$. We introduce a specific notion of automata simulation and formalize it in algebraic language. This allowed us to answer open questions about the computational capacity of cellular automata using well-established algebraic results. Namely, we prove that certain classes of affine automata are very limited in terms of what they can simulate. Further, we characterize the simulation capacities of any canonical additive automaton with radius one.
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## 1. Introduction

### 1.1 General Introduction

The field of complex systems is a fascinating area of research. Due to its broad scope and interdisciplinary nature, describing it concisely while doing it justice poses a challenge. In essence, a complex system consists of a large number of particles that interact locally and undergo spontaneous self-organisation into higher-level structures that evolve and behave qualitatively differently from their components. Remarkably, the self-organization occurs without a centralized controller governing the behaviour of the particles [153]. Examples of such a phenomenon are omnipresent and include the growth and organisation of cells during an organism's developmental phase, ant colonies, the organisation of birds who locally adapt to their neighbours and form flocks, or the interactions of individual people and markets that culminate in a global economy [104]. It is noteworthy that the field of complex systems is relatively nascent, with its inception often marked by the establishment of the Santa Fe Institute in 1984. This underscores the dynamic and evolving nature of this research area.

Abstract models exhibiting such complex behaviour include cellular automata, random Boolean networks, neural automata, and recurrent neural networks. Despite the simplicity of the underlying update rules of such systems, their iterative application often leads to intriguing behaviour where structures emerge and interact with each other in ways that are hard to predict. Consequently, there is a prevailing belief that such systems hold significant potential as models for artificial evolution - a process where structures emerge and grow in complexity in an open-ended manner. Moreover, there is a plethora of work exploring such systems as alternative models of efficient computation due to their massively parallel nature. These are just a few examples to motivate the theoretical studies of such models.

With the rising efficiency of computers, it has become popular to explore such models simply by running their simulations and observing the visualisations of their dynamics. Based on such observations, prominent figures in the field boldly asserted that models with "complex behaviour" exist at a critical phase transition between ordered and chaotic systems [84] and suggested that all sufficiently "complex systems" possess the capacity for universal computation [158]. There have been impressive results that support such claims; as an example, by giving elaborate proofs that certain cellular automata with intriguing visualisations can indeed simulate a computationally universal system [18, 27]. However, it yet remains a great challenge to rigorously prove such claims in their full generality. One of the reasons is that, due to the novelty and broad scope of the field, there is no consensus on what should be the formal definitions of notions such as "complexity", "emergence" or "computational capacity" [126]. This makes it especially challenging when proving negative results.

The central aim of this thesis is to delve into the concepts of "complexity" and "computational capacity" of discrete dynamical systems and to connect them to rigorously measurable properties. This overarching goal naturally divides the thesis into two distinct parts that we describe below in more detail.

In Part I, our focus is on investigating the complexity of discrete systems through the analysis of their dynamical properties. In Chapter 2, we propose a new measure of complexity for discrete systems that we call the transient classification. It is based on numerical estimates of the system's global dynamics. The method allows us to formally assess whether a given discrete dynamical system belongs to the "ordered", "chaotic", or "complex" regime. Compared to previous approaches, the method does not depend on any arbitrary choice of parameters, which makes the results robust and marks the method's significance. Expanding and complementing our initial work, we delve further into the exploration of global dynamics of discrete systems in Chapter 3 containing the paper [16]. This paper represents a collaborative effort with Freya

Behrens under the guidance of Lenka Zdeborová. Here, we analytically derive new results pertaining to the global dynamics of specific discrete systems. For that, we use sophisticated tools from statistical physics that were recently developed by Freya Behrens and Lenka Zdeborová exactly to enable answering such questions. Part I consists of two papers, each presented as an individual chapter:
[67] B. Hudcová, T. Mikolov, Classification of Discrete Dynamical Systems Based on Transients, Artificial Life, 27 (3-4), MIT Press, 220-245 (2022).
[16] F. Behrens, B. Hudcová, L. Zdeborová, Dynamical Phase Transitions in Graph Cellular Automata, submitted (2023). Available at arXiv:2310.15894.

Part II of this thesis is dedicated to analysing computational capacity of discrete systems, specifically focusing on cellular automata. We argue that a natural way to assess this is via the notion of cellular automata relative simulation. Informally, we say that automaton $\mathcal{B}$ can simulate $\mathcal{A}$ if $\mathcal{B}$ can effectively reproduce any dynamics of $\mathcal{A}$. Measuring the computational capacity of a given automaton then translates to assessing how many other automata can it simulate. To address this, we introduce a specific notion of automata simulation and formalize it in the algebraic language. This algebraic formalization is an important contribution of the thesis, as it allows us to answer open questions about the computational capacity of cellular automata using well-established algebraic results. To showcase this, in Chapter 4 containing our paper [66] we prove that certain classes of affine automata are very limited in terms of what they can simulate. This is a negative result that widely surpasses previous works in its generality. We further expand the results about affine automata in Chapter 5. Part II consists of two chapters, first of them contains the paper:
[66] B. Hudcová, J. Krásenský, Simulation Limitations of Affine Cellular Automata, submitted (2023). Available at arXiv:2311.14477.

The second chapter contains an original text that is yet to be extended into a paper.
An integral contribution of this thesis lies in exploring novel relationships between complex systems and other well-established fields. Concretely, we explore new links to particular methods from statistical physics in Part I and to universal algebra in Part II. The thesis showcases that both fields provide powerful tools for deriving new results about discrete dynamical systems. It remains an exciting question how far could such results be pushed in the future.

### 1.1.1 Contribution of the Authors

The texts of the papers included in this thesis were left mostly unchanged from the versions accepted (or submitted) to journals. Due to this, the notations can vary from chapter to chapter. Moreover, each paper contains its own introduction that does not reflect the developments in the field after the papers' publication. Below, we describe in detail for each of the papers the contribution of the authors.

The paper [67] was the work of Barbora Hudcová. Her supervisor Tomás Mikolov is stated as a co-author, as this is the standard procedure in the field of computer science. The paper [16] is a result of a collaboration with Lenka Zdeborova's team during the present author's internship at EPFL, Lausanne. Whereas the paper [15] which develops new statistical physics tools to analyse dynamical systems was solely the work of Freya Behrens and Lenka Zdeborová with just a minor contribution of the present author; the subsequent paper [16] included in the thesis shares approximately equal contributions of both Freya Behrens and Barbora Hudcová. Freya Behrens provided fundamental insight from the field of statistical physics and derived the results of statistical physics methods. Barbora Hudcová provided the context and motivation from the field of complex systems and obtained the numerical results. Together, they chose
the systems under study and identified their dynamical phases. Lastly, the paper [66] is a result of collaboration of the present author (around two thirds) with Jakub Krásenský (one third). Barbora Hudcová formalized the simulation notion into algebraic language, proved the elementary properties of the simulation, and wrote the content of the paper. Together with Jakub Krásenský they derived the results about limitations of affine automata, while Jakub Krásenský also provided the main author with insightful feedback on the first version of the manuscript. The last chapter with yet unpublished results is the work of Barbora Hudcová, with minor contributions from Jakub Krásenský.

In the rest of this introduction, we present some elementary definitions regarding complex systems and cellular automata in particular. This is followed by a brief history of the research on cellular automata. Subsequently, we concisely summarize the results from each chapter of the thesis while omitting most technical details. We complement each chapter's results by first providing a short overview of previous work to give some historical context and motivation, as well as to demonstrate the sheer breadth of work examining cellular automata and other dynamical systems.

### 1.2 Elementary Definitions

Though this thesis studies the dynamics of a variety of systems, the main focus remains on cellular automata due to both their popularity and simplicity of architecture. Informally, a Cellular Automaton (CA) can be perceived as a $d$-dimensional grid consisting of identical finite-state automata. They are all updated synchronously in discrete time steps based on an identical update function depending only on the states of automata in their fixed local neighbourhood. We give the formal definitions below; we note this section is an updated version of the original text in the present author's diploma thesis [65]. A great introduction to cellular automata can be found in [76].

Definition 1 (Cellular automaton). Let $d \in \mathbb{N}$. We call $\mathbb{Z}^{d}$ the $d$-dimensional cellular grid and we say its elements are cells. Let $S$ be a finite set of states. A configuration of the cellular grid is a mapping $c: \mathbb{Z}^{d} \rightarrow S$. We call $S^{\mathbb{Z}^{d}}$ the configuration space.

Let $k \in \mathbb{N}$. We define a d-dimensional neighbourhood of size $k$ to be a sequence $N=$ $\left(\mathbf{n}_{1}, \mathbf{n}_{2}, \ldots, \mathbf{n}_{k}\right)$ where each $\mathbf{n}_{i} \in \mathbb{Z}^{d}$. Given such $N$, we can compute the relative neighbourhood of a cell $\mathbf{z} \in \mathbb{Z}^{d}$ as $\left(\mathbf{z}+\mathbf{n}_{1}, \mathbf{z}+\mathbf{n}_{2}, \ldots, \mathbf{z}+\mathbf{n}_{k}\right)$.

Let $f: S^{k} \rightarrow S$ be a function. A $d$-dimensional cellular automaton operating on an infinite grid with neighbourhood $N$ and local rule $f$ is a dynamical system $\mathcal{A}=\left(S^{\mathbb{Z}^{d}}, F\right)$ where $F: S^{\mathbb{Z}^{d}} \rightarrow S^{\mathbb{Z}^{d}}$ is defined as:

$$
\begin{equation*}
F(c)(\mathbf{z})=f\left(c\left(\mathbf{z}+\mathbf{n}_{1}\right), c\left(\mathbf{z}+\mathbf{n}_{2}\right), \ldots, c\left(\mathbf{z}+\mathbf{n}_{k}\right)\right) \text { for all } \mathbf{z} \in \mathbb{Z}^{d}, c \in S^{\mathbb{Z}^{d}} . \tag{1.1}
\end{equation*}
$$

We call $F$ the global rule of $\mathcal{A}$. We call the algebra $\mathbb{A}=(S, f)$ the local algebra of $\mathcal{A}$ and we note that the local algebra, together with the dimension $d$ and neighbourhood $N$, fully determines $\mathcal{A}$.

Below, we introduce some more terminology regarding the dynamics of cellular automata.
Definition 2 (Dynamics of Cellular Automata). Let $d, k \in \mathbb{N}, S$ be a finite set and $f: S^{k} \rightarrow S$ a function. Let $\mathcal{A}=\left(S^{\mathbb{Z}^{d}}, F\right)$ be a $d$-dimensional CA operating on an infinite grid with some neighbourhood $N \subseteq\left(\mathbb{Z}^{d}\right)^{k}$ and local rule $f$. For $c \in S^{\mathbb{Z}^{d}}$ and $t \in \mathbb{N}$, we define the trajectory of the initial configuration $c$ as:

$$
\left(c, F(c), F^{2}(c), F^{3}(c), \ldots\right) .
$$

The process of obtaining a trajectory is often called a simulation or an evolution of the CA. Given the first $t$ elements of a trajectory, $t \in \mathbb{N}$, we define its space-time diagram to be a matrix
whose $i$-th (infinite) row is exactly $F^{i}(u), 0 \leq i \leq t$, where $F^{0}(c)=c$. Studying the dynamics of a cellular automaton simply means studying any property related to its global rule, which is iterated on different initial configurations. We define the phase-space of $\mathcal{A}$ to be a directed graph with nodes $S^{\mathbb{Z}^{d}}$ and edges $\left\{(c, F(c)) \mid c \in S^{\mathbb{Z}^{d}}\right\}$.

Typically, the most studied Cellular Automata (CAs) are in dimension 1 and 2. These are the cases we focus on in this thesis as well and thus, in what follows, we discuss more terminology regarding them.

### 1.2.1 One-dimensional Cellular Automata

In the case of 1D CAs, we will simplify the notation. Let $N=\left(n_{1}, \ldots, n_{k}\right) \subseteq \mathbb{Z}^{k}$ be a neighbourhood of some CA. If we put $r=\max \left\{\left|n_{i}\right| \mid i \in\{1,2, \ldots, k\}\right\}$, we can notice that $N$ can be embedded into a larger symmetric neighbourhood, which is of the form $(-r,-r+1, \ldots, r-1, r)$. In such a case, we call $r$ the radius of the symmetric neighbourhood.

For any 1D CA with neighbourhood $N=\left(n_{1}, \ldots, n_{k}\right)$ and local rule $f: S^{k} \rightarrow S$, we can consider an analogous automaton with $N^{\prime}=(-r, \ldots, r), r=\max \left\{\left|n_{i}\right| \mid i \in\{1,2, \ldots, k\}\right\}$, and a local function $f^{\prime}: S^{2 r+1} \rightarrow S$ defined as $f^{\prime}=f \circ\left(\pi_{n_{1}}, \ldots, \pi_{n_{k}}\right)$ where $\pi_{i}: S^{2 r+1} \rightarrow S$ is the canonical projection to the $i$-th coordinate. Therefore, without loss of generality, we can assume that any 1D CA has such a symmetric neighbourhood.

Let $S^{\mathbb{Z}}$ be the configuration space of some 1D CA and let $c \in S^{\mathbb{Z}}$. We typically write $c_{i}$ instead of $c(i)$ for $i \in \mathbb{Z}$. In such a case, (1.1) simplifies into:

$$
\begin{equation*}
F(c)_{i}=f\left(c_{i-r}, c_{i-r+1}, \ldots, c_{i+r-1}, c_{i+r}\right) \text { for all } i \in \mathbb{Z}, c \in S^{\mathbb{Z}} \tag{1.2}
\end{equation*}
$$

For practical purposes, when simulating a CA and depicting the space-time diagrams, typically only "finite configurations" of the CA are considered. There are multiple ways to reduce a CA to a finite grid, and we define one of the most classical ones below.

Definition 3 (1D CA operating on a cyclic grid). Let $r, n \in \mathbb{N}, S$ be a finite set and $f: S^{2 r+1} \rightarrow$ S. A $1 D$ cellular automaton operating on a finite cyclic grid of size $n$ with neighbourhood $r$ and local rule $f$ is a dynamical system $\left(S^{n}, F\right)$ where $F: S^{n} \rightarrow S^{n}$ is defined as in 1.2) but all indices are computed modulo $n$.

Cellular automata naturally split into families determined by their dimensionality, neighbourhood and state set. One of the smallest of such families are the Elementary Cellular Automata (ECAs) which are 1D CAs with states $2:=\{0,1\}$ and radius $r=1$. They have received a lot of attention in the literature because despite the simple description of their local rules, ECAs contain automata with intriguing dynamics.

Each ECA is given by a Boolean function $f: \mathbf{2}^{3} \rightarrow \mathbf{2}$. Hence, there are only 256 of them. We have a natural bijection between the set of ternary Boolean functions $\left\{f: \mathbf{2}^{\mathbf{3}} \rightarrow \mathbf{2}\right\}$ and integers in the set $\{0,1, \ldots, 255\}$ given simply by:

$$
f \mapsto 2^{0} f(0,0,0)+2^{1} f(0,0,1)+2^{2} f(0,1,0)+\ldots+2^{6} f(1,1,0)+2^{7} f(1,1,1) .
$$

We call such number the Wolfram number of $f$, after the notation introduced by Stephen Wolfram in [159], which is now widely used. Respecting his terminology, we will identify each ECA with the Wolfram number of its local rule.

Example 4 (ECA 90). Let $f: \mathbf{2}^{3} \mapsto \mathbf{2}$ be defined as $f(x, y, z)=x+z$. This Boolean function has Wolfram number 90. In Figure 1.1, we show the space-time diagram of ECA 90 operating on a finite cyclic grid of size 100 .


Figure 1.1: Space-time diagram of ECA 90 operating on a finite cyclic grid of 100 . We typically identify the state 0 with white and state 1 with black colour. Each row of the depicted diagram corresponds with a configuration in the ECA's trajectory; thus, time is "progressing downwards".

### 1.2.2 Two-dimensional Cellular Automata

When studying 2D CAs, there are two classic examples of neighbourhoods that are considered. The Moore neighbourhood is defined as

$$
N_{\text {Moore }}=((1,1),(1,0),(1,-1),(0,1),(0,0),(0,-1),(-1,1),(-1,0),(-1,-1))
$$

The simpler Von Neumann neighbourhood is defined as

$$
N_{\text {von Neumann }}=((1,0),(0,1),(0,0),(0,-1),(-1,0))
$$



Moore neighborhood


Von Neumann neighborhood

Figure 1.2: Diagrams of two typical neighbourhoods of two-dimensional cellular automata.
Analogously to the one-dimensional case, we can define 2D CAs operating on finite grids. In this case, the finite grid is parametrized by a tuple $(n, m) \subseteq \mathbb{N}^{2}$. In such a case, in (1.1) the first coordinates of the indices are computed modulo $n$ and the second coordinates modulo $m$. We say that grid is of size nm. Loosely speaking, the topology of the two-dimensional finite grid is that of a torus. In the case of 2 D CAs, their space-time diagrams are usually presented as animations, where the frames represent consecutive configurations.

### 1.2.3 Attractors and Transients

Let $\mathcal{A}$ be a CA operating on a finite grid of size $n \in \mathbb{N}$ with a global rule $F$ and state set $S$. Since $S$ is finite, the configuration space $S^{n}$ is as well and therefore, every trajectory $\left(c, F(c), F^{2}(c), F^{3}(c), \ldots\right), c \in S^{n}$ becomes eventually periodic. I.e., there exist $i, j \in \mathbb{N}$, $i<j$, such that $F^{i}(c)=F^{j}(c)$. Let $i \in \mathbb{N}$ be the smallest such that there exist $j \in \mathbb{N}$, $i<j$, such that $F^{i}(c)=F^{j}(c)$. We call the sequence $\left(F^{0}(c)=c, F(c), F^{2}(c), \ldots, F^{i}(c)\right)$ the transient of $c$. Let $j \in \mathbb{N}$ be smallest such that $F^{i}(c)=F^{j}(c)$. We call the sequence $\left(F^{i}(c), F^{i+1}(c), F^{i+2}(c), \ldots, F^{j-1}(c)\right)$ the attractor of $c$.

### 1.3 Brief History of Cellular Automata

While the exploration of cellular automata and related discrete dynamical systems within the context of complexity sciences is relatively recent, the body of work is extensive and characterized
by its interdisciplinary nature. In this section, we provide a succinct overview of key results pertinent to this thesis.

The popularity of cellular automata owes much to the groundbreaking work of John von Neumann who was fascinated with designing a non-trivial, self-replicating machine. Inspired by Stanislaw Ulam's suggestion to explore cellular automaton environments, von Neumann successfully realized this vision, introducing what he termed the universal constructor. The universal constructor comprised a potentially infinite tape and an ensemble of cells representing the "processor". Its functionality involved interpreting the information on the tape as a blueprint for a new machine, constructing it, and finally, duplicating the information onto the tape of the newly created machine. Its non-triviality was undoubtable, as the processor implemented a universal Turing machine. Once such a constructor received its own description on the tape, it would reproduce itself. Von Neumann's visionary insight to employ the tape information twice - first for interpretation and then for duplication - preceded the discovery of DNA's structure [20].

Arthur Burks later published von Neumann's completed work [112], sparking numerous variations in the design of self-replicating structures. This influential work played a pivotal role in the exploration of artificial life and self-replication. Despite these advancements, scientists debated the existence of a significant gap between "trivial" and "computationally universal" structures. Some argued that natural organisms might not necessarily be Turing complete. Therefore, many other much simpler structures were designed, a great overview was written by Reggia et al. [129], a famous example being the loops designed by Christopher Langton [82].

The popularity of cellular automata was solidified with John Conway's invention of Game of Life [46] - a 2D CA with a very simple update rule that showcases fascinating behaviour. When simulated from various initial configurations, one can observe the emergence of various intricate patterns. The dynamics of Game of Life sustains an enduring allure for researchers and enthusiasts alike.

Since the seminal works of von Neumann and Conway, cellular automata have been extensively explored across diverse research domains such as evolutionary algorithms [105, 120], parallel computation [10], cryptography [53, 75], topological and symbolic dynamics [81, 132], ergodic theory [58, 156], and computational mechanics [60, 136]. In the next section, we discuss in more detail the work on classifying CA dynamics and measuring their complexity, as that is particularly relevant for Part I of this thesis.

### 1.4 Complexity Measures of Cellular Automata

One of the most widely referred measures of complexity is due to Wolfram who in [158] proposed four "universality classes" of CA dynamical behaviour and claimed that each CA belongs to one such class; we cite them from [158] below:

1) Evolution leads to a homogeneous state.
2) Evolution leads to a set of separated simple stable or periodic structures.
3) Evolution leads to a chaotic pattern.
4) Evolution leads to complex localized structures, sometimes long-lived.

Figure 1.3 illustrates the four classes of CA dynamics.
Wolfram claims that Class 4 is of particular interest as it encompasses all automata with complex behaviour, and further speculates that all such systems are "capable of universal computation". Clearly, the classification is heuristic which makes it challenging to convincingly show that a particular CA belongs to a certain class, especially when it comes to Class 4. This has been addressed in [29] where Culik and Yu suggest formal definitions roughly corresponding


Figure 1.3: Space-time diagrams of CAs from each Wolfram's class. (Top left) Class 1 ECA 32. (Top right) Class 2 ECA 108. (Bottom left) Class 3 ECA 30. (Bottom right) Class 4 ECA 110.
to Wolfram's. Before we describe them, we introduce some terminology. In what follows, we will focus solely on one-dimensional automata.

Let $\mathcal{A}=\left(S^{\mathbb{Z}}, F\right)$ be a 1D CA with local rule $f: S^{k} \rightarrow S$ for some $k \in \mathbb{N}$. We say that a state $q \in S$ is stable if $f(q, q, \ldots, q)=q$. Let $s \in S$. A configuration with all but finitely many cells in the state $s$ is called an $s$-finite configuration. A configuration with all its cells in the state $s$ is called a homogeneous configuration of $s$. Culik and Yu propose the following hierarchy: $\mathcal{A}$ belongs to Class One if there exists a stable state $s \in S$ such that all the CA's $s$-finite configurations evolve into the homogeneous configuration of $s$. It belongs to Class Two if there exists a stable state $s \in S$ such that each trajectory starting from an $s$-finite configurations becomes eventually periodic. It belongs to Class Three if there exists a stable state $s \in S$ such that for any pair of $s$-finite configurations $c_{1}, c_{2}$ it is decidable whether $c_{2}$ belongs to the trajectory of $c_{1}$. Lastly, Class Four consists of all one-dimensional automata. The authors claim that their Class $k$ corresponds to the union of Wolfram's classes up to class $k$ for each $k \in\{1,2,3,4\}$. Among other fundamental results, the authors prove that it is undecidable whether a given CA belongs to Class One, Two or Three.

Despite the fundamental undecidability result, it is a meaningful pursuit to design formal metrics of CA complexity that would be applicable in practice and that would approximate the four classes well enough. Such metrics would allow us to automatically search for automata with complex behaviour in vast CA spaces as well as to elucidate the characteristic properties of Wolfram's "mysterious class 4". Below, we briefly summarize some of the most classical approaches to designing such a metric.

### 1.4.1 Description Length of Space-Time Diagrams

Intuitively, complex cellular automata are the ones that produce intriguing patterns in their space-time diagrams. Thus, a natural approach to measuring their complexity is to analyse the "description length" of their space-time diagrams. Once suitable means of "describing" the
diagrams are fixed, it is to be expected that the description length should be the largest for chaotic systems that produce space-time diagrams with no apparent patterns, the smallest for ordered systems that quickly converge to short attractors, whereas complex automata should have intermediate values. Such a method using a compression algorithm from Mathematica has been explored in [165] by Zenil. He assesses the compression size of each ECA's space-time diagrams (considering a finite cyclic grid) and further applies a clustering algorithm on the results, obtaining CA classes roughly corresponding to Wolfram's classification.

The description length of the space-time diagrams has also been measured by informationtheoretic means. In the simplest case, given a trajectory $\left(c, F(c), \ldots, F^{t}(c)\right)$ for some configuration $c$ and 1D CA global rule $F$ operating on a finite cyclic grid of a fixed size $n$, each of the grid cells $i \in \mathbb{Z}_{n}$ can be identified with a random variable $X_{i}$ whose outcomes comprise the sequence $c_{i}, F(c)_{i}, \ldots, F^{t}(c)_{i}$. Then, one can measure the average Shannon entropy $H$ [137] over all the random variables [126]. Again, intuitively, this value should be maximal for chaotic space-time diagrams with no obvious patterns and it should be minimal for ordered systems, while complex system should have intermediate values. Some works use the transformation $H(1-H)$ arguing that in this fashion, the obtained value is maximal for complex systems [89, 133].

### 1.4.2 Typical Convergence Time

In his seminal work [153] Langton explores the complexity of CAs through the convergence time to their typical behaviour. He considers CAs with states $\{0,1\}$ operating on a finite cyclic grid of a fixed size. His definition of "typical behaviour" encompasses two cases:

1. The system's actual attractor is reached.
2. The system follows a trajectory for a prolonged time (e.g., 100 time-steps) where each configuration has "similar properties" to the rest. Namely, Langton computes the density of each configuration in the trajectory (i.e. its average number of 1s). If it holds that each configuration's density does not differ from the trajectory's average by more than $1 \%$, he assesses the system has reached its typical behaviour.

Langton initializes the configurations uniformly randomly and computes the average time until the system's "typical behaviour" is reached, whichever of the two cases occurs first. He argues that ordered systems converge quickly to their attractors and chaotic systems have short transients to their typical behaviour as well. The complex phase can be identified with an explosion of the transient length.

### 1.4.3 Self-Organized Criticality and Avalanche Distributions

Another popular measure of CA complexity is based on the famous yet controversial concept of self-organized criticality introduced by Bak et al. in 1980s [9, 155]. The core of this concept is the claim that many systems in nature "self-organize towards a critical state" which has spurred active debate in various fields ranging from statistical mechanics to neuroscience [13, 94]. We illustrate this on a simple example of a sandpile model used in the seminal paper [9]. Consider a 2D CA $\mathcal{A}$ defined on a finite cyclic grid with the von Neumann neighbourhood. A cell's state can be any natural number representing the number of sand grains on that specific location. The update function is parametrized by a threshold $K \in \mathbb{N}$ : if a cell's number of grains exceeds $K$, the cell state is decreased by four, and all its neighbouring cell states are increased by 1 ; otherwise the cell's state is preserved. The automaton is initialized randomly and simulated until an attractor is reached. The authors then perturb the attractor by randomly choosing a cell and changing its state. This then causes an avalanche; i.e., a process until a new attractor is reached. The authors measure the "avalanche size", i.e., the number of cells that change their state during the avalanche. By repeating this process, they obtain a probability distribution
$D(s)$ that an avalanche of size $s$ occurs. They argue that $D(s) \sim s^{-\tau}$ for some $\tau \in \mathbb{R}^{+}$; i.e., the distribution obeys a power law where an arbitrarily large avalanche is essentially possible - such a property is considered typical for a system at a critical point. Similar phenomena have been observed in well-known complex CAs such as Game of Life [8]. The method has since been used to automatically search for CAs with power-law distributions of their avalanches as a means to automatically generate systems with complex behaviour 125 .

### 1.4.4 Discussing the Gaps

All such metrics approximate a property that is in its full generality undecidable, therefore, each of them naturally comes with its own set of shortcomings. One of the most prominent ones is that all methods described above depend on the size of cyclic grid chosen for the experiment. Some of the methods further rely on other parameters such as the length of the trajectories generated for analysing the description length of CA space-time diagrams or a time frame to asses that a system has reached its typical behaviour in Langton's method. In general, dependence of the results on the specific parameter values is rather underexplored in the literature. As an example, in [67] included in Chapter 2 we study in detail Zenil's classification and show that the different parameter values do change the resulting CA clusters qualitatively.

Furthermore, most of the methods assign a specific real-numbered value to each automaton, representing aspects such as its space-time description length, average entropy of cell values or typical convergence time. However, interpreting this value in isolation for a single automaton can be challenging. The value only becomes meaningful when compared to the values of other automata within a given family. By comparing results and forming clusters, these values can be interpreted as indicative of certain CA classes. Consequently, analysing a single automaton from an extensive CA family not yet explored in the literature presents a challenge.

In the following sections, we outline the transient classification we propose, aiming to address both of the aforementioned issues.

### 1.5 Transient Classification

In this section, we briefly summarize our work from Chapter 2,
The transient classification is a method which aims to formally assess whether a given discrete dynamical system belongs to the "ordered" (Wolfram's classes 1 and 2), "chaotic" (class 3 ) or "complex" (class 4) regime. The main significance of the method is that it does not depend upon an arbitrary choice of any parameters which makes the results robust. We briefly explain the process below; more details can be found in Chapter 2.

Let us consider a sequence of automata all in a fixed dimension $d \in \mathbb{N}$ given by a fixed neighbourhood and local rule, operating on finite cyclic grids of growing sizes $n_{1}<n_{2}<\ldots$ :

$$
\mathcal{A}_{1}=\left(S^{n_{1}}, F_{1}\right), \mathcal{A}_{2}=\left(S^{n_{2}}, F_{2}\right), \mathcal{A}_{3}=\left(S^{n_{3}}, F_{3}\right), \mathcal{A}_{4}=\left(S^{n_{4}}, F_{4}\right), \ldots
$$

Let us fix $i \in \mathbb{N}$. Clearly, $F_{i}: S^{n_{i}} \rightarrow S^{n_{i}}$ is a deterministic function operating on a finite set and thus, each of the trajectories $c, F_{i}(c), F_{i}^{2}(c), \ldots, c \in S^{n_{i}}$ becomes eventually periodic. Hence, its transient length $t(c)$ can be simply measured by running a program that computes the trajectory. Thus, we can compute the average transient length of $\mathcal{A}_{i}$ as: $T\left(\mathcal{A}_{i}\right):=\frac{1}{|S|^{n_{i}}} \sum_{c \in S^{n_{i}}} t(c)$. For $n_{i}$ large, going through all the initial configurations is not feasible, so we simply estimate the value $T\left(\mathcal{A}_{i}\right)$ using the Monte Carlo sampling method. The aim of the transient classification is to compute the average transient lengths $T\left(\mathcal{A}_{1}\right), T\left(\mathcal{A}_{2}\right), \ldots$ for a CA operating on finite cyclic grids of growing size in order to estimate its asymptotic growth; this is illustrated in 1.4 .

In practice, we generate a finite part of the sequence $T\left(\mathcal{A}_{1}\right), T\left(\mathcal{A}_{2}\right), \ldots, T\left(\mathcal{A}_{B}\right)$ where $B$ is an upper bound imposed by our computational limitations, and examine different regression

## Discrete system Average transient

| length | 0 |
| :---: | :---: |
| $T\left(\mathcal{A}_{1}\right)$ | S |
| $T\left(\mathcal{A}_{2}\right)$ | ${ }^{\circ}$ |
| $T\left(\mathcal{A}_{3}\right)$ | $\stackrel{\sim}{\sim}$ |
| $T\left(\mathcal{A}_{4}\right)$ | 09 |

Figure 1.4: Diagram depicting the asymptotic growth of average transient lengths of a sequence of cellular automata operating on finite grids of growing size.
fits of the data. Specifically, we evaluate the fit to constant, logarithmic, linear, polynomial, and exponential functions. We pick the best fit with respect to the $R^{2}$ score and obtain the classes: Bounded, Log, Lin, Poly, and Exp. If the score of the fit to all such functions is low (i.e., $R^{2}<85 \%$ ), we say the system is Unclassified. Surprisingly, we found a very good fit to one of the classes with $R^{2}>90 \%$ for most systems we examined.

There seems to be good correspondence between the union of the classes Bounded and Log and the union of Wolfram's Classes 1 and 2; we mark the set of such systems as the ordered phase. Furthermore, the Exp class seems to correspond well with Wolfram's Class 3; marking a chaotic phase. Between the two phases we observe systems whose transients seem to grow linearly or polynomially with the grid size. Such systems form a region that can be interpreted as a "phase transition region" between the ordered and chaotic phase. We measured multiple CAs generally considered as complex, such as Game of Life, and the results suggest that such systems belong to this region. This supports our hypothesis that the Lin and Poly Classes roughly correspond to Wolfram's Class 4. The trend we have observed, which seems to hold across various families of discrete dynamical systems, is shown in Figure 1.5 .


Figure 1.5: General trend of the transient classification results.
Thus, the method allows us to classify the dynamics of a single automaton without relying on a choice of any arbitrary parameters and yields a good approximation to Wolfram's classes. Whereas the transient classification seems to be a good tool for approximating the complexity in discrete systems, we also discuss some of its drawbacks below.

Computationally Demanding Nature of the Classification The most obvious one is that the method merely approximates the asymptotic behaviour of a system from finitely many data points and does not guarantee us the true asymptotic transient growth. For some systems, the transient growth might correspond to more complicated functions but we have deliberately chosen the classes Bounded, Log, Lin, Poly, and Exp to be quite robust and coarse to have clearer boundaries between them. The uncertainty of the true asymptotic growth is especially relevant for the Lin and Poly Classes which identify the critical phase transition region. Such
systems might turn out to be logarithmic or exponential, and it might merely be the case that we have not detected this due to our limited data. However, in such a case, such systems would exhibit significantly slower convergence to their asymptotic behaviour than systems in other classes which is a typical property of a system at a phase transition. In addition, from our experiments, it appears that the distribution of transient lengths for such systems tends to have a long tail, thus it is hard to estimate the true average well which adds to the computational intensity of the classification method.

Coarse Sampling of Initial Configurations We now describe a more nuanced issue which is nevertheless very important to mention. Given a dynamical system and its size $n \in \mathbb{N}$, the Monte Carlo Method for estimating its average transient relies on sampling the initial configurations uniformly randomly. For a system with binary states where the initial configurations belong to $\{0,1\}^{n}$, this leads to a certain bias: most configurations sampled by such means are "balanced", i.e., they contain the same number of 0 s and 1 s . Thus, the classification gives us information about the dynamics of the system which is always initiated from a special region of its initial configurations. Obviously, if the system is initiated differently, its dynamics can differ fundamentally and such variance is not grasped by the classification. However, in order to gain intuitive insight into a system's dynamics, the most classical method used in literature is to randomly sample an initial configuration of a CA and observe the space-time diagram generated from such a configuration. Thus, the classification simply mimics this procedure. If it is required to study the dynamics of a system initialized from a different region, one can simply sample the initial configurations uniformly from that specific region to obtain the results about the system's transients in the chosen regime.

### 1.5.1 Phase Transitions

Chapter 3 of the thesis can be seen as a natural continuation of the work on transient classification, which in particular addresses the shortcomings described above. Before we summarize the results of Chapter 3 in the next section, we highlight an important difference between the approaches in Chapters 2 and 3 .

In the transient classification, we fix a specific region of initial configurations and proceed by studying the behaviour of various discrete dynamical systems. We group together systems with qualitatively similar behaviour and identify a phase transition region in the space of the discrete dynamical systems.

In contrast, in Chapter 3, we fix a specific discrete dynamical system: as an example, this could be an anti-conformist GCA that we introduce in Chapter 3. For such a system, we study its behaviour while varying the system's initial configurations. A suitable parameter of the configuration space $\{0,1\}^{n}$ is the configuration density; i.e., its average number of 1 s . Using methods from statistical physics, we show there can be abrupt changes in the system's behaviour as we increase the configuration density. Thus, in Chapter 3 we identify phase transitions in the space of the initial configurations. The difference of the context in which we use the notion "phase transition" between Chapters 2 and 3 is illustrated in Figure 1.6

### 1.6 Dynamical Phase Transitions in Graph Cellular Automata

The contribution of Chapter 3 is two-fold:

- We showcase sophisticated, newly developed tools from statistical physics and demonstrate they yield new analytical results about dynamics of discrete dynamical systems. Specifically, we use them to analyse systems very close in architecture to cellular automata that we call Graph Cellular Automata (GCAs).


Figure 1.6: We can view each system to be given by its update rule ( $x$-axis) together with a specific region of initial configurations ( $y$-axis); yielding essentially a 2 -dimensional space. (Left) In the transient classification, for a fixed $y$ value, we traverse the $x$-axis. (Right) In contrast, in Chapter 3, for a fixed $x$ value, we traverse the $y$ axis.

- We study a specific family of GCAs for which we reinforce the well-known fact: the initialisation of a system matters. Concretely, we identify qualitatively different dynamical behaviours of a given GCA that we call dynamical phases. Further, we demonstrate the GCA's phase can abruptly change as we increase the initial configuration density. The tools we use allow us to precisely describe the value at which such a dynamical phase transition occurs in the limit when the GCA's size grows to infinity.

We describe the two points in more detail below.

### 1.6.1 Randomized Discrete Dynamical Systems

As previously discussed, obtaining analytically exact general results regarding the dynamics of cellular automata poses a great challenge, given that various properties of CA dynamics have been proven to be undecidable [29, 74, 77]. However, one can study discrete dynamical systems related to cellular automata that have a more "randomized architecture". Then, it becomes possible again to derive analytically correct results about the typical dynamics of the system in the limit when its size goes to infinity, using tools from statistical physics. Below, we describe a simple example of such a result, preceded by an introduction to relevant terminology.

Graph Terminology By a directed graph of size $n \in \mathbb{N}$ we understand the tuple $G=(V, E)$ where $V=\{1, \ldots, n\}$ is the set of nodes and $E=\{(i, j) \mid i, j \in V\}$ is the set of edges. For each node $i$, we define its neighbourhood to be the set $\partial_{i}=\{j \mid(j, i) \in E\} \subseteq V$; and we define the indegree of $i$ as $d(i)=\left|\partial_{i}\right|$.

By an undirected graph of size $n$ we understand the tuple $G=(V, E)$ where $V=\{1, \ldots, n\}$ is the set of nodes and $E=\{\{i, j\} \mid i, j \in V\}$ is the set of edges. For each node $i \in V$ we define the neighbourhood of $i$ to be the set $\partial_{i}=\{j \mid\{i, j\} \in E\} \subseteq V$; and we define the degree of $i$ as $d(i)=\left|\partial_{i}\right|$. We say an undirected graph is $d$-regular if each node has degree $d$.

Let $G$ be a (either directed or undirected) graph with $n$ nodes and let $S$ be a finite set of states. Each node $i$ can be assigned a state $x_{i} \in S$; we represent such an assignment by the sequence $\mathbf{x}=x_{1} \ldots x_{n} \in S^{n}$ and call it an $S$-configuration or just a configuration.

Random Boolean Networks Let $G=(V, E)$ be a directed graph with $n \in \mathbb{N}$ nodes and let $f_{1}, \ldots, f_{n}$ be a sequence of Boolean functions such that $f_{i}:\{0,1\}^{d(i)} \rightarrow\{0,1\}$ for each $i \in V$. For each node $i \in V$ we fix a particular ordering of the nodes in its neighbourhood: $\left(i_{1}, \ldots, i_{d(i)}\right)$. A Boolean network $\mathcal{B}$ of size $n$ given by $G, f_{1}, \ldots, f_{n}$, and the orderings of the neighbourhoods is a discrete dynamical system $\left(\{0,1\}^{n}, F\right)$ where $F:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ is defined as follows for each configuration $\mathbf{x} \in\{0,1\}^{n}$ and each $i \in V$ :

$$
F(\mathbf{x})_{i}=f_{i}\left(\mathbf{x}_{i_{1}}, \ldots, \mathbf{x}_{i_{d(i)}}\right)
$$

The average connectivity of $\mathcal{B}$ is defined as $\frac{\sum_{i=1}^{n} d(i)}{n}$. Given $N \in \mathbb{N}$ and $K \in \mathbb{R}^{+}$we say that $\mathcal{B}$ is an $N-K$ Random Boolean Network $(R B N)$ if it is a Boolean network that has been uniformly randomly sampled from all the Boolean networks of size $N$ with average connectivity $K$.

It has been shown that given a fixed $K$ one can analyse the dynamics of a typical $N-K$ random Boolean network with $N \mapsto \infty$. Specifically, using simple approaches from statistical physics (in this case, the mean field calculations and annealed approximations) one can study how does the Hamming distance between two randomly chosen initial configurations evolve over time. It has been shown in [38, 91] that for $N \mapsto \infty$ if $K<2$ the distance of the configurations converges to 0 marking an "ordered phase", whereas for $K>2$ the configurations diverge marking a "chaotic phase" with the precise value $K=2$ identifying a "critical regime". Great overviews of the abundant results regarding random Boolean networks are for example [47, 71].

Informally speaking, the annealed approximations for RBNs give good results precisely because their architecture is "very random". Once studying discrete systems with less randomized architectures, the application of more sophisticated tools are necessary. This is exactly the case for graph CAs that we study in Chapter 3 the only difference between CAs and GCAs is that whereas the connectivity topology of the former is given by a regular grid, for the latter this is given by a random regular graph.

Graph Cellular Automata. Let $S$ be a finite set of states. A Graph Cellular Automaton (GCA) is a discrete dynamical system that operates on configurations of some $d$-regular graph with $n$ nodes. In this work, we only consider the case when the graph is sampled uniformly randomly from the set of all $d$-regular graphs. The state of each node gets updated synchronously, depending on its own state and the state of its neighbours; each node $i \in V$ uses an identical local update rule $f: S \times S^{d} \mapsto S$ and has a fixed ordering of its neighbours: $\left(i_{1}, \ldots, i_{d}\right)$. This gives rise to a global mapping $F: S^{n} \rightarrow S^{n}$ governing the dynamics of the system. For a configuration $\mathbf{x} \in S^{n}$, the $i$-th node gets updated according to:

$$
F(\mathbf{x})_{i}=f\left(x_{i} ; x_{i_{1}}, \ldots, x_{i_{d}}\right)
$$

We write a semicolon to highlight that the first entry of $f$ is always the state of the node being updated.

Fig 1.7 illustrates the difference between the architectures of cellular automata, graph cellular automata, and random Boolean networks.

Below, we give a very brief overview of the method we use in Chapter 3 to analyse the dynamical phase transitions of certain graph cellular automata.

### 1.6.2 Backtracking Dynamical Cavity Method

The Backtracking Dynamical Cavity Method (BDCM) was introduced only very recently by Freya Behrens and Lenka Zdeborová in [15]. It is a versatile approach based on the cavity method from statistical physics [100, 101] that allows us to analyse the dynamics of complex systems out of equilibrium. It can be seen as an extension of a previously introduced Dynamical


Figure 1.7: Figure illustrates architectures of three discrete dynamical systems. (Left) Cellular automata. (Middle) Graph cellular automata. (Right) Random Boolean networks.

Cavity Method (DCM) [62, 73, 88]. Given a dynamical system suitable for the application of BDCM (more details on this can be found in Chapter 3), the method allows us to answer questions such as:

- How many attractors of size 1 does the system have?
- Given initial configurations with a fixed density $\rho_{\text {init }}$, how many of them converge to attractors of size 1 in a fixed number of time-steps?

We illustrate the core idea of the method very coarsely on one of the simplest examples: determining the number of size 1 attractors of a particular GCA.

Let us consider a GCA of size $n$ on a random $d$-regular graph of size $n \in \mathbb{N}$ with states $S=\{0,1\}$ and a local update rule $f:\{0,1\} \times\{0,1\}^{d} \rightarrow\{0,1\}$. We denote the ordered neighbourhood of node $i \in \mathbb{N}$ as $\partial_{i}=\left(i_{1}, \ldots, i_{d}\right)$. We introduce a probability distribution over all configurations such that all size 1 attractors have equal probability, and any other configuration has probability zero; for $\mathbf{x} \in\{0,1\}^{n}$ we define:

$$
\begin{aligned}
P(\mathbf{x}) & =\frac{1}{Z} \prod_{i=1}^{n} \mathbb{1}\left[f\left(\mathbf{x}_{i}, \mathbf{x}_{i_{1}}, \ldots, \mathbf{x}_{i_{d}}\right)=\mathbf{x}_{i}\right] \quad \text { where } \\
Z & =\sum_{\mathbf{x} \in\{0,1\}^{n}} \prod_{i=1}^{n} \mathbb{1}\left[f\left(\mathbf{x}_{i}, \mathbf{x}_{i_{1}}, \ldots, \mathbf{x}_{i_{d}}\right)=\mathbf{x}_{i}\right]
\end{aligned}
$$

Here, $\mathbb{1}(\cdot)$ is the indicator function yielding a 1 on a true Boolean statement and 0 otherwise.
If we had access to the value $Z$, we would immediately know the number of size 1 attractors of the system. However, computing it exactly is intractable for large $n$ since the sum goes over exponentially many summands. We typically assume that with $n \mapsto \infty, Z$ grows approximately as $e^{s n}$ for some $s \in \mathbb{R}^{+}$. In this case, we call $s$ the entropy of the size 1 attractors. In this scenario, the BDCM employs the belief propagation algorithm that, under certain assumptions, efficiently recovers the value of $s$ that is asymptotically exact in the limit when $n \mapsto \infty$.

Explaining the belief propagation formally is out of the scope of this introduction; its detailed description can be found in the textbook [99]. Informally speaking, the belief propagation algorithm works as follows: each node in the graph gets assigned certain "messages" that represent partial information about $s$. Such messages are passed between neighbouring nodes iteratively: each node assembles the messages from its neighbours to update its own message values. The message updates can be done efficiently only under the assumption that the messages travelling to the node are uncorrelated - that they come from branches that do not interact, in other words that the graph is a tree. Once the algorithm converges and the messages do not change their values after an update, the value of $s$ can be reconstructed from the messages. When the underlying graph contains loops, the same algorithm can be used heuristically; however, there is no guarantee in general that the retrieved solution is correct.

For a random $d$-regular graph, it is a famous fact that as the size of the graph grows to infinity, the graph looks locally tree like: specifically, for a random $d$-regular graph of size $n$, the length of the shortest loop going through a typical node grows approximately as $\log (n)$. Nevertheless, in order to have a guarantee that the belief propagation recovers an asymptotically exact solution, further assumptions (called the replica symmetry [99]) need to be checked.

In Chapter 3, we use this method to answer more sophisticated questions about graph CAs. Specifically, we identify certain dynamical phases of a GCA that depend on:

- Type of the system's attractor. E.g.: Is it a size 1 attractor? If yes, does it consist of a homogeneous configuration or not?
- Speed of convergence to the attractor. E.g.: Does the system of size $n$ reach the attractor within $\log (n)$ steps? Or does it converge in more than $\exp (n)$ steps?

Subsequently, for a particular $\rho_{\text {init }} \in[0,1]$, we measure the entropy of each dynamical phase the system exhibits when initiated with configurations with the given $\rho_{\text {init }}$. This allows us to assess for each $\rho_{\text {init }} \in[0,1]$ what is the most typical phase of the system. We systematically do this for increasing values of $\rho_{\text {init }}$ and this allows us to spot abrupt changes in the type of typical dynamical phase the system exhibits: we call this the dynamical phase transition. The DCM and BDCM allow us to identify exact values of $\rho_{\text {init }}$ where such phase transitions occur. We give an example of one of our results from Chapter 3 below.

### 1.6.3 Dynamical Phase Transitions in an Anti-Conformist GCA

Specifically, in Chapter 3, we analyse a family of GCAs called conforming non-conformist GCAs. We now showcase the results on one particular example.

We fix a degree $d=5$. The anti-conformist $G C A$ given by a random 5 -regular graph of size $n$ with states $\{0,1\}$ updates each node $i \in\{1,2, \ldots, n\}$ in the following way:

- Majority of bits in the neighbourhood of $i$ is computed.
- If at least four neighbours are in the majority state, node $i$ is assigned the majority state.
- Otherwise, if only three neighbours are in the majority state, node $i$ is assigned the minority state.

After a careful numerical analysis of the anti-conformist GCA's behaviour, we identified two dynamical phases of the system.

- In the rapid phase the system converges fast (approximately within $\log (n)$ steps) to attractors of size 1 or 2 .
- In the chaotic phase the system converges slowly (approximately in $\exp (n)$ steps) to attractors of size 1 or 2 .

For the anti-conformist GCA described above, we used DCM to identify a precise value of $\rho_{\text {init }}$ when the system abruptly changes its typical dynamical phase from rapid to chaotic. The results showing such a dynamical phase transition are described in detail in Figure 1.8. Therein, we also demonstrate that the analytical result matches well with the results of our numerical experiments.

This concludes the introduction to Part I of this thesis. Below, we proceed with the introduction to Part II.


Figure 1.8: A phase transition diagram for a particular instance of a 5-regular GCA with a an anti-conformist rule. An illustration of the system's two phases that depend on the density (i.e., the average number of black-coloured nodes) in the initial configuration. The phases are illustrated by space-time diagrams for a system of size $n=1000$ nodes, though only a window of 75 nodes is shown. (Left) Rapid phase: Fast convergence to the all-0 attractor. (Right) Chaotic Phase: Apparent randomness in the node's state, convergence takes longer. (Middle) In the large system limit, when $n \rightarrow \infty$, there is a dynamical phase transition. At a particular initial density value $\rho_{\text {init }}$, the typical behaviour of the system abruptly switches from the rapid to the chaotic phase. For each $\rho_{\text {init }}$ and each system size $n$ we sampled 1024 initial configurations with the given $\rho_{\text {init }}$ and computed how often the system enters a chaotic phase. For practical purposes, we conclude the system is in a chaotic phase if it does not converge within $100 * \log _{2}(n)$ time-steps. The resulting frequency exhibits a sharp phase transition between 0.217 and 0.218 , where the solid red line is our prediction from the DCM and the shaded red area comes from an empirical approximation. This transition separates the behaviour on the left and the right.

### 1.7 Cellular Automata as Models of Computation

Ever since the initial seminal papers on cellular automata [84, 112, 158] there has been a lot of interest in the connection between a system's dynamics and its ability to compute. As an example, we remind the bold assertion by Wolfram that all class 4 automata are capable of universal computation [158]. Showing that a given CA can solve a challenging computational task is indeed a convincing way to demonstrate that the system is complex. Part 2 of this thesis thus explores the complexity of cellular automata from the perspective of their computational capacity. We first give a brief overview on the literature studying cellular automata as models of computation. Subsequently, we summarize the results in Chapters 4 and 5 of the thesis.

The lines of work on CA computation naturally split into two branches: a practical one exploring how to automatically find automata that can solve tasks efficiently and a theoretical one formally studying computational capacity of CAs as well as their limitations.

### 1.7.1 Cellular Automata as Efficient Computers

When studying cellular automata as practical, fast models of parallel computation, it typically entails tackling the following questions:

1. What is a good set of challenging computational tasks that are suitable for the parallel nature of cellular automata?
2. Given such a task, what is a suitable way to encode the input into the CA's configurations? How to define the CA's halting state? And how to decode the CA's output?
3. Given a task and an "encoding and decoding scheme", what is a good optimization method that would automatically search for automata capable of solving the task efficiently?

Such questions have been extensively explored and we give a brief overview of some of the works below.

## Tasks for Cellular Automata

One classical line of work explores the ability of CA to self-organize. This includes tasks such as the famous "firing squad synchronization problem". In this scenario, the objective is to design a CA with the following property: given an initial configuration on an arbitrary finite grid where all cells are in a stable state except for a single cell representing the "command to fire", the CA should evolve in such a way that all cells eventually synchronize into a uniform "firing signal" state. Importantly, this synchronization should emerge without any prior occurrence of the "firing signal" state in the CA's trajectory [152]. The original motivation behind this problem stems from the challenge of simultaneously activating all cells comprising a self-replicating CA structure, such as the one designed by von Neumann, when only local interactions are possible.

Subsequently, there have been multiple works exploring CAs as models of morphology. They typically aim to find (mostly 2D) CAs that can self-organize into various patterns from a given initial configuration: such as countries' flags [113] or emojis resilient to perturbation [107]. Another simple, yet well-known task of CA synchronization is the majority task [22, 32]. Here, the goal is to design a CA that converges to a homogeneous configuration comprising the state that occurred most frequently in the initial configuration.

Other lines of work explore the capability of CAs to solve classical benchmark tasks from the machine learning field. This includes simple tasks such as memorizing 5 bits of information across prolonged time while the system is perturbed [163], balancing a cart-pole [149], or classifying MNIST digits [127. Furthermore, other works explore the potential of CAs as language models [25]. A great overview of computation in CAs was written by Mitchell in [103].

## Encoding and Decoding Information

The major challenge lies in understanding how a given CA processes information and in choosing suitable methods of encoding the input into the CA's configurations as well as decoding the CA's output. In practical scenarios, these choices can be made arbitrarily, or the encoding and decoding mappings can be optimized through some training process. A popular scheme employing such optimal searches is called reservoir computing [90, 163]. In this approach, the encoding is chosen randomly, and the decoding mapping is represented by a simple neural network layer trained to maximize the CA's performance on a specific task. Notably, the CA reservoir approach stands out for its significantly greater energy efficiency when compared to the conventional training methods used for neural networks.

## Evolving Cellular Automata

As opposed to carefully hand-designing automata capable of computing a given task, many works explore optimization methods for their automated discovery. One classical approach employs genetic algorithms, drawing inspiration from biological evolution [105, [120].

Assume a fixed way to evaluate CAs' performance on a given computational task. In a typical setting, each CA is encoded as a bit string. Initially, the algorithm chooses a population of such strings at random. At each iteration, the population evolves by undergoing "mutations" - the strings are randomly perturbed - and "crossover" - the strings are combined to form new ones. Once a new population is obtained, it is subject to "selection" - the performance of each CA is evaluated on the given task and the "fittest candidates" are chosen for the next iteration. As the process is iterated, the fitness of the population should increase, with the hope
of eventually containing well-performing candidates. This method has been used, e.g., to find CAs solving the majority task [106].

Despite the abundant work on exploring CAs as practical, fast computers, it still remains a great challenge to make their efficiency comparable to other state of the art models of computation. Furthermore, there is a considerable gap in our understanding of which automata are most suitable for efficient computing. This motivates the theoretical research on CA computation that we discuss below.

### 1.7.2 Theory of CA Computation

The body of work described above aims to showcase that cellular automata are fast, parallel computers. In contrast, the theoretical line of work focuses on answering questions such as:

- Given a particular class of CAs, does it contain one capable of universal computation?
- Given a particular CA, is it computationally universal?
- What CA classes are limited in terms of what they can compute?

Universal Computation in Cellular Automata The classical way to formally demonstrate a CA's complexity is to prove its Turing completeness. This is typically done by considering a suitable computationally universal system (a universal Turing machine, universal tag system, etc.) and embedding its computations into a CA's space-time diagrams. In this way, there have been constructed universal cellular automata with various properties; such as a 1D CA with a totalistic local rule (i.e., the local rule does not depend on the order of the cells in the CA neighbourhood) [1, a reversible CA (i.e., a CA whose global rule is an injective mapping) [146] or a 1D number conserving CA (a CA whose states form a subset of the integers that satisfies the following property: given an arbitrary finite cyclic grid, the CA global rule operating on it preserves the sum of states in each configuration) [108].

Another impressive line of work studies the universality of a particular given CA. It has been of great interest whether complex CAs with fascinating visualisations of their dynamics are Turing complete. This has indeed been proven e.g., for Game of Life or ECA 110 [18, 27]. Such proofs are typically very elaborate and require identifying various local structures that propagate through space in the CA's space-time diagrams (such as a glider in Game of Life). Subsequently, the interactions of such structures are shown to encode "basic logic gates" of the universal system being embedded into the CA's dynamics.

Intuitively, the mapping that embeds the universal system's computations into the CA's spacetime diagrams should be "simple enough" to ensure that it is not performing the computation instead of the automaton at hand. However, there is no consensus on the precise definition of such embeddings, which makes it extremely hard to prove convincing negative results about the computational capacity of a CA. A great overview on universality in cellular automata was written by Ollinger in [118].

Cellular Automata Relative Simulation A different approach to formally assessing a CA's computational capacity is through the notion of CA relative simulation. Informally, we say that CA $\mathcal{A}$ is simulated by $\mathcal{B}$ if each space-time diagram of $\mathcal{A}$ can be, after suitable transformations, reproduced by $\mathcal{B}$. We argue that comparing two cellular automata is much more natural than comparing a CA with a Turing machine, since in the latter case, the architectures of the systems differ substantially. Past works have explored various notions of CA simulations, typically focusing on positive results: for a fixed family of CAs and a fixed CA simulation definition, authors construct intrinsically universal CAs; i.e., cellular automata that are able to simulate any other CA within the fixed family [1, 39, 40, 41, 49, 116, 117].

In contrast, the complementary work focuses on the negative results. For various notions of CA simulations, the goal is to show that particular types of automata are limited in terms of what they can simulate. Such results are scarce, yet they bring a valuable insight into the structure of the CA space imposed by the simulation relation. For certain CA simulation definitions, negative results have been shown about various classes of CAs such as nilpotent CAs or particular additive automata [35, 97, 98].

Generally, each CA relative simulation definition considers a certain class of CA transformations T that map each automaton $\mathcal{B}$ into a class of related automata $\mathrm{T}(\mathcal{B})$. Then, we say that $\mathcal{A}$ can be simulated by $\mathcal{B}$ if $\mathcal{A} \in \mathrm{T}(\mathcal{B})$. We propose an informal classification of the previously studied transformations into:

- algebraic: transformations of the CA's local rule; e.g.: products, sub-automata, quotients, iterations
- geometric: transformations of the CA's grid structure; e.g.: tiling of the grid space and grouping of multiple cells, shifts, reflections

In Chapter 4 of this thesis, we propose a definition of CA simulation that is, to the best of our knowledge, the most general algebraic one so far. We briefly summarize the results of Chapter 4 below.

### 1.8 Simulation Limitations of Affine Cellular Automata

In this section, we focus solely on one-dimensional cellular automata to simplify the notation. Each 1D CA $\mathcal{A}=\left(S^{\mathbb{Z}}, F\right)$ with radius $r$ is fully determined by its local algebra $\mathbb{A}=(S, f)$, $f: S^{2 r+1} \rightarrow S$. We sometimes write $\mathbb{A}=(S, f)_{r}$ to highlight the CA's radius. We first concisely introduce the definition of CA simulation.

### 1.8.1 Defining CA Simulation

The CA simulation we introduce is based on combining four notions: sub-automata, quotient automata, $C A$ products, and $C A$ iterative powers. We briefly explain them below.

Let $\varphi: S \rightarrow T$ be a mapping between finite sets. We define its canonical extension $\bar{\varphi}: S^{\mathbb{Z}} \rightarrow T^{\mathbb{Z}}$ simply as $\bar{\varphi}(c)_{i}=\varphi\left(c_{i}\right)$ for each $c \in S^{\mathbb{Z}}$ and each $i \in \mathbb{Z}$.

Definition 5. Let $\mathcal{A}=\left(S^{\mathbb{Z}}, F\right)$ and $\mathcal{B}=\left(T^{\mathbb{Z}}, G\right)$ be CAs with local algebras $\mathbb{A}=(S, f)_{r}$ and $\mathbb{B}=(T, g)_{r}$ respectively. We say that:

1. $\mathcal{A}$ is a sub-automaton of $\mathcal{B}$ (up to isomorphism) if there exists an injective mapping $\iota: S \rightarrow T$ such that $\bar{\iota} \circ F=G \circ \bar{\iota}$. This is illustrated in Figure 1.9.


Figure 1.9: Diagram depicts $\mathcal{A}$ a sub-automaton of $\mathcal{B}$.
2. $\mathcal{A}$ a quotient automaton of $\mathbb{B}$ (up to isomorphism) if there exists a surjective mapping $\pi: T \rightarrow S$ such that $F \circ \bar{\pi}=\bar{\pi} \circ G$. This is illustrated in Figure 1.10 .
3. Let $k \in \mathbb{N}$ and let $\mathbb{B}_{1}=\left(T_{1}, g_{1}\right)_{r}, \ldots, \mathbb{B}_{k}=\left(T_{k}, g_{k}\right)_{r}$ be local algebras of some automata $\mathcal{B}_{1}, \ldots \mathcal{B}_{k}$ with radius $r$. We say that $\mathcal{A}$ is a product of $\mathcal{B}_{1}, \ldots, \mathcal{B}_{k}$ if $\mathbb{A}=\mathbb{B}_{1} \times \cdots \times \mathbb{B}_{k}$.


Figure 1.10: Diagram depicts $\mathcal{A}$ a quotient automaton of $\mathcal{B}$.

The mappings $\bar{\iota}$, and $\bar{\pi}$ provide means of "translating" between the space-time diagrams of $\mathcal{A}$ and $\mathcal{B}$. Specifically, they witness that whenever $\mathcal{A}$ is a sub-automaton or quotient automaton of $\mathcal{B}$, each space-time diagram of $\mathcal{A}$ can be reconstructed from a suitable space-time diagram of $\mathcal{B}$. This is illustrated in Example 6 for the case of a quotient automaton. Similarly, given automata $\mathcal{B}_{1}, \ldots, \mathcal{B}_{k}$ with the same radius such that $\mathcal{A}$ equals to their product, it is clear that together, the $\operatorname{CAs} \mathcal{B}_{1}, \ldots, \mathcal{B}_{k}$ can reconstruct any space-time diagram of $\mathcal{A}$. It is crucial that the mappings $\bar{\iota}$, and $\bar{\pi}$ can be efficiently implemented by a computer program as they are extensions of mappings on finite sets. Moreover, the simplicity of the mappings guarantees that they do not process the information contained in the space-time diagrams in any non-trivial way. This is particularly important since, e.g., whenever $\mathcal{A}$ is a sub-automaton of $\mathcal{B}$, we would like to conclude that $\mathcal{B}$ is computationally stronger or equal to $\mathcal{A}$.

We now state an important observation while omitting the technical details: When assessing whether a given automaton is a sub-automaton or a quotient automaton of some CA, it suffices to study their local algebras. This is a crucial observation as it roots the theory of CA simulation into algebraic language.
Example 6. Let $\mathcal{B}=\left(T^{\mathbb{Z}}, G\right)$ be the CA with local algebra $\mathbb{B}=(\{0,1,2,3\}, g)_{1}$ defined as $g(x, y, z)=(x+z) \bmod 4$. Let $\mathcal{A}=\left(S^{\mathbb{Z}}, F\right)$ be the CA with local algebra $\mathbb{A}=(\{0,1\}, f)_{1}$ where $f(x, y, z)=(x+z) \bmod 2(\mathcal{A}$ is the ECA 90). We define the mapping:

$$
\begin{aligned}
\pi: & \mathbb{B} \longrightarrow \mathbb{A} \\
& 0,2 \longmapsto 0 \\
& 1,3 \longmapsto 1
\end{aligned}
$$

Then, one can easily check that the canonical extension of $\pi$ satisfies $F \circ \bar{\pi}=\bar{\pi} \circ G$. Figure 1.11 illustrates how any space-time diagram of $\mathcal{A}$ can be obtained from a suitable space-time diagram of $\mathcal{B}$ using $\bar{\pi}$ as the "translation mapping".
$\mathcal{B}=\left(T^{\mathbb{Z}}, G\right)$ with local algebra $\mathbb{B}=\left(\mathbb{Z}_{4}, g\right)_{1} \quad \mathcal{A}=\left(S^{\mathbb{Z}}, F\right)$ with local algebra $\mathbb{A}=\left(\mathbb{Z}_{2}, f\right)_{1}$ $g(x, y, z)=(x+z) \bmod 4$ $f(x, y, z)=(x+z) \bmod 2$


Figure 1.11: Illustration of Example 6. The figure shows the canonical extension $\bar{\pi}$ which effectively "translates" space-time diagrams of $\mathcal{B}$ to any given diagram of $\mathcal{A}$.

The notions of sub-automata, quotient automata and CA products do not take into account the most important aspect of cellular automata: the iterative application of their local rules. Thus, we describe below the established notion of $C A$ iterative powers.

Let $\mathcal{B}=\left(T^{\mathbb{Z}}, F\right)$ be a CA with local algebra $\mathbb{B}=(T, g)_{r}$ and let $n \in \mathbb{N}$. It is natural to iterate the global map and obtain a new discrete system $\left(T^{\mathbb{Z}}, F^{n}\right)$. The aim is to construct a local algebra that would correspond to the CA $\left(T^{\mathbb{Z}}, F^{n}\right)$ while preserving the CA's radius; this is important as the sub-automata, quotients, and products only allow us to compare CAs with the same radius.

Without going into too many technical detials, the "trick" when constructing the local algebra corresponding to $\left(T^{\mathbb{Z}}, F^{n}\right)$ while preserving the CA's radius is to group together sequences of $n$ consecutive cells - this is illustrated in Figure 1.12.


Figure 1.12: Illustration of $g^{[4]}$ for a ternary function $g$.

Definition 7. Let $\mathcal{B}=\left(T^{\mathbb{Z}}, F\right)$ be a CA with local algebra $\mathbb{B}=(T, g)_{r}$. We define its $n$-th iterative power to be the CA with local algebra $\mathbb{B}^{[n]}=\left(T^{n}, g^{[n]}\right)_{r}$.

Thus each CA with local algebra $\mathbb{B}=(T, g)_{r}$ gives rise to a whole series of CAs with local algebras:

$$
\mathbb{B}=(T, g)_{r}, \mathbb{B}^{[2]}=\left(T^{2}, g^{[2]}\right)_{r}, \mathbb{B}^{[3]}=\left(T^{3}, g^{[3]}\right)_{r}, \ldots
$$

that have identical radius but operate on "larger scales" in both state space and time.
Definition 8 (CA simulation). Let $\mathcal{A}=\left(S^{\mathbb{Z}}, F\right)$ and $\mathcal{B}=\left(T^{\mathbb{Z}}, G\right)$ be CAs with local algebras $\mathbb{A}=(S, f)_{r}$ and $\mathbb{B}=(T, g)_{r}$ respectively. We say that $\mathcal{B}$ can directly simulate $\mathcal{A}$ if (at least) one of the following cases holds:

1. $\mathcal{A}$ is a sub-automaton of $\mathcal{B}$ (up to isomorphism)
2. $\mathcal{A}$ is a quotient automaton of $\mathcal{B}$ (up to isomorphism)
3. $\mathcal{A}$ is a product of some iterated powers of $\mathcal{B}$ (up to isomorphism).

We define the simulation relation $\mathcal{A} \preceq \mathcal{B}$ (we also write $\mathbb{A} \preceq \mathbb{B}$ ) to be the transitive closure of the direct simulation. If $\mathcal{A} \preceq \mathcal{B}$ we say that $\mathcal{B}$ can simulate $\mathcal{A}$.

In the following subsection, we briefly summarize the main result of Chapter 4. Therein, we show that certain classes of affine CAs are limited in terms of what they can simulate.

### 1.8.2 Simulation Limitations of Affine Cellular Automata

Additive automata are a much-studied class of CAs - in fact, they form one of the few classes of cellular automata that are amenable to algebraic analysis which yields rigorous results about their global dynamics [3, 54, 70, 26, [145]. Studying the sub-automata of additive CAs naturally leads to a broader class of affine automata, which we now introduce.

Definition 9 (affine CA, additive CA). Let $\mathbb{F}$ be a finite field, $V$ a finite-dimensional vector space over $\mathbb{F}$, and let $\mathcal{A}=\left(V^{\mathbb{Z}}, F\right)$ be a CA with local algebra $(V, f)_{r}$. We say that $\mathbb{A}($ or $\mathcal{A})$ is affine over $\mathbb{F}$ if $f: V^{2 r+1} \rightarrow V$ is an affine mapping between vector spaces over $\mathbb{F}$. In such a case, we can write $f$ in the following form:

$$
\begin{equation*}
f\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right)=f_{-r}\left(\mathbf{x}_{-r}\right)+\cdots+f_{r}\left(\mathbf{x}_{r}\right)+\mathbf{c} \tag{1.3}
\end{equation*}
$$

where $f_{i}: V \rightarrow V$ is a linear mapping for each $-r \leq i \leq r$ and $\mathbf{c} \in V$ is a constant vector. The mapping $f_{i}$ is called the $i$-th component of $f$. The class of all local algebras isomorphic to some affine local algebra over $\mathbb{F}$ with radius $r$ is denoted as $\mathrm{AFF}_{r}^{\mathbb{F}}$.

In the special case when $f: V^{2 r+1} \rightarrow V$ is a linear mapping between vector spaces over $\mathbb{F}$, we say that $\mathbb{A}($ or $\mathcal{A})$ is additive over $\mathbb{F}$. In such a case, we can write $f$ as in (1.3) with $\mathbf{c}=\mathbf{0}$. We denote the class of all local algebras isomorphic to some local algebra additive over $\mathbb{F}$ with radius $r$ as $\mathrm{ADD}_{r}^{\mathbb{F}}$.

Example 10. Let $\left(\mathbb{F}_{2}^{\mathbb{Z}}, F\right)$ be the elementary CA 150 with local algebra $\mathbb{A}=\left(\mathbb{F}_{2}, f\right)_{1}$ where $f: \mathbb{F}_{2}^{3} \rightarrow \mathbb{F}_{2}$ is defined as $f(x, y, z)=x+y+z$. Then, $\mathbb{A}$ is a CA additive over $\mathbb{F}_{2}$.

The results presented in Chapter 4 hold for affine CAs whose "outer" components are bijections - this is defined below.

Definition 11. Let $\mathbb{A}=(V, f)_{r}$ be an affine local algebra of a CA with radius $r$ whose local rule $f$ has components $f_{-r}, \ldots, f_{r}$. We say that $\mathbb{A}$ is left-permutive, witnessed by $i$, if there exists $-r \leq i \leq r$ such that $f_{i}$ is a bijection and $f_{k}$ is the constant $\mathbf{0}$ mapping for all $k<i$. Similarly, $\mathbb{A}$ is right-permutive, witnessed by $j$, if there exists $-r \leq j \leq r$ such that $f_{j}$ is a bijection and $f_{k}$ is the constant $\mathbf{0}$ mapping for all $k>j$.

We write that $\mathbb{A} \in \mathrm{AFF}_{r ;, j, j}^{\mathbb{F}}$ if $\mathbb{A} \in \mathrm{AFF}_{r}^{\mathbb{F}}$ and at the same time $\mathbb{A}$ is left-permutive witnessed by $i$ and right-permutive witnessed by $j, i<j$.

Now we can state the main result of Chapter 4
Theorem 12. Let $p$ be a prime, $r \in \mathbb{N}$, and $-r \leq i<j \leq r$. Let $\mathbb{A}, \mathbb{B}$ be local algebras of cellular automata with radius $r$ such that $\mathbb{B} \in \mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}}$. If $\mathbb{A} \preceq \mathbb{B}$, then $\mathbb{A} \in \mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}}$.

This is a negative result that in its generality widely surpasses previous works [34, 35, 97] that studied simulation capacities of a highly specific class of additive CAs.

An important contribution of Chapter 4 is that therein, we propose a definition of CA simulation that is, to the best of our knowledge, the most general algebraic one so far. Moreover, we formalize all the notions regarding CA simulation in abstract algebraic language. This allowed us to see new connections to well-established algebraic fields that can provide powerful tools for analysing the CA simulation capacities. Whereas the proofs provided in this chapter do not rely on any sophisticated algebraic concepts, we remark that, as an example, Lemma 48 and Corollary 49 are a direct consequence of a deeper theorem by Smith [138] and Gumm [55] about Abelian algebras with a Maltsev term.

In what follows, we summarize the results of the last chapter of this thesis.

### 1.9 Simulation Capacities of Canonical Additive Automata

In Chapter 4, we have studied the simulation limitations of general classes of affine automata. As a consequence, automata with "bijective outer components" that are affine over different prime fields $\mathbb{F}_{p}$ are incomparable with respect to the simulation relation $\preceq$. However, this gives us no information about the relation of two particular CAs within the same class $\mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}}$. In Chapter 5, we complement the previous results by analysing the simulation capacity of individual additive automata. More precisely, given an additive CA $\left(\mathbb{F}_{p}, f\right)_{r}, p$ prime, that satisfies certain conditions, we give an explicit characterization of all the automata it can simulate. As a special case, we describe the simulation capacities of any additive CA with radius $r=1$ and local algebra of the form $\left(\mathbb{F}_{p}, f\right)_{1}$ (over an arbitrary field $\mathbb{F}_{p}$ ).

Rather than describing the result in its full generality here, we state a corollary where most technical details can be omitted.

Corollary 13. Let $p$ be a prime and consider the class $\mathrm{CA}_{p}$ of all CAs with $p$ states and radius $r=1$. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{1}$ be the local algebra of an additive $C A ; f(x, y, z)=a_{-1} x+a_{0} y+a_{1} z$ with at least two of the coefficients $a_{-1}, a_{0}, a_{1} \in \mathbb{F}_{p}$ non-zero. Then, one of the following cases holds:
(1) $a_{0} \neq 0$. Then within the class $\mathrm{CA}_{p}, \mathbb{B}$ can only simulate itself (up to isomorphism).
(2) $a_{0}=0$. Then, within the class $\mathrm{CA}_{p}, \mathbb{B}$ can simulate (up to isomorphism) exactly itself and the automaton with local algebra $\mathbb{B}^{\prime}=\left(\mathbb{F}_{p}, f^{\prime}\right)_{1}$ where $f^{\prime}(x, y, z)=a_{-1}^{2} x+2 a_{-1} a_{1} y+a_{1}^{2} z$. Note that $\mathbb{B} \cong \mathbb{B}^{\prime}$ if and only if $p=2$.

The corollary implies new results about simulation limitations even for the very well-studied case of elementary CAs. We describe one such result in the following example.

Example 14. We consider elementary CA 90 that is defined as $\mathrm{ECA}_{90}=\left(\mathbb{F}_{2}, f\right)_{1}$ where $f(x, y, z)=x+z$ and ECA 165 defined as $\mathrm{ECA}_{165}=\left(\mathbb{F}_{2}, g\right)_{1}$ where $g(x, y, z)=x+z+1$. Clearly, $\mathrm{ECA}_{90} \cong \mathrm{ECA}_{165}$ via the mapping that exchanges 0 and 1 . Then, Corollary 13 implies that within the class of elementary CAs, ECA 90 can only simulate itself and ECA 165.

Proof. Clearly, ECA 90 satisfies the assumptions of Corollary 13 (2). In the case of a CA additive over $\mathbb{F}_{2}$, the local algebras $\mathbb{B}$ and $\mathbb{B}^{\prime}$ coincide (using the notation in the corollary). Thus, the corollary yields that ECA 90 can only simulate elementary CAs whose local algebras are isomorphic to $\mathrm{ECA}_{90}$. In this case, we have only one bijection on $\mathbb{F}_{2}$ that is not identity, and this yields the ECA 165.

This concludes the introduction to the thesis where we gave an outline of the thesis and briefly explained the results of each chapter while also providing a concise overview of previous work to motivate our results. In what follows, we present the four chapters.

# 2. Classification of Discrete Dynamical Systems Based on Transients 

### 2.1 Introduction

There are many approaches to searching for systems capable of open-ended evolution. One option is to carefully design a model and observe its dynamics. Iconic examples include [24, 115, 128, 141. However, as we lack any universally accepted formal definition of openendedness or complexity, there is no formal method of proving the system is indeed "interesting". Conversely, lacking definitions of such key terms, it seems extremely difficult to design such models systematically.

Approaching the problem of searching for open-endedness bottom up, we can define a suitable classification of dynamical systems that would help us identify a region of complexity. An ideal classification would be based on a formally defined property, be effectively computable, and help us automatically search for complex systems possibly capable of modeling artificial evolution.

Over the years, many different metrics have been introduced to study systems' dynamics. As an example, cellular automata were studied in terms of their space-time dynamics observations [158], their space-time compression sizes [165], via their actions on probability measures [56], the Z-parameter [162], or the lambda parameter [83]. Most of such approaches show that the complex region of systems lies somewhere "in between" the ordered and chaotic phase.

In this paper, we introduce a novel method of classifying complex systems based on estimating their asymptotic average computation time with increasing space size. The key result is that the classification identifies a region of systems that seem to be at a phase transition between ordered and chaotic behavior. Across various classes of discrete systems, we demonstrate that complex systems such as cellular automata computing nontrivial tasks, universal Turing machines, or random Boolean networks at a critical phase belong to this region. Even though we are far from characterizing complexity, we hope this method helps us understand which formally defined properties correlate with it.

### 2.2 Transient Classification: A General Method

We first introduce the basic principle of the classification based on transients, which can be applied to any deterministic discrete space and time dynamical system (DDDS). In subsequent sections, we describe the results of the classification applied to cellular automata, Turing machines, and random Boolean networks to demonstrate its use across different classes of discrete dynamical systems.

## Basic Notions

Let us consider a generic deterministic discrete system $D$ operating on finite space, characterized by a tuple $D=(S, F)$ where $S$ is a finite set of configurations and $F: S \rightarrow S$ is a global transition function governing the dynamics of the system. We define the trajectory of a configuration $u \in S$ as the sequence

$$
\left(u, F(u), F^{2}(u), \ldots\right) .
$$

As $S$ is finite, every trajectory eventually becomes periodic. We call the preperiod of this sequence the transient of initial configuration $u$ and denote its length by $t_{u}$. More formally,
we define $t_{u}$ to be the smallest positive integer $i$, for which there exist $j \in \mathbb{N}, j>i$, such that $F^{i}(u)=F^{j}(u)$. The periodic part of the sequence is called an attractor. The phase-space of $D=(S, F)$ is an oriented graph with vertices $V=S$ and edges $E=\{(u, F(u)), u \in S\}$. Such a graph is composed of components, each containing one attractor and multiple transient paths leading to the attractor. The phase-space completely characterizes the dynamics of the system. However, it is infeasible to describe when the configuration space $S$ is large. Given a DDDS $D$, we will focus on studying its average transient length

$$
T(D)=\frac{1}{|S|} \sum_{u \in S} t_{u}
$$

We describe the method of estimating a system's average transient length together with the error analysis in section Average Transients: Error Estimate.

## The Main Principle

Suppose we have a sequence of DDDSs

$$
D_{1}=\left(S_{1}, F_{1}\right), D_{2}=\left(S_{2}, F_{2}\right), D_{3}=\left(S_{3}, F_{3}\right), \ldots
$$

operating on configuration spaces of growing size. That is, $F_{i}: S_{i} \rightarrow S_{i}$ and $\left|S_{i}\right|<\left|S_{i+1}\right|$ for each $i$. For instance, the sequence can be given by a cellular automaton with a fixed local rule, operating on a finite cyclic grid of growing size.

Our goal is to estimate the asymptotic growth of the systems' average transient lengths, as shown in Figure 2.1

## Discrete system Average transient



Figure 2.1: Diagram depicting the asymptotic growth of average transient lengths of a sequence of discrete systems.

In practice, we generate a finite part of the sequence $\left(\left|S_{i}\right|, T\left(D_{i}\right)\right)_{i=1}^{B}$ where $B$ is an upper bound imposed by our computational limitations and examine different regression fits of the data. Specifically, we evaluate the fit to constant, logarithmic, linear, polynomial, and exponential functions. We pick the best fit with respect to the $R^{2}$ score and obtain the classes: Bounded, Log, Lin, Poly, and Exp. If the score of the fit to all such functions is low (i.e., $R^{2}<85 \%$ ), we say the system is Unclassified. Surprisingly, we found a very good fit to one of the classes with $R^{2}>90 \%$ for most DDDSs we examined. The trend we have observed, which seems to hold across various families of DDDSs, is shown in Figure 2.2. We describe it in more detail for each family in the subsequent sections.

We do not claim our method determines the true asymptotic behavior of a system; it is merely a possible interpretation of the method. For some systems, the transient growth might correspond to more complicated functions but we have deliberately chosen the classes to be quite robust and coarse to have clearer boundaries between them. The uncertainty of the true asymptotic growth is especially relevant for the Lin and Poly Classes which identify the critical


Figure 2.2: General trend of the transient classification results.
phase transition region. Such systems might turn out to be logarithmic or exponential, and it might be the case that we have not detected this due to our limited data. However, in such a case, such systems would exhibit significantly slower convergence to their asymptotic behavior than systems in other classes which is a typical property of a system at a phase transition.

## Computational Interpretation

In non-classical models of computation [142], the process of traversing a discrete system's transients can be perceived as the process of self-organization, in which information can be aggregated in an irreversible manner. The attractors are then viewed as memory storage units, from which the information about the output can be extracted. For cellular automata (CAs), this is explored in [72]. The average transient growth then corresponds to the average computation time of the system ${ }^{1}$. Therefore, we can interpret our goal as trying to estimate systems' asymptotic average computation time. DDDSs with bounded transient lengths can only perform trivial computation. On the other hand, DDDSs with exponential transient growth can be interpreted as inefficient computation models.

In the context of artificial evolution, we can view the global transition rule of a DDDS as the physical rule of the system, whereas the initial configuration as the particular "setting of the universe", which is then subject to evolution. If we are interested in finding DDDSs capable of complex behavior automatically, it would be beneficial for us if such behavior occurred on average, rather than having to select the initial configurations carefully from some narrow region. The probability of finding such special initial configurations would be extremely low as the configuration space tends to be very large. This motivates our study of the growth of average transient lengths rather than the maximum ones.

## Average Transients: Error Estimate

Let us fix a DDDS $D=(S, F)$ operating on a large configuration space, e.g., $|S| \gg 2^{100}$. In such case, computing the average transient length $\mu$ is infeasible. Thus, we uniformly randomly sample initial configurations $u_{1}, u_{2}, \ldots, u_{m}$ and estimate $\mu$ by $\frac{1}{m} \sum_{i=1}^{m} t_{u_{i}}$. It remains to estimate the number of samples $m$ so that the error $\left|\frac{1}{m} \sum_{i=1}^{m} t_{u_{i}}-\mu\right|$ is reasonably small.

More formally, for $D=(S, F)$, let $(S, P)$ be a discrete probability space where $S$ is the set of all configurations and $P$ is a uniform distribution. Let $X: S \rightarrow \mathbb{N}$ be a random variable, which sends each $u$ to its transient length $t_{u}$. This gives rise to a probability distribution of transient lengths on $\mathbb{N}$ with mean $E(X)$ and variance $\operatorname{var}(X)$. It can be easily shown that $E(X)=\mu$. Our goal is to obtain a good estimate of $E(X)$ by the Monte Carlo method ([119]).

Let $\left(X_{1}, X_{2}, \ldots, X_{m}\right)$ be a random sample of iid random variables, $X_{i} \stackrel{d}{=} X$ for all $i$. Let $\mu^{(m)}=\frac{1}{m} \sum_{i=1}^{m} X_{i}$ be the sample mean and $\sigma^{(m)}=\sqrt{\frac{1}{m-1} \sum_{i=1}^{m}\left(X_{i}-\mu^{(m)}\right)^{2}}$ the sample

[^0]standard deviation. As $X$ is a mapping from a finite set, $\operatorname{var}(X)<\infty$, and thus we have by the Central limit theorem the convergence to a normal distribution. The interval
$$
\left(\mu^{(m)}-u_{1-\frac{\alpha}{2}} \frac{\sigma^{(m)}}{\sqrt{m}}, \mu^{(m)}+u_{1-\frac{\alpha}{2}} \frac{\sigma^{(m)}}{\sqrt{m}}\right)
$$
where $u_{\beta}$ is the $\beta$ quantile of the normalized normal distribution, covers $\mu$ for $m$ large with probability approximately $1-\alpha$. We will take $\alpha=0.05$. Hence, with probability approximately 95\%
$$
\left|\mu-\mu^{(m)}\right|<u_{0.975} \frac{\sigma^{(m)}}{\sqrt{m}}
$$

From the nature of our data, both the values $E(X)=\mu$ and $\operatorname{var}(X)$ tend to grow with increasing size of the configuration space. Therefore, to employ a general method of estimating the number of samples, we normalize the error by the sample mean and consider $\frac{\left|\mu-\mu^{(m)}\right|}{\mu^{(m)}}$. Therefore for $m$ sufficiently large such that

$$
\begin{equation*}
u_{0.975} \frac{\sigma^{(m)}}{\sqrt{m} \mu^{(m)}}<\epsilon \tag{2.1}
\end{equation*}
$$

we have that $\mu^{(m)}$ differs from $\mu$ by at most $\epsilon \cdot 100 \%$ with probability approximately $95 \%$.
In practice, we put $\epsilon=0.1$ and produce the observations in batches of size 20 until condition (2.1) is met (for most elementary CA this was satisfied typically after 400 data points were sampled). We approximate the uniform random sampling of initial configurations using Python's numpy.random library.

### 2.3 Cellular Automata

### 2.3.1 Introducing Cellular Automata

Informally, a cellular automaton (CA) can be perceived as a $k$-dimensional grid consisting of identical finite state automata. They are all updated synchronously in discrete time steps based on an identical local update function depending only on the states of automata in their local neighborhood. A formal definition can be found in [76].

CA were first studied as models of self-replicating structures [82, 112, 129]. Subsequently, they were examined as dynamical systems [58, 63, 150], or as models of computation [103, 146]. Being so simple to simulate, yet capable of complex behavior and emergent phenomena [28, 59], CA provide a convenient tool to examine the key, yet undefined notions of complexity and emergence.

## Basic Notions

We study the simple class of elementary cellular automata (ECAs), which are one-dimensional CAs with two states $\{0,1\}$ and neighborhood of size 3 . Each ECA is given by a local transition function $f:\{0,1\}^{3} \rightarrow\{0,1\}$. Hence, there are only 256 of them. The size of this CA class is the reason to make it our first case of study. One can simply explore it by studying the dynamics of every single ECA.

We identify each local rule $f$ determining an ECA with the Wolfram number of the ECA defined as:

$$
2^{0} f(0,0,0)+2^{1} f(0,0,1)+2^{2} f(0,1,0)+\ldots+2^{7} f(1,1,1) .
$$

We will refer to each ECA as a "rule $k$ " where $k$ is the corresponding Wolfram number of its underlying local rule.

We will consider the CA to operate on finite grids with periodic boundary conditions. Hence, given a local rule $f$ and a grid size $n$, we obtain a configuration space $\{0,1\}^{n}$ and a global update function $F:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$.

Let $\left(\{0,1\}^{n}, F\right)$ be an ECA operating on a grid of size $n$ and $\left(u, F(u), F^{2}(u), \ldots\right)$ a trajectory of a configuration $u \in\{0,1\}^{n}$. The space-time diagram of such a simulation is obtained by plotting the configurations as horizontal rows of black and white squares (corresponding to states 1 and 0 ) with a vertical axis determining the time, which is progressing downwards.

We note that properties of CA phase-spaces were examined among others by Wuensche in [162]. Precisely for this purpose, a software was designed by Wuensche in [161].

### 2.3.2 History of CA Classifications

An ideal classification would be based on a rigorously defined and efficiently measurable property, identifying a region of systems with interesting behavior. In this section, we describe three qualitatively different classifications of ECAs, and subsequently, we will compare our results to them.

## Wolfram's Classification

The most intuitive and simple approach to examining the dynamics of CAs is to observe their space-time diagrams. This method was particularly proclaimed by Wolfram, e.g., in [158]. Therein, he established an informal classification of CA dynamics based on such diagrams. He distinguishes the following classes, which are shown in Figure 2.3 .

Class $1 \ldots$ quickly resolves to a homogenous state
Class $2 \ldots$ exhibits simple periodic behavior
Class 3 ... exhibits chaotic or random behavior
Class $4 \ldots$ produces localized structures that interact with each other in complicated ways

The main issue is that we have no formal method of classifying CAs in this way. In fact, this problem is in general undecidable [29]. Moreover, the behavior of some CAs can vary with different initial configurations. An example being rule 126 which oscillates between Class 2 and Class 3 behavior, as shown in Figure 2.4. The transient classification we present in this paper deals with both these issues.

## Zenil's Classification

In the first part of his paper [165], Zenil studied the compression size of the space-time diagrams of each ECA simulated for a fixed amount of steps. For the classification, he examines the simulations from a particular initial configuration (a single one surrounded by zeros). Using a clustering technique, he obtained two classes distinguishing between Wolfram's simple classes 1 and 2 and complex classes 3 and 4 . We show our reproduction of Zenil's results in Figure 2.5.

His method nicely formalizes Wolfram's observations of the space-time diagrams. However, the results depend on the choice of initial conditions as well as the grid size, data representation, and the compression algorithm. We conducted multiple experiments presented in Figure 2.6 , which suggest that Zenil's results might be sensitive to the choice of such parameters. We note that he addresses the sensitivity to the choice of the initial configurations in the second part of his paper [165.

In vast CA spaces where it is not feasible to examine every CA and mark it into one of Wolfram's classes by hand, it would not be clear how the parameter values should be chosen. Moreover, the data representation causes the extension of this method to more general dynamical


Figure 2.3: Space-time diagrams of rules from each Wolfram's class. Class 1 rule 32 is on top left, Class 2 rule 108 on top right, Class 4 rule 110 on the bottom left, and Class 3 rule 30 on the bottom right.


Figure 2.4: On the left, rule 126 is simulated with an initial condition consisting of a single 1 bit padded with 0's. On the right, the same rule is simulated with a random initial configuration.


Figure 2.5: Reproduction of Zenil's results in [165]. The purple cluster corresponds to the interesting Class 3 and 4 rules, the yellow cluster to the rest.
systems to be problematic; for example, using gzip to compress space-time diagrams of a 2D cellular automaton is suboptimal.


Figure 2.6: Graphs representing the results of Zenil's method when different parameter values were used. They demonstrate the possible sensitivity of the results are. On the left, the ECAs were simulated for longer time, which caused complex rules 110, 124, 137, and 193 to no longer belong to the "interesting" purple cluster. On the right, the ECAs were simulated from a fixed, randomly chosen initial condition. In such case, we obtain entirely different clusters.

## Wuensche's Z-parameter

In [162], Wuensche chose an interesting approach by studying the ECA's behavior when reversing the simulations and computing the preimages of each configuration. He introduces the Z-parameter, representing the probability that a partial preimage can be uniquely prolonged by one symbol, and suggests that Class 4 CAs typically occurs at $\mathrm{Z} \approx 0.75$. However, no clear classification is formed. The crucial advantage is that the Z-parameter depends only on the CA's local rule and can be computed effectively. It is, however, questionable whether studying only the local rule could describe the overall dynamics of a system sufficiently well.

We note that transients of CAs have been examined, as in [162] or [57]. However, we are not aware of an attempt to compare the asymptotic growth of transients for different ECA.

### 2.3.3 Transient Classification of ECA

For each ECA given by a local rule $f$, we consider the sequence of systems

$$
D_{3}=\left(\{0,1\}^{3}, F_{3}\right), D_{4}=\left(\{0,1\}^{4}, F_{4}\right), \ldots
$$

which represent the ECAs operating on grids of growing size. We can apply the transient classification to this sequence, as described in Section Transient Classification: A General Method to estimate the asymptotic growth of the average transient lengths for each ECA.

We consider all 256 ECAs up to equivalence classes obtained by changing the role of "left" and "right" neighbor, the role of 0 and 1 state, or both. It can be easily shown that automata in the same equivalence class have isomorphic phase spaces for any grid size. Thus, they perform the same computation. This yields 88 effectively different ECAs, each being a representative with the minimum Wolfram number from its corresponding equivalence class. In this section, we present the classification of the 88 unique ECAs based on their asymptotic transient growth.

## Results

We obtained a surprisingly clear classification of all the 88 unique ECAs with four major classes corresponding to the bounded, logarithmic, linear, and exponential growth of average transients. Below, we give a more detailed description of each class.

Bounded Class: $27 / 88$ rules ( $30.68 \%$ ). The average transient lengths were bounded by a constant independent of the grid size. This suggests that the long term dynamics of such automata can be predicted efficiently. See Figure 2.7.


Figure 2.7: Bounded Class rule 36. The average transient plot is on the left, the space-time diagram on the right.

Log Class: $39 / 88$ rules (44.32\%). The largest ECA class exhibits logarithmic average transient growth. The event of two cells at a large distance "communicating" is improbable for this class. See Figure 2.8.


Figure 2.8: Log Class rule 28. The average transient plot is on the left, the space-time diagram on the right.

Lin Class: $8 / 88$ rules ( $9.09 \%$ ). On average, information can be aggregated from cells at an arbitrary distance. This class contains automata whose space-time diagrams resemble some sort of computation. This is supported by the fact that this class contains two rules known to have a nontrivial computational capacity: rule 184, which computes the majority of black and white cells, and rule 110, which is the only ECA so far proven to be Turing complete ([27]).

We note that rules in this class are not necessarily complex as the interesting behavior seems to correlate with the slope of the linear growth. Most of the Class Lin rules had only a very gradual incline. In fact, the only two rules with such slope greater than 1 , rules 110 and 62, seem to be the ones with the most interesting space-time diagrams. See Figure 2.9 .

We are aware that average transients of rules in Lin Class might turn out to grow logarithmically or exponentially given enough data samples. In such a case, the rules in Lin Class show a significantly slower convergence to their asymptotic behavior, which supports the hypothesis that they belong to a phase transition region.

Exp Class: $6 / 88$ rules $(6.82 \%)$. This class has a striking correspondence to automata with chaotic behavior. Visually, there seem to be no persistent patterns in the configurations. Not only the transients but also the attractor lengths are significantly larger than for other rules.


Figure 2.9: Lin Class rule 62. The average transient plot is on the left, the space-time diagram on the right.

The rules with the fastest growing transients are 45,30 and 106. See Figure 2.10.



Figure 2.10: Exp Class rule 45. The average transient plot is on the left, the space-time diagram on the right.

Affine Class: $4 / 88$ rules ( $4.55 \%$ ). This class contains rules $60,90,105$, and 150 whose local rules are affine Boolean functions. Such automata can be studied algebraically and predicted efficiently. It was shown in [96] that the transient lengths of rule 90 depend on the largest power of 2 , which divides the grid size. Therefore, the measured data did not fit any of the functions above but formed a rather specific pattern. See Figure 2.11.


Figure 2.11: Affine Class rule 90. The average transient plot is on the left, the space-time diagram on the right.

Fractal Class: $4 / 88$ rules $(4.55 \%)$. This class contains rules $18,122,126$, and 146 which are sensitive to initial conditions. Their evolution either produces a fractal structure resembling a Sierpinski triangle or a space-time diagram with no apparent structures. We could say such rules oscillate between easily predictable behavior and chaotic behavior. Their average transients and periods grow quite fast. See Figure 2.12


Figure 2.12: Fractal Class rule 126. The average transient plot is on the left, the space-time diagram on the right.

### 2.3.4 Discussion

We have also tried to measure the asymptotic growth of the average attractor size $a_{u}, u \in\{0,1\}^{n}$ as well as the average rho value defined as $\rho_{u}=t_{u}+a_{u}$. This, however, produced data points, which could not be fitted to simple functions well. This is due to the fact that many automata have attractors consisting of a configuration, which is shifted by one bit to the left, resp. right, at every time step. The size of such an attractor then depends on the greatest common divisor of the size of the period of the attractor and the grid size, and this causes oscillations. We conclude that such phase-space properties are not suitable for this classification method.

Exhaustive comparison for each ECA is presented in Table 2.13 .

Wolfram's Classification - Discussion The significance of our results for ECAs stems precisely from the fact that the transient classification corresponds to Wolfram's so well. As it is not clear for many rules which Wolfram class they belong to, the main advantage is that we provide a formal criterion upon which this could be decided.

In particular, rules in Classes Bounded and Log correspond to rules in either Class 1 or 2. Class Exp corresponds to the chaotic Class 3, and Class Lin contains Class 4 together with some Class 2 rules. We mention an interesting discrepancy: rule 54 , which is possibly considered by Wolfram to be Turing complete, belongs to the Class Exp. This might suggest that computations performed by this rule can be on average quite inefficient.

Zenil's Classification - Discussion Zenil's Classification of ECAs offers a great formalization of Wolfram's and seems to roughly correspond to it. Compared to the transient classification, it is, however, less fine-grained. Moreover, it contains some arbitrary parameters, such as the data representation and compression algorithm used. In addition, it uses a clustering technique, which requires data of multiple automata to be mutually compared in order to give rise to different classes. In contrast, the transient class can be determined for a single automaton without any context.

Another important difference is that Zenil observed the simulations from a fixed initial configuration; i.e., he examined the local dynamics of ECA. In contrast, the transient classification is studying their global dynamics.

| Classification Comparison |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| ECA | Transient | Wolfram | Zenil | Wuensche |
| 0 | bounded | 1 | 1 or 2 | 0 |
| 1 | bounded | 2 | 1 or 2 | 0.25 |
| 2 | bounded | 2 | 1 or 2 | 0.25 |
| 3 | bounded | 2 | 1 or 2 | 0.25 |
| 4 | bounded | 2 | 1 or 2 | 0.25 |
| 5 | bounded | 2 | 1 or 2 | 0.5 |
| 6 | $\log$ | 2 | 1 or 2 | 0.5 |
| 7 | $\log$ | 2 | 1 or 2 | 0.75 |
| 8 | bounded | 1 | 1 or 2 | 0.25 |
| 9 | lin | 2 | 1 or 2 | 0.5 |
| 10 | bounded | 2 | 1 or 2 | 0.5 |
| 11 | $\log$ | 2 | 1 or 2 | 0.75 |
| 12 | bounded | 2 | 1 or 2 | 0.5 |
| 13 | $\log$ | 2 | 1 or 2 | 0.75 |
| 14 | lin | 2 | 1 or 2 | 0.75 |
| 15 | bounded | 2 | 1 or 2 | 1 |
| 18 | fractal | 2/3 | 1 or 2 | 0.5 |
| 19 | bounded | 2 | 1 or 2 | 0.625 |
| 22 | exp | 2/3 | 1 or 2 | 0.75 |
| 23 | $\log$ | 2 | 1 or 2 | 0.5 |
| 24 | bounded | 2 | 1 or 2 | 0.5 |
| 25 | lin | 2 | 1 or 2 | 0.75 |
| 26 | $\log$ | 2 | 1 or 2 | 0.75 |
| 27 | $\log$ | 2 | 1 or 2 | 0.75 |
| 28 | $\log$ | 2 | 1 or 2 | 0.75 |
| 29 | bounded | 2 | 1 or 2 | 0.5 |
| 30 | exp | 3 | 3 | 1 |
| 32 | $\log$ | 1 | 1 or 2 | 0.25 |
| 33 | $\log$ | 2 | 1 or 2 | 0.5 |
| 34 | bounded | 2 | 1 or 2 | 0.5 |
| 35 | $\log$ | 2 | 1 or 2 | 0.625 |
| 36 | bounded | 2 | 1 or 2 | 0.5 |
| 37 | $\log$ | 2 | 1 or 2 | 0.75 |
| 38 | bounded | 2 | 1 or 2 | 0.75 |
| 40 | $\log$ | 1 | 1 or 2 | 0.5 |
| 41 | $\log$ | 2 | 1 or 2 | 0.75 |
| 42 | bounded | 2 | 1 or 2 | 0.75 |
| 43 | lin | 2 | 1 or 2 | 0.5 |
| 44 | $\log$ | 2 | 1 or 2 | 0.75 |
| 45 | exp | 3 | 3 | 1 |
| 46 | bounded | 2 | 1 or 2 | 0.5 |
| 50 | $\log$ | 2 | 1 or 2 | 0.625 |
| 51 | bounded | 2 | 1 or 2 | 1 |
| 54 | exp | $2 / 4$ | 1 or 2 | 0.75 |


| Classification Comparison |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| ECA | Transient | Wolfram | Zenil | Wuensche |
| 56 | $\log$ | 2 | 1 or 2 | 0.75 |
| 57 | lin | 2 | 1 or 2 | 0.75 |
| 58 | $\log$ | 2 | 1 or 2 | 0.75 |
| 60 | affine | 2 | 1 or 2 | 1 |
| 62 | lin | 2 | 1 or 2 | 0.75 |
| 72 | bounded | 1 | 1 or 2 | 0.5 |
| 73 | exp | 3/4 | 3 | 0.75 |
| 74 | $\log$ | 2 | 1 or 2 | 0.75 |
| 76 | bounded | 2 | 1 or 2 | 0.625 |
| 77 | $\log$ | 2 | 1 or 2 | 0.5 |
| 78 | $\log$ | 2 | 1 or 2 | 0.75 |
| 90 | affine | 2 | 1 or 2 | 1 |
| 94 | $\log$ | 2 | 1 or 2 | 0.75 |
| 104 | $\log$ | 1 | 1 or 2 | 0.75 |
| 105 | affine | 2 | 1 or 2 | 1 |
| 106 | exp | 3 | 1 or 2 | 1 |
| 108 | bounded | 1 | 1 or 2 | 0.75 |
| 110 | lin | 4 | 4 | 0.75 |
| 122 | fractal | 2/3 | 1 or 2 | 0.75 |
| 126 | fractal | $2 / 3$ | 1 or 2 | 0.5 |
| 128 | $\log$ | 1 | 1 or 2 | 0.25 |
| 130 | $\log$ | 2 | 1 or 2 | 0.5 |
| 132 | $\log$ | 2 | 1 or 2 | 0.5 |
| 134 | $\log$ | 2 | 1 or 2 | 0.75 |
| 136 | $\log$ | 1 | 1 or 2 | 0.5 |
| 138 | bounded | 2 | 1 or 2 | 0.75 |
| 140 | $\log$ | 2 | 1 or 2 | 0.625 |
| 142 | lin | 2 | 1 or 2 | 0.5 |
| 146 | fractal | 2/3 | 1 or 2 | 0.75 |
| 150 | affine | 2 | 1 or 2 | 1 |
| 152 | $\log$ | 2 | 1 or 2 | 0.75 |
| 154 | bounded | 2/3 | 1 or 2 | 1 |
| 156 | $\log$ | 2 | 1 or 2 | 0.75 |
| 160 | $\log$ | 1 | 1 or 2 | 0.5 |
| 162 | $\log$ | 2 | 1 or 2 | 0.75 |
| 164 | $\log$ | 2 | 1 or 2 | 0.75 |
| 168 | $\log$ | 1 | 1 or 2 | 0.75 |
| 170 | bounded | 2 | 1 or 2 | 1 |
| 172 | $\log$ | 2 | 1 or 2 | 0.75 |
| 178 | $\log$ | 2 | 1 or 2 | 0.5 |
| 184 | lin | 2 | 1 or 2 | 0.5 |
| 200 | bounded | 1 | 1 or 2 | 0.625 |
| 204 | bounded | 2 | 1 or 2 | 1 |
| 232 | $\log$ | 1 | 1 or 2 | 0.5 |

Figure 2.13: Comparing classifications of the 88 unique ECA.

Wuensche's Z-parameter - Discussion Wuensche suggests that complex behavior occurs around $Z=0.75$, which agrees with the fact that Lin Class rules with a steep slope (rule 110, 62 , and 25) have this $Z$ value precisely. However, the $Z=0.75$ is in fact quite frequent. This suggests that thanks to its simplicity, the $Z$ parameter can be used to narrow down a vast space of CA rules when searching for complexity. However, more refined methods have to be subsequently applied to find concrete CAs with interesting behavior.

### 2.3.5 Transient Classification of 2D CA

So far, we have examined the toy model of ECA. Transient classification's true usefulness would stem from its application to more complex CAs, where it could be used to discover automata with interesting behavior.

Therefore, we applied the classification on a subset of two-dimensional CAs with a $3 \times 3$
neighborhood and three states to see whether 2D automata would still exhibit such clear transient growths.

We work with 2D CAs operating on a finite square grid of size $n \times n$. We consider the topology of the grid to be that of a torus for each cell to have a uniform neighborhood. We estimated the average transient length and measured the asymptotic growth with respect to $n$ (i.e., the size of the square grid's side). This is motivated by the fact that in a $n \times n$ grid, the greatest distance between two cells depends linearly on $n$ rather than quadratically.

To reduce the vast automaton space, we only considered such automata whose local rules are invariant to all the symmetries of a square. As there are still $3^{2861}$ such symmetrical 2D CAs, we randomly sampled 10000 of them.

For such a large space, we cannot examine each CA individually. Therefore, we fit the average transient growth to bounded, logarithmic, linear, polynomial, and exponential functions to obtain the classes Bounded, Log, Lin, Poly, and Exp. If none of the fits gives a good enough score (i.e., $R^{2}>85 \%$ ), then we mark the corresponding CAs as unclassified. We were able to classify $93.03 \%$ of 10000 sampled automata with a time bound of 40 seconds for the computation of one transient length value on a single CPU. We estimate that most CAs are unclassified due to such computation resources restriction or rather strict conditions we imposed on a good regression fit. In this large space of 2 D CAs, the Exp Class seems to dominate the rule space. Another interesting aspect in which 2D CAs differ from the ECAs is the emergence of rules in the Poly Class; the transients of such rules grow approximately quadratically. Moreover, our results suggest that the occurrence of Bounded Class CAs in 2D is much scarcer as we found no such CA in our sample. See Table 2.1.

| Classification of 2D 3 -state CAs (10 000 samples) |  |
| :--- | :--- |
| Transient Class | Percentage of CA |
| Bounded Class | $0 \%$ |
| Log Class | $18.21 \%$ |
| Lin Class | $1.17 \%$ |
| Poly Class | $1.03 \%$ |
| Exp Class | $72.62 \%$ |
| Unclassified | $6.97 \%$ |

Table 2.1: Classification of 10000 randomly sampled symmetric 2D 3-state CA.

We observed the space-time diagrams of randomly sampled automata from each class to infer its typical behavior. On average, the Log Class automata quickly enter attractors of small size. Lin Class exhibits the emergence of various local structures. For automata with a more gradual incline, such structures seem to die out quite fast. Automata with steeper slopes exhibit complex interactions of such structures. The Poly class automata with a steep slope seem to produce spatially separated regions of chaotic behavior against a static background. In the case of more gradual slopes, some local structures emerge. Finally, the Exp Class seems to be evolving chaotically with no apparent local structures. We present various examples of CA evolution dynamics in the form of GIF animations here ${ }^{2}$.

This suggests that the region of Lin Class with a steep slope and Poly class with a more gradual incline seems to contain a non-trivial ratio of automata with complex behavior. In this sense, the transient classification can assist us to automatically search for complex automata similarly to the method designed by [26] where interesting novel automata were discovered by measuring growth of structured complexity using a data compression approach.

[^1]
### 2.3.6 Transients Classification of Other Well Known CA

We were interested whether some well-known complex automata from larger CA spaces would conform to the transient classification as well. As we show in this section, the result is positive.

Game of Life As the left plot in Figure 2.14 suggests, the Turing complete Game of Life ([46]) seems to fit the Lin Class. This is confirmed by the linear regression fit with $R^{2} \approx 98.4 \%$.


Figure 2.14: Game of Life. The average transient growth plot is on the left. On the right, we show a space-time diagram at time $t=200$ started from a random initial configuration.

Genetically Evolved Majority CA In [105], Mitchell et al. studied how genetic algorithms can evolve CAs capable of global coordination. The authors were able to find a 1D CA denoted as $\phi_{\text {par }}$ with two states and radius $r=3$ which is successful at computing the majority task with the output required to be of the form of a homogenous state of either all 0's or all 1's. See Figure 2.15


Figure 2.15: Cellular automaton $\phi_{\text {par }}$. The average transient growth plot is on the left. On the right, we show a space-time diagram simulated from a random initial configuration.

This CA seems to belong to the Lin Class, which is confirmed by the linear regression fit with $R^{2} \approx 99.2 \%$.

Totalistic 1D 3-state CA A totalistic CA is any CA whose local rule depends only on the number of cells in each state and not on their particular position. Wolfram studied various CA classes, one of them being the totalistic 1D CAs with radius $r=1$ and 3 states $S=\{0,1,2\}$.

In [159], Wolfram presents a list of possibly complex CAs from this class. We applied the transient classification to such CA and learned that most of them were classified as logarithmic. This agrees with our space-time diagram observations that the local structures in such CAs
"die out" quite quickly. Nonetheless, some of the CAs were classified as linear. An example of such a CA is in Figure 2.16 where the linear regression fit has $R^{2} \approx 97.63 \%$.


Figure 2.16: Totalistic cellular automaton with code 1635. The average transient growth plot is on the left. On the right, we show a space-time diagram of the evolution from a random initial configuration.

### 2.4 Turing Machines

In order to demonstrate the generality of the transient classification method, we further used it to examine the dynamics of Turing machines. In this section, we present the classification results.

### 2.4.1 Introducing Turing Machines

Informally, a Turing machine (TM) consists of an infinite tape divided into cells and a movable reading head that scans one cell of the tape at a time. Every cell contains a symbol from some finite alphabet $A$, and the Turing machine is at an internal state from a finite set $S$. Depending on the symbol the head is reading and on its internal state, the Turing machine changes its internal state, rewrites the symbol on the tape, and either moves one cell to the left, right or stays in place. Turing machines represent the most classical model of computation; the Church-Turing thesis states that "effectively calculable functions" are exactly those that can be realized by a Turing Machine [148]. For a formal definition of Turing machines as well as a great introduction to computability theory, see [139].

In this paper, we will consider deterministic Turing machines with one tape. $S$ will always denote the finite set of internal states, $A$ will denote the finite set of tape symbols. To ensure the Turing machine operates on a finite grid, as in the case of CAs, we will consider a tape of finite size with periodic boundary conditions. Therefore, each Turing machine with $S$ and $A$ operating on a tape of size $n$ gives rise to a global update function

$$
F: A^{n} \times\{1,2, \ldots, n\} \times S \rightarrow A^{n} \times\{1,2, \ldots, n\} \times S,
$$

where each configuration specifies the content of the tape, the position of the head, and the internal state. Thus, we can apply the transient classification to it. We emphasize the nontraditional notion of the halting computation that we consider here. Classically, a Turing machine is considered to halt when it enters an attractor of size 1 ; that is when it does not change the tape's content, the head's position, or its internal state anymore. In our case, using the interpretation

```
transients \approx computation
attractors \approx memory
```

we consider a Turing machine to halt whenever it enters any attractor. This is a much weaker notion of halting.

We will depict the space-time diagrams of TM computation as a matrix, each row corresponds to the content of the tape at subsequent time steps, and time is progressing downwards. As opposed to CAs with their inherently parallel nature, TMs are sequential computational models. Thus, at each time step, only one symbol on the tape is changed. To produce space-time diagrams comparable to those produced by CAs, we only depict tape contents at every $n$-th step where $n$ is the size of the tape. This helps us to intuitively recognize the chaotic dynamics of TMs, an example is in Figure 2.17.


Figure 2.17: Space-time diagrams of a 6 symbol, 5 state TM in the Exp Class. Classical space-time diagram is shown on the left. On the right we show the space-time diagram depicting the content of the tape after every 50 steps of computation on a tape of size 50 .

To the best of our knowledge, we know of no prior work examining the transients of Turing machines operating on cyclic tapes.

### 2.4.2 Transient Classification of Turing Machines

We have studied "small" TMs with the number of states $|S|$ ranging from 4 to 8 and the number of alphabet symbols $|A|$ ranging from 2 to 5 . For every such combination of values $|S|$ and $|A|$, we have randomly generated 100 transition functions of TMs and computed each of the TM's average transient length estimate for cyclic tapes of sizes ranging from 20 to 400 .

## Results

For all the considered values of $|S|$ and $|A|$, more than $90 \%$ of the TMs were successfully classified using the transient classification method. We discuss a particular example in more detail below.

TMs with 7 states and 4 symbols As an example, we present classification results of 100 Turing machines with 7 states and 4 tape symbols. The results are summarized in Table 2.2 .

Bounded Class (41/100 TMs). In this space of rather "small" Turing machines, the Bounded Class seems to dominate the space. TMs in the Bounded Class halt in time independent on the tape size. Therefore, for such TMs it seems improbable to perform any nontrivial computation on both the finite and infinite tape.

Log Class (2/100 TMs) The Log Class seems to be relatively small across all the TM classes we have examined. Here, the event that a TM head will read the whole input from the tape is improbable for large tape sizes.

| Classification of TMs with 7 states and 4 symbols |  |
| :--- | :---: |
| Transient Class | Percentage of TMs |
| Bounded Class | $41 \%$ |
| Log Class | $2 \%$ |
| Lin Class | $28 \%$ |
| Poly Class | $13 \%$ |
| Exp Class | $15 \%$ |
| Unclassified | $1 \%$ |

Table 2.2: Classification of 100 randomly sampled TMs with 7 states and 4 symbols.

Lin Class (28/100 TMs.) Let us consider a TM with trivial dynamics, which, given any input configuration, traverses each cell one by one and changes the state of each cell to the state $0 \in S$. After all cells enter this state, the computation halts. Such trivial behavior could be realized in constant time by a CA, though for a TM it takes at least $n$ steps where $n$ is the size of the tape. Hence, some Turing machines in the Lin Class exhibit periodic or simple dynamics. This emphasizes the fact that being contained in a Lin or Poly Class seems to be a necessary condition for complexity, not a sufficient one. See Figure 2.18.


Figure 2.18: Example of a Turing machine with 7 states, 4 symbols in the Lin Class. Its space-time diagram seems to exhibit nontrivial behavior.

Nevertheless, we have observed TMs in the Lin Class whose space-time diagrams seem to contain some higher-level structures.

Poly Class (13/100 TMs.) In the Poly Class we have also observed TMs producing some higher-order structures.
$\operatorname{Exp}$ Class ( $15 / 100 \mathrm{TMs}$.) We find it interesting that once only every $n$-th row of the space-time diagram ( $n$ being the tape size) is depicted, the space-time diagrams of TMs in the Exp Class resemble the space-time diagrams of chaotic CAs. See Figure 2.19

As in the case of CAs, we are aware of the fact that the true asymptotic behavior of TMs in Lin or Poly Class might turn out to be logarithmic or exponential. In such a case, the systems in these classes would need significantly longer time to converge to their typical long-term behavior, which is a typical property of systems at a phase-transition.

### 2.4.3 Transient Classification of Universal TMs

Without much doubt, universal Turing machines are considered complex. We have estimated the asymptotic average computation time of 7 universal Turing machines with a small number


Figure 2.19: Example of a Turing machine with 7 states, 4 symbols in the Exp Class.
of states and symbols constructed by Rogozhin in [131]. All of them were successfully classified, 6 belonging to the Poly class and 1 to the Lin Class. An example is shown in Figure 2.20.


Figure 2.20: Universal TM with 10 states and 3 symbols belonging to the Poly Class. Again, every 50 th step of the computation is shown in the space-time diagram.

Such results agree with the ones obtained for CAs, and support the hypothesis that complex dynamical systems belong to the Lin or Poly class.

### 2.5 Random Boolean Networks

Random Boolean networks form a very wide class of discrete dynamical systems that contains both CAs and TMs. In this section, we show that dynamical systems from this general class also conformed to our classification method.

### 2.5.1 Introducing Random Boolean Networks

The classical $N-K$ random Boolean network (RBN) is given by an oriented graph with $N$ nodes, each one of them having exactly $K$ edges pointing toward it. In addition, each node is equipped with a Boolean function of $K$ variables. Every node can have the value of either 0 or 1 , therefore the configuration space is exactly $\{0,1\}^{N}$. To update a particular configuration of the network, the values of all nodes are changed in parallel, according to the outputs of their corresponding Boolean functions. This gives rise to a global update rule $F:\{0,1\}^{N} \rightarrow\{0,1\}^{N}$. For a concise introduction to RBNs see [47].

RBNs were first introduced by Kaufmann [79] as models of gene regulatory networks. Classically, the nodes are interpreted as genes of a particular organism; their value represents whether the gene is "turned on" or "off". In this setting, the attractors of the network represent
different cell types of the organism. Over the years, the networks have been widely studied as models of cell differentiation [64, immune response [80], or neural networks [160]. The measures of criticality in RBNs were studied in [92, 123, 154. A great overview on RBNs is for example [71.

## Critical Behavior in RBNs

RBNs are generic in the sense that both the connections of nodes and the Boolean functions are chosen uniformly at random. This makes it possible to analytically study the properties of a typical $N-K$ network. Indeed, different approaches [38, 91]) lead to the same description of phase transitions in RBNs. We describe the results briefly below, as we will use them in our experiments.

We will describe a slightly more general model of RBNs. We consider a non-uniform connectivity of the nodes - for a network of size $N$, we will assign to each node $i \in\{1, \ldots, N\}$ the connectivity $K_{i} \in \mathbb{N}$ and a Boolean function $f_{i}$ of arity $K_{i}$. Such a network is parametrized by the mean connectivity $\langle K\rangle=\frac{1}{N} \sum_{i=1}^{N} K_{i}$. We also introduce the Boolean function sampling bias $p \in(0,1)$. That is, we will sample the Boolean functions so that for all $i$ the probability that $f_{i}\left(x_{1}, \ldots x_{K_{i}}\right)=1$ is $p$. In [38], the authors have analytically determined the edge of chaos for RBNs depending on the mean connectivity parameter $\langle K\rangle$ and Boolean function bias $p$. By studying the evolution of the distance between two randomly generated initial configurations over time, they have shown that the critical values of $\langle K\rangle$ and $p$ are exactly those satisfying

$$
\begin{equation*}
\langle K\rangle=\frac{1}{2 p(1-p)} . \tag{2.2}
\end{equation*}
$$

They obtain the following phases of RBN behavior.

$$
\begin{aligned}
& \text { Ordered Phase } \ldots \text { RBNs with }\langle K\rangle<\frac{1}{2 p(1-p)} \\
& \text { Critical Phase } \ldots \text { RBNs with }\langle K\rangle=\frac{1}{2 p(1-p)} \\
& \text { Chaotic Phase } \ldots \text { RBNs with }\langle K\rangle>\frac{1}{2 p(1-p)}
\end{aligned}
$$

The curve given by (1) is shown in Figure 2.21 .
In the next section, we support the analytical results by showing that the transient classification clearly distinguishes between the ordered, critical, and chaotic regions.

## Phase-Space Properties of RBNs

The generic nature of $N-K$ RBNs makes it possible to analytically study their global dynamics. This is a key difference between CAs and RBNs: CAs have a very particular architecture with only local connections and a uniform local transition rule. Therefore, the mean-field approximation methods of phase-space properties used for a "typical" $N-K$ RBN would not be as easy to apply to CAs.

With the classical interpretation of RBNs as gene regulatory networks where attractors represent different cell types, most of the focus has been on analyzing the number and size of the attractors for different values of $N$ and $K$. We briefly summarize some results related to our experiments below. For a more detailed discussion see [71].

Ordered Phase In the ordered phase, when $K=1$, it has been shown that a probability of having an attractor of size $l$ falls exponentially with $l$ [43]. For a subset of $K=2$ RBNs with ordered behavior, it has been shown in [93] that their average transient time grows at most logarithmically with the network size $N$.


Figure 2.21: Red curve depicts the critical values of RBN mean connectivity $\langle K\rangle$ and Boolean function bias $p$. The blue area denotes the region of ordered behavior, white area denotes the chaotic region.

Chaotic Phase In the case when $p=\frac{1}{2}$ and $K \geq N$, the RBN is essentially a random mapping whose phase-space properties have been studied extensively. It has been shown that both the average attractor and transient lengths of such RBNs grow exponentially with increasing $N$ [37, 61].

We note that some previous work examining the transients of RBNs was conducted in [19] and [160] but we are not aware of any studies, which would use the asymptotic transient growth to describe the behavior of RBNs at the critical region.

### 2.5.2 Transient Classification of RBNs

We have sampled RBNs parametrized by the mean connectivity $\langle K\rangle$ and the Boolean function bias $p$. In this section we show that the results of transient classification clearly distinguish the ordered, critical, and chaotic phase of RBNs.

## Details of the Experiment

Our goal is to estimate the average transient length of a "typical" RBN of size $N$, with mean connectivity $\langle K\rangle$ and Boolean function bias $p$. We would do so for increasing $N$ to observe the asymptotic behavior. We proceed as follows:

1. Given $N,\langle K\rangle$, and $p$, we generate a $\operatorname{RBN} R(N,\langle K\rangle, p)$ with the corresponding parameters. We estimate the average transient length $T(R(N,\langle K\rangle, p))$ of $R(N,\langle K\rangle, p)$ using the approach described in Section Average Transients: Error Estimate
2. We repeat step 1. and generate a sequence of RBNs

$$
R_{1}(N,\langle K\rangle, p), R_{2}(N,\langle K\rangle, p), \ldots, R_{m}(N,\langle K\rangle, p)
$$

and their average transient lengths

$$
T\left(R_{1}(N,\langle K\rangle, p)\right), \ldots, T\left(R_{m}(N,\langle K\rangle, p)\right)
$$

to ensure that we are close to the the average transient length of an average RBN with parameters $N,\langle K\rangle$, and $p$. We determine the number of sampled RBNs needed to get
sufficiently close to the true average behavior by method analogous to the one described in Average Transients: Error Estimate. Finally, we obtain the typical average transient length as

$$
T(N,\langle K\rangle, p)=\frac{1}{m} \sum_{i=1}^{m} T\left(R_{i}(N,\langle K\rangle, p)\right) .
$$

3. We try to approximate the sequence $(T(N,\langle K\rangle, p))_{N=1}^{\infty}$ by generating a finite part of it. We typically compute $(T(N,\langle K\rangle, p))_{N=5}^{200}$, the upper bound being either $N=200$ or the limit imposed by the computation time of the transient lengths.

### 2.5.3 Results

Ordered Phase We have computed $K_{c}, p$ along the curve given by (1) for $p=0.1,0.2, \ldots, 0.9$ and sampled RBNs with parameters $\left\langle K_{c}-1\right\rangle, p$ to ensure we are in the ordered region. See Figure 2.22


Figure 2.22: Growth of typical average transient lengths for RBNs in the ordered region. RBN with mean connectivity $\langle K\rangle=1$ and Boolean function bias $p=0.5$ on the left, RBN with $\langle K\rangle=4.556$ and $p=0.9$ on the right. The best fit for both was logarithmic, with $R^{2}$ score over $90 \%$.

For all such ensembles of RBNs the best fit for the typical average transient asymptotic growth was logarithmic. This supports the analytical results proven for special cases of $K$ and $p$ values.

Critical Phase We have sampled RBNs with parameters $\left\langle K_{c}\right\rangle, p$ along the curve given by (1) for $p=0.1,0.2,0.3, \ldots, 0.9$. In all the sampled cases, the best fit for the typical average transient growth was linear. As in the case for CAs, we are aware that the asymptotic behavior of such RBNs can turn out to be logarithmic or exponential and that we just might not have sampled large enough networks. In such a case, we can interpret the Lin Class as a region of RBNs that take significantly longer to converge to their asymptotic behavior. See Figure 2.23 .

Chaotic Phase We have computed the critical values $K_{c}, p$ along the curve given by (1) for values $p=0.2,0.3, \ldots, 0.7,0.8$ and sampled RBNs with parameters $\left\langle K_{c}+2\right\rangle, p$ to ensure we are in the chaotic region. For all such ensembles of RBNs, the best fit for the typical average transient asymptotic growth was exponential, which again agrees with the analytic results. See Figure 2.24

These experiments support the results obtained for CAs and TMs indicating that ordered discrete systems belong to the Bounded or Log Class, chaotic systems correspond to the Exp Class, and complex systems lie in the region "in between", corresponding to the Lin and Poly Class.


Figure 2.23: Growth of typical average transient lengths for RBNs in the critical region. RBN with mean connectivity $\langle K\rangle=2$ and Boolean function bias $p=0.5$ on the left, RBN with $\langle K\rangle=2.381$ and $p=0.7$ on the right. The best fit for both was linear, with $R^{2}$ score over $95 \%$.


Figure 2.24: Growth of typical average transient lengths for RBNs in the chaotic region. RBN with mean connectivity $K=4$ and Boolean function bias $p=0.5$ on the left, RBN with $K=4.083$ and $p=0.4$ on the right. The best fit for both was exponential, with $R^{2}$ score over $99 \%$.

### 2.6 Conclusion

We presented a classification method based on the asymptotic growth of average computation time. It is applicable to any deterministic discrete space and time dynamical system. We did present a good correspondence between the transient and Wolfram's classification in the case of ECAs. Further, we did show that the classification works for 2D CAs, Turing machines, and random Boolean networks, and we used it to discover 2D CAs capable of emergent phenomena. By demonstrating that complex discrete systems such as Game of Life, rule 110, several universal TMs, or RBNs with critical parameter values belong to the Lin or Poly Class, we believe that linear and polynomial transient growth navigates us toward a region of complex discrete systems.

Another elegant alternative would be to merge the Bounded and Log Class representing the ordered phase, and the Lin and Poly Class corresponding to the critical phase. In this way, we would obtain the traditional three phases of dynamics. This is entirely possible; we have kept the five classes to respect our initial experiments on elementary CAs where we obtained a much finer classification scheme.

The classification is based on a very simple idea and can be implemented with a few lines of code. In the field of ALife where novel discrete dynamical systems are designed as possible models of artificial evolution, the method we presented can be used to check whether such systems belong to the Lin or Poly Class. This might support the claim that such systems are capable of complex dynamics and emergent phenomena.

### 2.7 Future Work

We are interested in examining the transient growth of recurrent neural networks (RNNs). In the simplest case, we can add a "rounding off" output layer to discretize the configuration space. Then, the transient classification could be used to study the dynamics of RNNs, possibly guiding us towards appropriate network initializations and overall architectures yielding complex dynamics.

It would also be interesting to examine Busy Beaver Turing machines. Those are such TMs which take the longest time to halt (in the classical sense) among all TMs with the same number of states and tape symbols when run from an empty tape. It is interesting to observe how such machines behave when run from a randomly sampled initial configuration and whether they would exhibit complex dynamics, possibly being computationally universal [166].

Lastly, we could examine the dynamics of systems when simulated from a special region of its configuration space. The initial configurations could be generated by a designated algorithm, possibly discovering completely different dynamics of the system, as opposed to its average behavior.

## 3. Dynamical Phase Transitions in Graph Cellular Automata

### 3.1 Introduction

Dynamical systems can produce complex behaviour by iterating very simple local rules [104]. One of the simplest classes of such systems are Cellular Automata (CAs) [76, 134, 157]. They are a popular model system due to the fascinating structures produced in their dynamics' visualizations [162]. Analysing the global dynamics of CAs is, however, notoriously difficult and many such problems are in fact proven to be undecidable [29, 74]. One aspect of the hardness comes from the fact that the regular connectivity grid of CAs imposes significant correlations between the cells.

There are numerous ways the CA regular grid structure can be relaxed to obtain a system amenable to analysis by statistical physics. For example, the cell (or node) connectivity can be given by a random directed graph; and a (possibly different) update rule can be randomly generated for each node. This architecture gives the synchronous, deterministic, discrete dynamical systems called Random Boolean Networks (RBNs) [2]. Such a significant relaxation famously allows the RBNs' global dynamics to be analysed using mean field calculations and annealed approximations [38, 91, 140].

In this work, we study a more subtle relaxation of the CA structure. We consider systems where the connectivity of the nodes is determined by a random regular graph. All nodes in this network are updated synchronously by a fixed, identical local update rule. It is natural to call such systems Graph Cellular Automata (GCAs), although variations are known as Network Automata [38. GCAs are very close to the CA architecture, and as such, it is still a challenge to study their dynamics analytically. Even the annealed calculation of the number of point attractors is non-trivial compared to the RBNs due to the non-directed nature of the interactions, see e.g. [31. The main goal of this paper is to showcase a set of statistical physics tools and demonstrate that they are powerful enough to give asymptotically exact analytical results about the global dynamics of these discrete dynamical systems. Concretely, we use the dynamical cavity method (DCM) [69, 73, 78, 88, 102, 111] and its backtracking version (BDCM) [15] to give new results about the global dynamics of a specific subclass of GCAs. This class can be intuitively understood using the terminology of opinion dynamics.

Specifically, we study GCAs with conforming non-conformist update rules. They have binary states $\{0,1\}$ and each node is updated in the following manner:

- if the states in a node's neighbourhood are strongly aligned (i.e., the majority wins by at least $2 \theta$ of neighbours being in the same state), the node follows the majority state in its neighbourhood
- otherwise, if the majority only has a slim lead over the minority (i.e., the majority wins by less than $2 \theta$ neighbours being in the same state), the node gets updated in one of the following non-conformist ways:
- type 1. independent stubborn: the node keeps its state
- type 2. independent volatile: the node changes its state
- type 3. anti-conformist: the node follows the minority

All nodes are updated synchronously and deterministically, using the same update rule, either of type 1 ., 2 ., or 3 for a given value of $\theta \in \mathbb{N}_{0}$. The relevance of the conforming non-conformist rules stems from the fact that their dynamics can be interpreted as an opinion-formation process.

We note that the literature on opinion dynamics and its analysis through statistical physics is abundant [23, 52]. There is a plethora of connectivity topologies and update schemes that have been studied [6, 44, 144]. Some are particularly relevant to our work, as they study the co-existence of conformist and anti-conformist behaviour 45, 51, 110, 114].

The type of dynamical analysis that is of relevance in the context of opinion formation dynamics, is usually related to the dependence between the initial configurations and a type of attractor the system converges to. Some exemplary questions are:

- Which initial configurations can lead to consensus, and how fast?
- Which initial bias allows all opinions to prevail on the graph for a prolonged period of time?

To answer these questions, we consider the density or bias of a binary configuration, which is its average number of 1 s , and we show that various conforming non-conformist GCAs converge to qualitatively different types of attractors depending on the density of their initial configuration. When we consider graphs with many vertices $n$, in the large system size limit, the transitions between these regions of different behaviours (e.g. finding consensus or having disagreement) become sharp: The probability to sample initial configurations that exhibit any other behaviour than what is typical for the region is going to zero. Because the behaviours we distinguish relate to the system's dynamics, such a sharp transition is called a dynamical phase transition.

The DCM and BDCM allow us to analytically identify values of initial densities where such a phase-transition occurs. This can be confirmed by numerical experiments which show that around the phase-transition, the system takes longer to converge to its typical attractor; a form of critical slowing down. Some of the results presented here have previously been used to illustrate the BDCM in the paper that introduced the backtracking version [15]. We expand on them, by discussing their relevance in the context of cellular automata and opinion dynamics, and add results for new classes of such dynamical systems.

Concretely, we show that for multiple GCAs with conforming non-conformist rules, configurations with low initial density values almost always converge to the homogeneous attractor of only 0s fast (consensus). However, above a certain initial density threshold, the systems instead exhibit more complex behaviour, which will be the object of our analysis with the (B)DCM. For example, in the case of a rule always following the majority, above a certain initial density threshold the system instead converges to an attractor oscillating between two configurations of mixed states. Another interesting type of phase-transition occurs for the anti-conformist rules of type 3 (following the minority instead of the majority when the race is tight). There, as shown in Fig. 3.1, for low values of initial configuration densities, the system converges to an all-0 consensus in time proportional to the logarithm of the network size. However, above a certain initial density threshold, the system instead takes an exponentially long time to converge.

These observations bring us back to the notoriously hard-to-analyse CAs discussed at the beginning: It is a long-standing challenge in the area of discrete systems to precise the emergence of complexity [87] and to identify a region of systems with complex behaviour [84. In multiple works on classifying dynamics of cellular automata, the typical behaviour of the system is assessed by averaging over randomly sampled initial configurations [12, 38, 67, 86]. Specific analyses with respect to the initial configuration are the exception [7]. Our results emphasize that for certain systems, averaging the system's behaviour over initial configurations might be a coarse process, insensitive to the particularities of different initial configuration regions. For the anti-conformist rule we investigate, it is indeed the case that depending on the choice of initial configurations, the system either converges fast to a homogeneous attractor (simple regime), or it enters a chaotic regime. The qualitative difference in the rule's behaviour in the two phases is significant, see Fig. 3.1

To summarize, in this work we show that the DCM and BDCM methods are powerful tools for analysing discrete dynamical systems. We demonstrate the existence of systems with


Figure 3.1: A phase transition diagram for a particular instance of a 5 -regular GCA with a conforming anti-conformist rule 001011. An illustration of the system's two phases that depend on the density (i.e., the average number of black-coloured nodes) in the initial configuration. The phases are illustrated by space-time diagrams for a system of size $n=1000$ nodes, though only a window of 75 nodes is shown. (Left) Rapid phase: Fast convergence to the all-0 attractor. (Right) Chaotic Phase: Apparent randomness in the nodes state, convergence takes longer. (Middle) In the large system limit, when $n \rightarrow \infty$, there is a dynamical phase transition. At a particular initial density value $\rho_{\text {init }}$, the typical behaviour of the system abruptly switches from the rapid to the chaotic phase. For each $\rho_{\text {init }}$ and each system size $n$ we sampled 1024 initial configurations with the given $\rho_{\text {init }}$ and computed how often the system enters a chaotic phase. For practical purposes, we conclude the system is in a chaotic phase if it does not converge within $100 * \log _{2}(n)$ time-steps. The resulting frequency exhibits a sharp phase transition between 0.217 and 0.218 , where the solid red line is our prediction from the DCM and the shaded red area comes from an empirical approximation. This transition separates the behaviour on the left and the right.
dynamical phase transitions between ordered and chaotic behaviour, and provide an analytical approach to identifying the transition between the two phases. From the perspective of opinion dynamics, we introduce a new twist on the majority dynamics where nodes are non-conforming when the majority only has a slim lead. Our analysis then shows how an initial bias affects the prevalence of both opinions and the time to reach a consensus or stable configuration. From the perspective of cellular automata, we narrow the gap between the popular systems on the grid and those amenable to statistical physics.

Note that the results presented in this paper have a certain overlap with the results presented in [15] by the same authors. The paper [15] was focused on the backtracking DCM that was introduced there and some of the GCAs that correspond to zero temperature dynamics in spin systems were discussed to illustrate the power of the method. The present paper is focused on a more generic class of cellular automata and their behaviour and the BDCM together with DCM are used as methods known from the existing literature.

### 3.2 Terminology and Notation

By an undirected graph of size $n$ we understand the tuple $G=(V, E)$ where $V=\{1, \ldots, n\}$ is the set of nodes and $E=\{\{i, j\} \mid i, j \in V\}$ is the set of edges. For each node $i \in V$ we define the neighbourhood of $i$ to be the set $\partial_{i}=\{j \mid\{i, j\} \in E\} \subseteq V$; and we define the degree of $i$ as $d(i)=\left|\partial_{i}\right|$. We say an undirected graph is $d$-regular if each node has degree $d$.

Let $G$ be a graph with $n$ nodes and let $S$ be a finite set of states. Each node $i$ can be assigned a state $x_{i} \in S$; we represent such an assignment by the sequence $\mathbf{x}=x_{1} \ldots x_{n} \in S^{n}$

3-regular graph $G$

states $S=\{0,1\}$
local rule $f\left(w ;\left\{u_{1}, u_{2}, u_{3}\right\}\right)=$
$\begin{cases}1 & \text { if } u_{1}+u_{2}+u_{3} \geq 2 \\ 0 & \text { otherwise }\end{cases}$


Figure 3.2: Example of a GCA and its dynamics. (Left) Defining the GCA from a 3-regular graph $G$, state set $S$, and local rule $f$ following the majority. (Middle) A configuration $\mathbf{x}$ ( 0 is white and 1 is black) and the GCA's space-time diagram starting from $\mathbf{x}$. (Right) For the majority GCA defined on the left, we show a part of its configuration graph.
and call it a configuration.

Graph Cellular Automata. Let $S$ be a finite set of states. A Graph Cellular Automaton (GCA) is a discrete dynamical system that operates on configurations of some graph with $n$ nodes. In this work we only consider the case of random $d$-regular graphs. The state of each node gets updated synchronously, depending on its own state and the state of its neighbours; each node uses an identical local update rule $f: S \times S^{d} \rightarrow S$. This gives rise to a global mapping $F: S^{n} \rightarrow S^{n}$ governing the dynamics of the system. For a configuration $\mathbf{x} \in S^{n}$, the $i$-th node with neighbourhood $\partial_{i}=\left(i_{1}, \ldots, i_{d}\right)$ gets updated according to

$$
F(\mathbf{x})_{i}=f\left(x_{i} ; x_{i_{1}}, \ldots, x_{i_{d}}\right)
$$

We write a semicolon to highlight that the first entry of $f$ is always the state of the node being updated.

Global Dynamics. Let $F: S^{n} \rightarrow S^{n}$ be the global rule of some GCA. We will use the symbol $\underline{\mathbf{x}}$ to denote a sequence of configurations from $S^{n}$; i.e., $\underline{\mathbf{x}}=\left(\mathbf{x}^{1}, \ldots, \mathbf{x}^{t}\right)$ for some $t \in \mathbb{N}$. If $\underline{\mathbf{x}}$ satisfies that $\mathbf{x}^{i+1}=F\left(\mathbf{x}^{i}\right)$ for each $i$ we call it the GCA's trajectory of length $t$ starting from the initial configuration $\mathbf{x}^{1}$. We call a matrix whose rows are configurations of a GCA at consecutive times its space-time diagram.

Since the configuration space is finite, each long enough trajectory becomes eventually periodic. We call the preperiod of the sequence the transient and its periodic part the attractor or limit cycle. For an attractor, the set of configurations converging to it is called its basin of attraction.

We define the configuration graph (also called the phase-space) as an oriented graph whose vertices are the configurations from $S^{n}$ with edges of the form $(\mathbf{x}, F(\mathbf{x}))$, $\mathbf{x} \in S^{n}$. The notions we defined are illustrated in Figure 3.2 and an example of the complete configuration graph for the majority rule on a graph with 12 nodes is shown in Figure 3.3 .

Outer Totalistic GCAs. A GCA is outer totalistic if its local update function "does not distinguish between node's neighbours". A local rule $f$ of an outer totalistic GCA is thus a function of a node's state and the set of states of its neighbours (oblivious to the ordering of the neighbours). We highlight this by writing the global dynamics in the form:

$$
F(\mathbf{x})_{i}=f\left(x_{i} ;\left\{x_{j}\right\}_{j \in \partial_{i}}\right)
$$



Figure 3.3: Complete configuration graph of a majority GCA. Every node is a unique configuration of the system. The edges show how the dynamics evolve from one configuration into another. The different colours distinguish configurations that eventually evolve into different types of attractors. The orange colour marks configurations leading to cyclic attractors of size 2 marked red, the blue configurations converge to point attractors in cyan. This is the absolute majority rule, the GCA with code 0011 on a 3-regular graph with $n=12$ nodes.

For example, $f:\{0,1\}^{4} \rightarrow\{0,1\}$ given by $f\left(w ; u_{1}, u_{2}, u_{3}\right)=\left(u_{1}+u_{2}+u_{3}\right) \bmod 2$ gives rise to a totalistic GCA whereas copying neighbour $u_{2}$ 's opinion given by $g\left(w ; u_{1}, u_{2}, u_{3}\right)=u_{2}$ does not.

Outer Totalistic GCA Codes We restrict our study to outer totalistic GCAs with states $S=\{0,1\}$. In such a case, the local rule $f:\{0,1\} \times\{0,1\}^{d} \rightarrow\{0,1\}$ is characterized by a sequence of unary Boolean functions $\left(f_{0}, f_{1}, \ldots, f_{d}\right)$, where for each $0 \leq k \leq d$, the function $f_{k}:\{0,1\} \rightarrow\{0,1\}$ dictates how a node changes its state if exactly $k$ of its neighbours are in state 1 . We further introduce a symbol for each unary Boolean function:

$$
\begin{array}{rll}
0 & \ldots & \text { constant } 0 \text { function } \\
+ & \ldots & \text { identity function } \\
1 & \ldots & \text { constant } 1 \text { function } \\
- & \ldots & \text { negation }
\end{array}
$$

Thus, each local rule $f$ of an outer totalistic GCA on a $d$-regular graph is characterized by a $d+1$-tuple of symbols $\left(s_{0}, s_{1}, \ldots, s_{d}\right) \in\{0,1,+,-\}^{d+1}$. We will call this symbol sequence the code of the rule.

For example, for $d=3$, the code ++++ denotes the local update rule that preserves the state of each node; and the code 0011 represents a rule that updates each node based on the majority state of its neighbours. We note that an analogous representation has been introduced for example in [95].

### 3.3 Conforming Non-Conformist GCAs

In this paper, we study a class of outer totalistic GCAs with conforming non-conformist update rules (CNC). An update rule of an outer totalistic GCA on a d-regular graph with states $S=\{0,1\}$ is CNC with threshold $\theta \in \mathbb{N}_{0}$ if it updates each node in one of the following ways:

- strong agreement region: if the majority wins by at least $2 \theta$ of nodes; i.e., $\mid \sum_{j \in \partial i} x_{j}-$ $\left.\frac{d}{2} \right\rvert\, \geq \theta$; the node conforms to the majority of its neighbours
- weak agreement region: if the majority wins by less than $2 \theta$ of nodes; i.e., if $\left|\sum_{j \in \partial i} x_{j}-\frac{d}{2}\right|<\theta$; the node gets updated in a non-conformist way:
- stubborn independent: the node keeps its state; code type "0+1"
- volatile independent: the node changes its state; code type " $\mathbf{0} \mathbf{- 1}$ "
- anti-conformist: the node follows the minority of its neighbours; code type "0101"

All the nodes in the network get updated synchronously, using the same update rule, either of type $\mathbf{0}+\mathbf{1}, \mathbf{0}-\mathbf{1}$, or 0101. As an example, for $d=5$, the anti-conformist GCA with threshold $\theta=1$ corresponds to the rule with code 001011 , and $\theta=2$ gives the rule with code 011001.

We note that an odd connectivity $d$ and $\theta=0$ imply that all neighbourhood configurations result in a strong agreement region. In such a case, a node always conforms to the majority and this gives the well-studied case of absolute majority rules with code type "01". Whenever $\theta \geq 1$, some neighbourhood configurations result in a weak agreement region where the rules $\mathbf{0}+\mathbf{1}, \mathbf{0}-\mathbf{1}$, or $\mathbf{0 1 0 1}$ demonstrate different forms of non-conformist behaviour.

The anti-conformist case of CNC rules has a particularly interesting interpretation in the context of opinion making: if the agreement of one's neighbours is weak, one has enough "courage" to demonstrate an attitude different from the majority. However, once the neighbours' opinion alignment is too strong, one conforms to the opinion of the majority.

Short Attractors. An important property of the CNC GCAs is that for an arbitrary system size, they only seem to have short attractors. As we will see, this is a crucial property that allows us to apply the BDCM method and analyse properties of the most typical attractor of the CNC GCAs.

Specifically, the absolute majority rules, together with the stubborn and volatile independent rules belong to a wider class of majority threshold rules which, irrespective of the system size, only have attractors of size 1 and 2. This applies to an arbitrary topology of the connectivity network, as long as it has undirected edges. This has been proved in [50] using an elegant argument by introducing a decreasing energy function for such systems.

For the case of anti-conformist CNC rules, we so far lack a proof of such a property. However, the numerical results suggest that attractors larger than 2 are not typical for anti-conformist GCAs of large size, as we only rarely sampled them (Appendix, Fig. 3.14). We note that the topology of a random regular graph seems crucial here as for preliminary experiments on a regular grid we encountered attractors larger than 2 .

Related Work. The class of CNC rules, seemingly simple, contains systems with a wide variety of behaviour that have received a lot of attention in the literature, although not always in exactly the synchronous setting on random regular graphs. The interest is due to the rules' relevance in different application fields. For cellular automata, typically on lattices, density classification is used as a vehicle for reasoning about their computational capabilities [21, 135]. Bootstrap-percolation [164] or the zero-temperature Glauber dynamics [30, 109] can also be modelled with CNC rules and are approached on various types of graphs.

The CNC rules also play a prominent role in modelling opinion spreading. The co-existence of conformist and anti-conformist dynamics has been studied in models of collective behaviour [51, 114]. However, the co-existence is typically introduced in one of the two following ways:

1. The network consists of two types of nodes, conformist ones that always follow the majority and anti-conformist ones always following the minority.
2. With probability $p$ a node gets updated using a majority rule, and with probability $1-p$ it gets updated in an anti-conformist way.

In contrast, for the conforming non-conformist rules as considered in the present paper, the behaviour of a node is entirely determined by the nodes in its neighbourhood, not by external probabilities. We show two examples of such dynamic behaviour in Figure 3.4, where for the anti-conformist GCA 001011 and the volatile independent GCA $00-11$ we show three different initializations and their long-time behaviour in space-time diagrams.
anti-conformist: 001011

volatile independent: 00-11


Figure 3.4: Space-time diagrams. We show two examples for conforming non-conformist rule dynamics on small random regular graphs with $n=100$ nodes. (Left) The anti-conformist GCA 001011, in this case, the time axis is broken for visualization purposes, as for some samples the time to an attractor is extremely long. (Right) The volatile independent GCA $00-11$.

The connection between the CAs and opinion dynamics on graphs is discussed in [7]. All the mentioned applications directly raise relevant questions on the dynamics, e.g. how quickly or if at all one can reach consensus given an initial configuration [73, 121. In the following, we show how to answer such questions for these seemingly simple but ubiquitous rules.

### 3.3.1 Types of Dynamical Phases

For conforming non-conformist GCAs we identify a number of qualitatively different phases the system exhibits when varying the density of 1 s in the initial configuration. For the transients, we distinguish phases of slow and fast convergence. For the attractors, we distinguish between attractors of size 1 and 2, between the density of 1's in the attractor's configurations and the portion of nodes that are changing their state in a cyclic attractor. We call a specific combination of a transient and attractor type a dynamical phase. A dynamical phase transition is an abrupt, non-analytic change from one dynamical phase to another. It is the critical point where the system exhibits different qualitative behaviours on either side of the transition. This is defined in the large $n$ limit, when the system has many interacting nodes.

To define this formally, let $\underline{\mathbf{x}}=\left(\mathbf{x}^{1}, \ldots, \mathbf{x}^{p}, \ldots, \mathbf{x}^{p+c}\right)$ be a trajectory of a threshold GCA with a transient of length $p$ leading into an attractor of length $c$.

Initial configuration. We define the density or bias of a configuration $\mathbf{x} \in\{0,1\}^{n}, \mathbf{x}=$ $\left(x_{1}, \ldots, x_{n}\right)$, as:

$$
\begin{equation*}
\rho(\mathbf{x})=\frac{1}{n} \sum_{i=1}^{n} x_{i} . \tag{3.1}
\end{equation*}
$$

The initial density for the trajectory $\underline{\mathrm{x}}$ is $\rho_{\text {init }}(\underline{\mathbf{x}})=\rho\left(\mathbf{x}^{1}\right)$. We will show that as we vary $\rho_{\text {init }}$, the system exhibits changes in the phase it converges to that become more and more abrupt as the system size grows $n \rightarrow \infty$.

| icon | attractor | description | parameters |
| :---: | :---: | :---: | :---: |
| $\square$ | homogeneous stable | almost only point attractors with almost all nodes in state 0 or almost all nodes in state 1 | $\begin{aligned} & c=1 \\ & \rho_{\text {attr }} \in\{0,1\} \end{aligned}$ |
| 80 | mixed-colour <br> stable | almost only point attractors where at least a constant fraction of both 0's and 1's is present | $\begin{aligned} & c=1 \\ & \rho_{\mathrm{attr}} \in(0,1) \end{aligned}$ |
| \% | partially rattling | almost only 2 -cycles with at least a constant fraction of both rattling and stable nodes | $\begin{aligned} & l=2 \\ & \alpha \in(0,1) \end{aligned}$ |
|  | all-rattling | almost only 2-cycles with almost all rattling nodes | $\begin{aligned} & c=2 \\ & \alpha=1 \end{aligned}$ |

Table 3.1: Four types of attractors, marking different destinations of their dynamical behaviour. We emphasize that our definition makes the distinction for $\alpha$ and $\rho_{\text {attr }}$ only up to to a finite fraction $\Theta(n)$ of the nodes. This disregards a subleading number $o(n)$ of nodes that might have a different state in the homogeneous stable attractor, or $o(n)$ nodes that are not rattling in the all-rattling attractor. Likewise, the phases ignore $o(n)$ of transients which converge to attractors with limit cycle lengths with $c \notin\{1,2\}$. (Informally, $g(n) \in \Theta(f(n))$ if $g$ grows with the same order as $f$ and $g(n) \in o(f(n))$ if $g$ grows slower than $f$.)

Transient types. We say that the convergence to an attractor is rapid (ordered), if the transient length $p$ as a function of the system size $n$ grows in $O(\log n)$. Similarly, convergence is chaotic, if it takes a long time and $p$ grows in $\Theta(\exp n)$. We conjecture from the numerical investigations that intermediate transient lengths do not appear in the systems considered here.

Attractor types. In general, we define the density of a limit cycle/attractor of length $c$ as the average density over all its configurations:

$$
\begin{equation*}
\rho_{\mathrm{attr}}(\underline{\mathbf{x}})=\frac{1}{c} \sum_{t=1}^{c} \rho\left(\mathbf{x}^{p+t}\right) . \tag{3.2}
\end{equation*}
$$

For all attractors of size $c>1$, we say that the $i$-th node is a rattler if it changes its state at least once in the limit cycle. Otherwise, we say that the $i$-th node is stable. We define the activity of a limit cycle as the average number of its rattlers, formally:

$$
\begin{equation*}
\alpha(\underline{\mathbf{x}})=\frac{1}{n} \sum_{i \in V} \mathbb{1}\left[1 \leq \sum_{t=p+1}^{p+c-1} \mathbb{1}\left[x_{i}^{t} \neq x_{i}^{t+1}\right]\right] \tag{3.3}
\end{equation*}
$$

With these definitions, we distinguish the four attractor types in Table 3.1.

Empirical Locations of Dynamical Phases. On finite systems, we can empirically measure all the previously defined properties and their scaling in the graph size $n$. For now, we explore GCAs with four rules: The absolute majority rule, and three rules with the different possible non-conforming behaviours under weak agreement (stubborn, volatile independent, and anticonformist). Fig. 3.5 shows the transient length scaling in $n$ and the attractor's density $\rho_{\text {attr }}$ and activity $\alpha$ in terms of initial density $\rho_{\text {init }}$.

Clearly, for all four rules the homogeneous all-zero and all-one state is an attractor of the dynamics. We observe that when the initial bias is close to such a homogeneous attractor the convergence to it is rapid for all four rules. All the studied rules undergo a phase transition for some value $\rho_{\text {init }}$ which jointly occurs with a slowing down of the convergence (an increase in transient lengths).

The anti-conformist rule's behaviour stands out, where the exponentially long transients lead to the all zero or all one attractor with equal probability. For the other three rules (majority,


Figure 3.5: Numerical experiments for four types of CNC rules for $d=3,4,5$. For rules $0011,00+11$ and $00-11$ we sampled 1024 graphs for every $n \in\left\{10^{3}, 10^{4}, 10^{5}, 10^{6}\right\}$ and every initial density $\rho_{\text {init }}=\frac{k}{100}, k \in\{0,1, \ldots, 100\}$. For 001011 , due to the exponential explosion of the transient length in $\sim(0.2,0.8)$, we used $n \in\{50,100,150,200\}$. (First and second row) Histograms of the properties of attractors: their density and the fraction of rattlers. With the exception of GCA 001011, they were computed for $n=10^{3}$ with a binning on the $y$-axis for both $\rho_{\text {attr }}$ and $\alpha$ and 101. For the GCA 001011 graphs of size $n=200$ and 51 bins were used. (Third row) Average transient length $p$ for $0011,00+11$ and $00-11$; median transient length for 001011. We observe behaviour consistent with either exponential or logarithmic growth of the transient lengths as a function of the system size. (Last row) Diagram showing the dynamical phases corresponding to each of the attractor and transient type. Transitions between the phases correspond to peaks in the transient length or a change in the scaling of the transient regime. Note that the same data for the rules $00+11$ and $00-11$ were already used in [15] to illustrate the results that the BDCM can obtain.
stubborn/volatile independence) the slowing down is within the $O(\log n)$ regime, just with a larger growing prefactor in the vicinity of the phase transition. For the volatile independence rule, there are even two such transitions. The transient behaviour for anti-conformist rule is very different. It switches from the short $O(\log n)$ to the long $\Theta(\exp n)$ transients around the critical point close to $\approx 0.2$ and $\approx 0.8$. The long transients are maintained throughout the dynamical phase.

The different phases confined by those transitions occur as follows: The absolute majority rule on the 3 -regular graphs phase rapidly converges to the partially rattling state, where a core is stable, and some nodes are changing their opinion at every iteration. The stubborn independent rule on the 4 -regular graph produces an attractor with mixed (i.e. 0 and 1 ) stable opinions which is reached rapidly. The volatile rule, coming from the homogeneous all-zero attractor and increasing $\rho_{\text {init }}$, first goes through a dynamical phase of rapid convergence towards a partially rattling state, similar to the majority rule before. For very weak initial bias, eventually all nodes keep switching their colors - the all-rattling attractor.

Previous work identified similar dynamical phases for the threshold $q$-voter model [151], although that work considers a thresholded, noisy version of the majority rule.

We further highlight that the transitions only become sharp for large $n$. For smaller finite systems and particular initial density values $\rho_{\mathrm{inin}}$, we can observe the co-existence of phases at both sides of the transitions. For example, this happens for the two GCAs on small graphs with $n=100$ nodes that are shown in Fig. 3.4, Section 3.3.

In Appendix 3.7 we provide some empirical results for examples with larger degrees. For rules which belong either to the absolute majority, stubborn and volatile independent rules, scaling the threshold $\theta$ as $O(1 / \sqrt{d})$ exhibits the same transitions as the degree $d$ grows, consistent with the type of large $d$ behaviour observed in [14. For the anti-conformist the picture is less clear as new types of behaviour emerge that are different from what we observed for the GCA 001011. Overall, we leave thorough empirical and theoretical investigations of larger degrees and their appropriate parameterizations to future work.

In the remaining Sections, we supplement our empirical results with a theoretical analysis of the precise positions of the phase transitions. For this, we first introduce the (backtracking) dynamical cavity method in Section 3.4 and then present the derived analytical dynamical phase transitions in Section 3.5.

### 3.4 Dynamical Cavity Methods

To analyse the dynamics of the previously introduced family of CNC GCAs, we use the dynamical cavity method (DCM) [69, 73, 78, 88, 102, 111] and its extension, the backtracking dynamical cavity method (BDCM) [15]. These methods are inspired by the cavity method from statistical physics which has proven its success in the analysis of static systems [101. While their results hold for the thermodynamic limit, i.e. when the number of nodes $n$ tends to infinity, we will see that the behaviour of systems with relatively small $n$ already corresponds well to the theoretical predictions for large $n$.

Both methods consider motifs from the configuration graph (Fig. 3.3) that represent dynamical phenomena as the static element of a cavity analysis. The idea of the DCM is to take finite trajectories from the configuration graph. Similarly, the BDCM considers finite trajectories that lead into cycles of a fixed length. A general motif that encompasses both ideas is the backtracking attractor, defined as

$$
\underline{\mathbf{x}}=\left(\mathrm{x}^{1}, \mathrm{x}^{2}, \ldots, \mathrm{x}^{p}, \mathrm{x}^{p+1}, \ldots, \mathrm{x}^{p+c}\right) \in\left(S^{n}\right)^{p+c},
$$

for $p, c \in \mathbb{N}$ where the first $p$ configurations compose a transient and the last $c$ configurations a limit cycle. Therefore, $c=0$ gives the trajectories without attractors for the DCM and $c>0$ gives the BDCM. Despite the static methodology, the backtracking attractor is inherently
dynamic, so the static analysis allows one to infer back results about the dynamics. In order to identify the dynamical phase transitions from the previous section, it suffices to answer the following question: What are the average properties of the typical ( $=$ most numerous) backtracking attractor for a fixed $\rho_{\text {init }}$ when $p \rightarrow \infty$ ?

Introduction to (B)DCM. Before we answer this question precisely for the conforming non-conformist GCAs we give a brief overview to the (B)DCM, to make clear how it works and why this approximation is valid for the conforming non-conformist rules on random regular graphs. In this introduction, we want to give a good understanding of the method. However, we refer the reader to $[15$ for the original derivation.

The main ingredient to the (B)DCM is a probability distribution over all possible sequences of configurations $\left(S^{n}\right)^{p+c}$. In the simple case, the probability assigns a uniform value to all $(p / c)$ backtracking attractors $\underline{\mathbf{x}}$ that occur in the configuration graph of the dynamics, and a zero measure to any other sequence:

$$
\begin{equation*}
P(\underline{\mathbf{x}})=\frac{1}{Z} \mathbb{1}\left[F\left(\mathbf{x}^{p+c}\right)=\mathbf{x}^{p+1}\right]^{p+c-1} \prod_{t=1} \mathbb{1}\left[F\left(\mathbf{x}^{t}\right)=\mathbf{x}^{t+1}\right] . \tag{3.4}
\end{equation*}
$$

Here, $\mathbb{1}(\cdot)$ is the indicator function on a Boolean statement where a true statement yields 1 and 0 otherwise. If $c=0$ and therefore $x^{p+1}$ is undefined, we drop the first factor where it appears. The normalization constant $Z$ of this distribution is then equivalent to the number of valid backtracking attractors. Since this number $Z$ is extensive in the system size $n$, we measure it in terms of the free entropy density $\Phi=\frac{1}{n} \log (Z)$. However, computing $Z$ and therefore the entropy directly is intractable, due to the high-dimensional integral over all possible configurations. To solve this issue, analogous to the classical cavity method for static analysis, we use the Bethe Peierls approximation to compute its leading exponential factor using Belief Propagation (BP) on its factor graph. This approach is exact for factor graphs that are trees and, in many cases, leads to asymptotically exact results for sparse locally tree-like factor graphs. In the literature, the cases where the BP provides asymptotically exact results on sparse random graphs are called replica symmetric and [15] observed that it indeed plausibly provides asymptotically exact results for the cases studied there.

Eventually, this approach leads to a lower dimensional fixed point equation which is amenable to numerical solutions. In addition to the approximation of the free entropy density $\Phi_{B P}$, this approximation conveniently admits a means of computing its marginals and expectations for observables ${ }^{1}$ of the system, e.g. the density of the attractor. By additionally introducing re-weighting of the backtracking attractors in the probability distribution according to some external potential we can also 'fix' some of their properties to a prescribed constraint, and extract for example only backtracking attractors with a fixed initial density $\rho_{\text {init }}$.

Equations for random regular graphs. For random $d$-regular graphs this strategy admits a particularly simple analysis: Under the assumption that all neighbourhoods are locally the same, solving the BP on the factor graph corresponding to eq. (3.5) is equivalent to solving a fixed point equation for only one neighbourhood. Then, the message on the factor graph $\chi_{\underline{x}, \underline{y}}^{\vec{y}} \in \mathbb{R}^{4(p+c)}$ from the center node $x$ to its neighbour $y$ is defined in terms of all possible values

[^2]that its other $d-1$ neighbours $\mathbf{y}$ can take. It is re-weighted by $\chi \rightarrow$ itself ${ }^{2}$,

Here, the inner constraint assures that we only consider valid backtracking attractors. The $Z \rightarrow$ is again the normalization constant, the interval is $[k]=1, \ldots, k$ and $\tilde{\Xi}$ is the factorized observable of the global extensive variable of interest $\Xi(\underline{\mathbf{x}})=\frac{1}{n} \sum_{i=1}^{n} \tilde{\Xi}(\underline{x})$. This localized observable $\tilde{\Xi}$ with the factor $\lambda$ allows for the previously mentioned re-weighting and constraining. As an example, take the initial density, for which we define the terms of the summand $\tilde{\Xi}(\underline{x})=x^{1}$, so that the intensive global variant is $\frac{1}{n} \Xi(\underline{\mathbf{x}})=\frac{1}{n} \sum_{i=1}^{n} \tilde{\Xi}(\underline{x})=\rho_{\text {init }}(\underline{\mathbf{x}})$.

To obtain the BP approximation of the entropy density, it suffices to compute the following at the fixed point of eq. 3.5 :

$$
\begin{gather*}
\Phi_{\mathrm{BP}}=\log \left(Z^{\mathrm{fac}}\right)-\frac{d}{2} \log \left(Z^{\mathrm{var}}\right)  \tag{3.6}\\
Z^{\mathrm{fac}}=\sum_{\underline{x}, \underline{\mathbf{y}_{[d]}}} \mathcal{A}\left(\underline{x}, \underline{\mathbf{y}}_{[d]}\right) \prod_{\underline{y} \in \underline{\mathbf{y}}_{[d]}} \chi_{\underline{x}, \underline{,}},  \tag{3.7}\\
Z^{\mathrm{var}}  \tag{3.8}\\
=\sum_{\underline{x}, \underline{y}} a(\underline{x}) \chi_{\underline{y}, \underline{x}} \chi_{\underline{x}, \underline{y}}
\end{gather*}
$$

Implementing and finding a solution to 3.5 can be intricate due to numerical instabilities. The solver used for our analysis is available on github ${ }^{3}$.

Since the strength of the reweighting $\lambda$ which we fix during the iteration of the fixed point, acts only as the Lagrangian multiplier, it has no immediate correspondence to the value of the constraint (e.g. $\rho_{\text {init }}$ ). To find the concrete value, we use that at a fixed point $\chi^{\rightarrow}$ it holds that

$$
\begin{equation*}
\frac{\partial \Phi_{B P}(\lambda)}{\partial \lambda}=-\frac{1}{n}\langle\tilde{\tilde{\Xi}}\rangle_{B P}=-\frac{\sum_{\underline{x}, \underline{y}} \tilde{\Xi}(\underline{x}) e^{-\lambda \Xi(\underline{x})} \chi_{\underline{y}, \underline{x}} \chi_{\underline{x}, \underline{y}}}{\sum_{\underline{x}, \underline{y}} e^{-\lambda \tilde{\Xi}(\underline{x})} \chi_{\underline{\underline{y}}, \underline{\underline{y}}} \chi_{\underline{x}, \underline{y}}^{\vec{y}}} . \tag{3.9}
\end{equation*}
$$

$\underset{\sim}{W}$ We can measure the activity $\alpha$ or the density in the attractor $\rho_{\text {attr }}$ by adjusting the function $\tilde{\Xi}$ correctly. This allows us to obtain their marginals even when we did not reweight the distribution, as this corresponds to the setting where the corresponding $\lambda=0$.

Notice that the assumption of all the neighbourhoods being described by eq. (3.5) is equivalent to the replica symmetric assumption which in turn on random regular graphs without another source of disorder is equivalent to the annealed calculation of the free entropy. In the present systems, the annealed calculation is non-trivial, see e.g. [31] and writing the BP equations 3.5 is the most efficient way to obtain it we know of.

Application to conforming non-conformist GCAs. Notice that above we wrote the equations for dynamical systems that are updated in parallel, are deterministic and run in discrete time. The update function does not distinguish between particular neighbours of a node and the connectivity graph of the neighbouring nodes is locally tree-like in the large size limit. Finally, the size of the system's attractors has to stay constant as the system's size increases. Since from our definitions and our empirical observations all these properties hold for the conforming non-conformist rules on random regular graphs, the (B)DCM is perfectly suitable for an analysis of the CNC rules.

[^3]Recall that we want to answer "What are the average properties of the typical backtracking attractor for a fixed $\rho_{\text {init }}$ when $p \rightarrow \infty$ ?". One can take two approaches to this question, either by answering it starting from the initial or final configuration of the backtracking attractor.

To answer "What are the properties later in the dynamics given that the starting point is fixed?", we use the DCM. This means setting $c=0$ in the backtracking attractors, we are only looking at paths. As we increase the trajectory length $p$ we can observe how the density on the last configuration $\rho_{p}=\rho\left(\mathbf{x}^{p}\right)$ evolves.

To answer "How large is the basin of attraction of a specific type of attractor?", we use the BDCM . We can fix properties of the attractor, e.g. $c=2$ and $\alpha=0.5$ to identify a specific partially rattling attractor, and then increase $p$ to measure the evolution of the size of the basin of attraction in terms of its entropy density. As one increases the length of the incoming path $p$, the analysis incorporates a growing fraction of the attractors' basin. Comparing this entropy between different types of attractors allows us to determine which is the most numerous and typical behaviour that is observed in the large $n$ limit.

We will use these two general principles to identify analytically the dynamical phase transitions we empirically observed in Section 3.3 .

Limitations and Alternative Methods. A significant limitation of the (B)DCM is that solving the previously mentioned fixed point equations numerically requires a computational budget which grows exponentially in $d(p+c)$ when considering a $d$-regular graph. While the dependence on $d$ can be alleviated via dynamical programming [147], it is prohibitive to analyse very long paths $p$ or large cycles $c$. This means that applying the method directly is only possible for small dynamic motifs which yield interesting results only for rapidly relaxing properties at the start or end of the dynamics. However, this is exactly what we observe for the conforming non-conformist rules and which makes the analysis with the (B)DCM feasible.

It is worth noting that by making additional assumptions, such as the one-time approximation, longer dynamics become amenable to the method. However, this is at the cost of further uncontrolled approximations [5, 11, 33]. Alternative methods of analysis from statistical physics give results for simpler dynamics; examples include but are not limited to the random functions in RBNs [38, 91, 140] or unidirectional dynamics with absorbing states [4, 88]. Another helpful feature is the relaxation of the topology, for example oriented graphs [111], graphs with asymmetrically weighted edges [102] for straightforward use with the DCM or independently re-sampled neighbourhoods at every iteration [110, 151] which are amenable to mean field methods. However, to the best of our knowledge the (B)DCM as we use it comes closest to the very difficult case of understanding cellular automata with its rigid and deterministic architecture.

### 3.5 Dynamical Phase Transitions for Conforming Non-Conformist GCAs

In the following, we detail how we apply the DCM and BDCM to the examples we investigated empirically in Section 3.3. Fig. 3.5. Recall that for all GCAs seen previously, when $\rho_{\text {init }}$ is close enough to either 0 or 1 , the dynamics rapidly falls into one of the homogeneous attractors, while the region in between exhibits more complex dynamics. This region differs for every rule type. The goal is to analytically identify these phase transitions between the regions precisely. Some of these results have previously been used to demonstrate the BDCM in [15].

Anti-conformist GCA: 001011. Recall that the anti-conformist GCA 001011 exhibits both chaotic and ordered behaviour for different values of $\rho_{\text {init }}$, but always converges to the all -1 or all -0 attractor eventually. The dynamics of this GCA is fully deterministic, yet the configurations of trajectories in the chaotic phase look random with respect to the density


Figure 3.6: Transient growth, chaotic phase classification and relaxation time for the anti-conformist GCA 001011. (Left) For $\rho_{\text {init }}<0.5$ we display the transient growth for graphs of size $n \in\{50,100,150,200\}$, generated as in Fig. 3.5. The resolution of $\rho_{\text {init }}$ is limited by $n=50$, a stepsize of 0.02. A transition between an exponential (straight line in the $\log$-linear plot) and a much slower transient growth between $\rho_{\text {init }}=0.2$ and 0.22 is clearly visible. (Middle) Empirical phase transition for the onset of a chaotic phase, which in this case is defined as the attractor taking more (chaotic) or less (homogeneous stable) than $\log (n) * 100$ time steps to reach an attractor. The resolution of $\rho_{\text {init }}$ is 0.001 and narrows the interval of the dynamical phase transition down to [ $0.2165,0.2185]$, the interval for $n=10^{6}$ between which no samples out of 1024 exhibit a behaviour that is not consistent with their phase. (Right) The relaxation time describes the number of time steps required until either the chaotic regime or an attractor is reached. We empirically conclude the system is in the chaotic regime if the densities of 100 consecutive configurations remain in the interval $\left(0.5-\frac{3}{\sqrt{n}}, 0.5+\frac{3}{\sqrt{n}}\right)$. For all values of $n$ the maximal length of the two largest $\rho_{\text {init }}$ we observe are $\rho_{\text {init }}=0.21$ and 0.22 .
$\rho$ (see e.g. Fig. 3.4), hence the name. The difference in behaviour between the chaotic and ordered phase clearly shows in Fig. 3.6 (left), where the transient length grows exponentially in the graph size $n$ for $\rho_{\text {init }} \geq 0.22$. However, running larger system sizes than $n=200$ until convergence is prohibitively expansive, so the resolution of the transition we can obtain from this method is limited.
Therefore, as an additional criterion for identifying the chaotic phase for anti-conformist GCA, we check when the convergence time exceeds a threshold of $100 * \log _{2}(n)$. At this point, the simulation is stopped and trajectories that have not yet converged are classified as chaotic. Even though this heuristic is robust to changes of the factor 100 to 50 or 1000 , we confirm the results with another method.

Inspecting the trajectories of the density $\rho$ in Fig. 3.4, we observe that the density of configurations in a chaotic phase is oscillating around $\rho=0.5$; more precisely it seems to



|  | DCM prediction <br> intersection of $\rho_{p}$ and $\rho_{p+1}$ |
| :--- | :--- |
| $p$ | 0.2039 |
| 2 | 0.2142 |
| 4 | 0.2158 |
| 5 | 0.2165 |
| 6 | 0.2167 |
| $\rightarrow \infty$ | $0.2168 \pm 0.0001$ |
| empiric | $0.2175 \pm 0.001$ |

Figure 3.7: DCM prediction of dynamical phase transition for the anti-conformist GCA 001011. (Left) The prediction of the DCM for the density $\rho_{p}$ after $p$ steps, for different initial configurations $\rho_{\text {init }}$. (Middle) Zoom into the region of the phase transition, with data for $p=7$ added. (Right) Table of the crossover points between the different lines. The curves in the middle zoom were fitted with a linear regression and then the intersection was computed. Extrapolating $p \rightarrow \infty$ gives a transition at $\rho_{\text {init }}=0.2168 \pm 0.0001$ (see Appendix Fig. 3.17).


Figure 3.8: BDCM prediction for the absolute majority GCA 0011. (Left) Entropy of the basin of attraction for the homogeneous and partially rattling attractors, for increasing path lengths $p=1,2,3$. (Middle) The activity in the limit cycle for fixed points for $(p / c=2)$ backtracking attractors. The dashed line shows the range of $\rho_{\text {init }}$ for which our numerics did not find any fixed points. (Right) The table shows the values of the smallest $\rho_{\text {init }}^{*, p}>0.5$ for which $\alpha\left(\rho_{\text {init }}^{*, p}\right)=0.0$ together with the normalized entropy at the corresponding given $\rho_{\text {init }}$. It shows the extrapolation $p \rightarrow \infty$ and compares it with the numerical results and related work (see Appendix 3.9).
remain in the interval of densities $\left(0.5-\frac{c}{\sqrt{n}}, 0.5+\frac{c}{\sqrt{n}}\right)$ where $n$ is the system size and $c$ is a constant (see Appendix 3.9 for details). We use this observation as a heuristic criterion for assessing whether a trajectory has entered the chaotic phase: Once a trajectory's densities stay in ( $0.5-\frac{3}{\sqrt{n}}, 0.5+\frac{3}{\sqrt{n}}$ ) for a sufficient amount of time ( 100 time-steps), we conclude the trajectory is in the chaotic phase. The time it takes to either reach this chaotic phase or an attractor is shown in Fig. 3.6 (right), it peaks around the approximate location of the dynamical phase transition.

With these three numerical experiments from Fig. 3.6, we have a good agreement to identify a phase transition to be between $\rho_{\text {init }}=0.217$ and 0.218 . We proceed by obtaining it analytically using the DCM.

Recall that the DCM is limited to small lengths $p$ of the trajectory for which we can solve the fixed point iterations efficiently. The question is then, how can we distinguish whether the dynamics converges fast or slow when we can look ahead only a finite number of steps $p$ ?

To answer this, observe that the relaxation time is extremely fast for any $\rho_{\text {init }}$, even for the ones that go on to stay in the chaotic region for an exponentially long time. Further, we observed that on average, during the chaotic phase, the density is 0.5 . The appropriate question is then: After $p$ steps of the DCM, what is the density of the last configuration $\rho_{p}$ in the large $n$ limit? At the infliction point for growing $p$, we expect to find the dynamical phase transition. In Fig. 3.7, we show an overview and zoom-in for the relationship between $\rho_{\text {init }}$ and $\rho_{p}$, for $p$ up to 7 . We compare the extrapolated value for $p \rightarrow \infty$, assuming exponential convergence (see Appendix 3.9), and our empirical extrapolation. Indeed, the correspondence theory and empirics is very good, at a theoretically predicted transition around $\rho_{\text {init }} \sim 0.2168$.

Since both the chaotic and ordered dynamics for the anti-conformist GCA 001011 have attractors of the same type, the backtracking approach of the BDCM is not very insightful for this specific transition. However, it is useful to inspect the other CNC rules in the following.

Absolute Majority GCA: 0011. For the absolute majority GCA 0011, the convergence is logarithmic independently of $\rho_{\text {init }}$ and the system's phases differ only in the type of attractor they converge to.

In Fig. 3.8 we show the entropy of backtracking attractors with a path length $p=1,2,3$ obtained via the BDCM. Here, the entropy represents the size of its basin of attraction when stepping back $p$ steps from the attractor, for a specific $\rho_{\text {init }}$. Each differently styled line represents a single type of attractor. Their entropy was obtained by solving the BDCM fixed point iteration



| BDCM prediction $00+11$ <br> for first $\rho_{\text {attr }}\left(\rho_{\text {init }}^{* *, ~}\right)=1$ |  |  |
| :--- | :--- | :--- |
| $p$ | $\rho_{\text {init }}^{*, p}$ | $s_{p}^{*} / H\left(\rho_{\text {init }}^{*}\right)$ |
| 1 | 0.828 | 0.909 |
| 2 | 0.768 | 0.965 |
| 3 | 0.745 | 0.983 |
| 4 | 0.737 | 0.990 |
| 5 | 0.733 | 0.994 |
| $\rightarrow \infty$ | $0.73 \pm 0.005$ |  |
| empiric | 15 | $0.731 \pm 0.002$ |

Figure 3.9: BDCM prediction for the stubborn independent rule $\mathbf{0 0 + 1 1}$. (Left) Entropy of the basin of attraction for the all-1 and mixed stable attractors respectively, for increasing steps into the basin of attraction $p=1,2,3$. The dynamical phase transition is marked in red. (Middle) The density of 1 's in the attractor, $\rho_{\mathrm{attr}}$, as a function of $\rho_{\mathrm{init}}$ for attractors with $c=1$. (Right) The transitions is the first $\rho_{\mathrm{init}}$ for which the $\rho_{\mathrm{attr}}=1$. These values are recorded in the table together with the entropy of the basin of attraction at that point. The extrapolation agrees well with the empirical estimate of the transition from the maximal slowing down (see Appendix 3.9.
under the constraint matching the respective attractor properties, i.e. $c=1,2$. In addition, the value of $\rho_{\text {init }}$ was constrained, giving the final result. In the large $n$ limit only the types of attractors with the maximum entropy are expressed. Therefore, the correct way to interpret the plots is to check which attractor type has the maximum entropy for every $\rho_{\text {init }}$ - this phase will be the one which is typically observed in large systems.

At $p=0$, we would only count the attractors, without their basin, essentially using the method from [69]. However, only as we increase $p$ and incorporate the basin of attraction, we observe that the overall picture from the empirics Fig. 3.5 is reproduced qualitatively by the BDCM: For large $\rho_{\text {init }}$, it shows the all-one attractor. Decreasing $\rho_{\text {init }}$ around 0.5 , one finds the partially rattling attractor.

Since a $(p / c=1)$ backtracking attractor is also a $(p / c=2)$ backtracking attractor, the two entropy curves naturally merge when the $(p / c=2)$ backtracking attractors reduce to attractors that are of length $c=1$. This merge between the two curves is the dynamical phase transition at a given fixed $p$, see Fig. 3.8 (left). Inspecting the fixed point for $c=2$, we indeed find for large enough $\rho_{\text {init }}$ that the activity $\alpha$, the fraction of rattling nodes in the limit cycle, becomes essentially zero (Fig. 3.8 (middle)). This indicates that the number of such rattling nodes no longer scales in $O(n)$ and that the fixed point only considers limit cycles of length $c=1$. Recording the switch from $\alpha=0$ to $\alpha>0$ gives the dynamical phase transition, as shown in the Table on the right in Fig 3.8. Even though we did not compute values larger than $p=5$, we extrapolate the BDCM result to $p \rightarrow \infty$ to make our theoretical prediction. This agrees well with the empirical prediction (Appendix 3.9).

Stubborn Independent GCA: $00+11$. We can do a similar type of analysis for the stubborn independent GCA $00+11$. This is the GCA where the node in the weak agreement region is stubborn, i.e. it sticks with its own opinion. In this analysis, we distinguish between two types of attractors that go either to the homogeneous all-1 or mixed stable state, which both have a limit cycle length of $c=1$. Recall that the mixed stable state is defined to be an attractor where the density in the attractor $\rho_{\text {attr }}$ is not 0 or 1 (see Table 3.1). In Fig. 3.9 (left) we show the entropy for small $p$ in terms of $\rho_{\text {init }}$. To identify the dynamical phase transition we again track the spot where the attractor type with the maximum entropy switches over. Here, this is a merge of the two curves again. While we can restrict the fixed point iteration to variables that always end up in the all-1 attractor, for mixed stable attractors there is so far no technical means of constraining it to a non-zero $\rho_{\text {attr }}$. This is why we track the $\rho_{\text {attr }}$ as a function of $\rho_{\text {init }}$ in Fig. 3.9 (middle) and record when this property becomes close enough to 1.0, giving us the


Figure 3.10: Dynamical phase transition for the volatile independent GCA $00-11$. Comparison of the analytical and empirical prediction of a dynamical phase transition for the volatile independent GCA $00-11$. We examine the transition between the all and partially rattling 2 -cycles. (Left) Analytical prediction of the entropy for each $\rho_{\text {init }}$ for the two different types of attractors basin of attraction for increasing transient lengths $p$. The intersection of the two entropy marks the phase transition for a given $p$ and is marked in red. Because the computed entropy is not close enough to the maximal entropy, as shown by the grey line, the approximation of the transition is not very conclusive and extrapolating the four data points would result in very high uncertainty. (Middle) Zoom in on the average transient length around the phase transition from Fig. 3.5 (Right) Probability of obtaining a smaller than $o(n)$ fraction of rattlers, i.e. the fraction of nodes in the attractor. To determine a reasonable threshold for having a constant $o(n)$ fraction of rattlers, when $n$ is finite, we analysed the scaling of the rattler fraction as a function of $n$, which resulted in an attractor having no more than $0.07 \%$ of non-rattlers to be classified as a partially-rattling attractor (Appendix 3.9). While the thresholds agree roughly, the accuracy is worse than for the GCAs discussed previously.
value of change. The table on the right of Fig. 3.9 records these values. The extrapolation to $p \rightarrow \infty$ matches well with the empirical result.

Volatile Independent GCA: $00-11$. The volatile independent GCA $00-11$ is slightly more complex, as it has more phases than the GCAs discussed previously, and four dynamical phase transitions (Fig. 3.5). Since the transition between partially rattling and homogeneous phase is similar to the GCA 0011, we discuss only the transition between all-rattling and partially-rattling, i.e. the change between attractors of length $c=2$ where either all nodes change (activity $\alpha=1.0$ ) or some of them are fixed ( $\alpha<1$ ).

In Fig. 3.10 the entropy of the two phases is shown on the left. This time, the two fixed points intersect, and do not merge. However, the fraction of the basin of attraction covered by the $p=4$ steps that are taken back, is smaller than in the other examples. This can be viewed as a reason for which this dynamical transition is correct qualitatively, but the approximation is not precise. The fact that for this GCA, more steps back are necessary, reflects the common observation that close to phase transitions the convergence time increases, which makes the use of the BDCM more challenging computationally in its vicinity by default.

### 3.6 Conclusion and Open Questions

In this work, we use tools from statistical physics - the dynamical cavity method and its backtracking version - to demonstrate that they are powerful for deriving analytical results on the global dynamics of discrete dynamical systems in the large system size limit.

Concretely, we study a class of graph cellular automata called the conforming non-conformist GCAs that can be interpreted as various models of opinion formation dynamics. We argue that such systems exhibit a rich set of dynamical phases defined by their different transient and attractor properties, and we show the existence of sharp transitions between such phases in terms of the initial configuration density.

For two specific examples with small degrees, we showed how the (B)DCM methods are applied and predict the phase transitions. We show that our analytic predictions agree well with numerical estimates for reasonably large systems.

Such results enforce the narrative that for discrete dynamical systems, different choices of initial configurations can lead to qualitatively different regimes of the system's behaviour.

Relationship between CAs and GCAs. In its formulation, the graph cellular automata are extremely close to classical cellular automata - they only differ in how their nodes are connected. Whereas for CAs, the connectivity network is given by a regular grid, the GCAs' connections are defined by a random regular graph. As such, deriving analytical results about their global dynamics is challenging and our work shows a variety of new results about such systems.

It is not yet clear in how far our results for the random regular graphs (GCAs) transfer to the regular lattice (CAs). Even though classical CAs are not amenable to the analysis via (B)DCM, a numerical investigation is still possible. Previous work has shown that similar types of attractors and phases do occur on the lattice [7], but our own preliminary empirical investigations did not show an immediate and unambiguous connection. We leave a thorough investigation of these empirics for future work.

Clearly, an analytic method capable of directly handling deterministic CAs directly rather than extrapolating behaviour from the regular GCAs or probabilistic cellular automata [7] [22] is a challenging goal.

Limitations of the (B)DCM. A major drawback of the DCM and BDCM is the exponential computational barrier which depends on the length of the analysed motif $p+c$. Even when the system typically relaxes fast, as previously noted, this limitation may lead to less accurate estimates of the transition [15] as around phase transitions the transient length may increase due to critical slowing down. Therefore, it seems worth investigating if and how approximations to the DCM [5, 11, 33, 68, 147, 167] would give new insights into longer time scales, and if they remain accurate around phase transitions or suffer from similar limitations. Moreover, it is an open task to adapt such approximations to the backtracking version of the DCM.

Large degrees. For very large degrees $d$, which scale in the size of the graph $n$, we empirically extrapolate our results. We deduce from the numerics that a scaling of the weak agreement threshold $\theta$ approximately as $\sqrt{d}$ maintains the dynamical phase transitions we showed for the small degrees. For the absolute majority and stubborn/volatile independent GCAs we conjecture based on our numerical experiments that only the behaviour that we showed previously will occur. However, preliminary results for the anti-conformist GCAs showed that new types of behaviour emerge when we increase $d$, hinting at further dynamical phase transitions that require a higher resolution in $d$ to manifest. We leave a thorough investigation of this rule space and its peculiarities for future work.

Short attractors. While for the absolute majority and volatile/stubborn independent GCAs only short attractors of length 1 and 2 can occur [48], we showed that empirically the same holds true for the anti-conformist GCAs on sparse random regular graphs of large size. Based on this evidence, we conjecture that in the large $n$ limit such GCAs typically only has short attractors for finite $d$. This statement remains to be proven.

Phase transitions and complexity. There has been a plethora of works on dynamics of discrete systems that focus on their complex behaviour - this is typically associated with intriguing visualizations of the systems' space-time diagrams or with the capacity to compute challenging tasks [18, 72, 158]. Many attempts at formalizing the notion of complexity have
been given with the general belief that the region of complex behaviour is located at a phase transition between "ordered" and "chaotic" systems [38, 84].

In our work, we do not explore the phase transition in the space of systems. Rather, for a fixed GCA, we describe the phase transition in the space of its initial configurations. This transition becomes particularly interesting for the anti-conformist GCAs that, near the transition, abruptly switch from logarithmic convergence to attractors (associated with simple behaviour) to an exponential one (interpreted as chaotic behaviour) [67]. As such, it becomes very interesting to ask: Is the behaviour of the system near the phase transition qualitatively different? Does it show some signs of "complexity"? From Fig. 3.6, middle, it is apparent that as we increase the system's size, near the phase-transition the system converges to its typical behaviour much more slowly than away from the transition. Thus, in our case, the complexity arises from deciding what type of behaviour the system will settle to near the transition. However, assessing the system's complexity near the transition would require carefully choosing a formal metric of complexity. Therefore, we leave such investigations for possible future work.

Opinion Dynamics. As a side product, we investigated our version of a popular framework from opinion dynamics [52] on a sparse graph. It encompasses a local update rule that seems anecdotally ubiquitous in popular culture: The conforming anti-conformist. This is an agent who only acts in favour of the minority when this minority is not too small, i.e. when the race between the majority and minority is tight. Our analysis showed that such behaviour allows for two opinions to co-exist for a prolonged period of time in the system and thereby maintains a diversity of opinions.

### 3.7 Larger degree behaviour

We studied the dynamics of all conforming non-conformist rules for connectivity $d=3$ and $d=4$ and observed the following general trend shown in Fig. 3.11.


Figure 3.11: Phase diagram scheme for GCAs with rules of type $\mathbf{0 1}, \mathbf{0}-\mathbf{1}$ and $\mathbf{0}+\mathbf{1}$. While for all GCAs the homogeneous stable all-white and all-black phases are at the end of the $\rho_{\text {init }}$ spectrum, the intermediate behaviour is qualitatively different. We argue that for each rule type, when increasing $\rho_{\text {init }}$ from 0 to 1 , the phases occurring always obey the order illustrated in the diagram, though, for degenerate cases, some of the phases might be missing (e.g., the constant 0 GCA only has the homogeneous all-0 phase).

Only the volatile independent rule types $\mathbf{0}-\mathbf{1}$ exhibit both the all-rattling and partiallyrattling phases; whereas the stubborn independent rule types only exhibit stable phases. One interesting question is: "How does the phase transition behaviour scale for larger values of $d$ ?" Fig. 3.13 illustrates that if the threshold $\theta$ remains constant as we increase the connectivity $d$, the interesting region of $\rho_{\text {init }}$ shrinks and almost all initial densities exhibit fast convergence to either the all- 0 or all- 1 attractor. Eventually, as the degree grows all these rules behave as the majority rule.

Let $k \in \mathbb{N}$ and $\theta \in \mathbb{N}$. We can parameterize the conforming non-conformist rules with connectivity $d$ odd in the following way:

$$
\begin{array}{r}
\text { stubborn independent: } 0^{k}+{ }^{2 \theta} 1^{k} \\
\text { volatile independent: } 0^{k}-{ }^{2 \theta} 1^{k} \\
\text { anti-conformist: } 0^{k} 1^{\theta} 0^{\theta} 1^{k}
\end{array}
$$

with $d=2 k+2 \theta-1$. We note that the parameter $\theta$ indeed corresponds to the threshold parameter from the definition of CNC rules in Section 3.3 . A few examples of the dynamical behaviour for conforming non-conformist rules with larger $d$ and $\theta$ are shown in Fig. 3.12. For the stubborn/volatile independent GCAs we observe that if $\theta$ scales approximately as $\sqrt{d}$, the phase transitions are preserved (Fig. 3.12, left). Once $\theta$ deviates from $\sqrt{d}$ the transitions may collapse and certain phases are no longer present (Fig. 3.13). The situation, however, looks more complicated for the anti-conformist GCAs. In Fig. 3.12, right, we picked very specific values of $k$ and $\theta$, for which the general phase transition trend with the interesting region of alternate behaviour around $\rho_{\text {init }}=0.5$ is present. We highlight that different values of $k$ and $\theta$ yielded new types of behaviour for the anti-conformist GCAs that need further investigation and are left for future work.


Figure 3.12: Weak agreement region with scaling (very roughly) in $\theta \sim \sqrt{d}$. Increasing the degree $d$ for the stubborn/volatile independent GCAs and the anti-conformist GCA, while scaling the weak agreement region (very roughly) as $\sqrt{d}$. Samples were obtained as described in Fig. 3.5


Figure 3.13: Weak agreement region with $\theta \in\{0,1\}$. Increasing the degree $d$ for the absolute majority and stubborn/volatile independent GCAs, while keeping the weak agreement region constant. Eventually, all GCAs behave like the absolute majority GCA. Samples were obtained as described in Fig. 3.5

### 3.8 Supporting Empirics for Phase Characterization




Figure 3.14: Length of limit cycles for the anti-conformist GCA (code 001011). We show the length of the limit cycles for the data collected for Fig. 3.5, i.e. 4-regular graphs and different initial densities. (Left) Probability that a sample has a limit cycles length $c \leq 2$. Since we only sample few such long limit cycles, we combine the data for the different initializations $\rho_{\text {init }}$ on the (right). The dashed grey line shows the minimal resolution we are limited to due to our sample size, which was 1024 for each of the 100 different initial densities.

In Fig. 3.14 we investigate the lengths $c$ of the limit cycles for the anti-conformist GCA (code 001011). There, we almost always sample short attractors. As $n$ grows, the number of large limit cycles drops rapidly. This leads us to the conjecture, that in the large $n$ limit, for the anti-conformist GCAs, any attractors with sizes $c>2$ will become vanishingly unlikely.

### 3.9 Supporting Material for Dynamical Phase Transition Predictions using the (B)DCM and Empirical Methods

In Fig. 3.15 we show yet another property of the chaotic phase of anti-conformist GCAs. The graph suggests the evolution of distances of two close-by initial configurations follows a (pseudo) random walk.

In Fig. 3.16 we demonstrate that the value of the densities observed during the chaotic phase to an attractor, fall into the interval between the dynamical transition lines.

In Fig. 3.17 we show how we extrapolated the $p=\infty$ behaviour from the first 7 time steps using the DCM for the anti-conformist GCA 001011.

We do the same for the absolute majority GCA 0011, in addition to precise numerics in Fig. 3.17

Similarly, the BDCM results for the stubborn independent GCA $00+11$ are extrapolated in Fig. 3.19

In Fig. 3.20 we base our selection of the threshold to distinguish the all and partially rattling phase on numerical evidence that shows how the scaling of the activity $\alpha$ behaves differently for each $\rho_{\text {init }}$.


Figure 3.15: Illustration of chaotic phase for anti-conformist GCA 001011: evolution of distances of two close-by trajectories. For GCA 001011 we randomly generated an initial configuration with length $n=10000$, and density $\rho_{\text {init }}=0.5$ and a close-by configuration with $\epsilon \cdot n$ different bits; $\epsilon=0.01$. While both configurations' trajectories remain in the chaotic regime, we measure their average Hamming distance and plot the probabilities for 100 such experiments averaged.


Figure 3.16: Histogram of the density $\rho$ for transients with a chaotic behaviour (after relaxation and before convergence to an attractor) for the anti-conformist GCA 001011. We sample 1024 graphs of size $n=100$ with the dynamics of the rule 001011 started at $\rho_{\text {init }}=0.2$. The first 100 time steps after the start of the dynamics and last 100 time steps before reaching the attractor are removed for every sampled trajectory. Since the convergence is fast in the phase where an attractor is reached rapidly (see Fig 3.5), such a cut-off effectively removes all transients that converge rapidly (less than 200 time steps long). The histogram shows the density of the remaining trajectory which exhibits a chaotic behaviour. The red lines mark the phase transition measured empirically for rule 001011 between the phase of rapid convergence to the homogeneous state (left and right side) and the chaotic phase (between the red lines). Note that during this time almost all samples lie within the regime of the chaotic phase.


Figure 3.17: Anti-conformist GCA 001011 - Extrapolation. Extrapolation of the crossover points from Fig. 3.7 to $p \rightarrow \infty$. The plot shows the distance to the critical $\rho_{\text {init }}^{c}$, the possible location of phase transition points. Under the assumption of an exponentially fast convergence in $p$, the best fit seems to lie at roughly $\rho_{\text {init }}^{c}=0.2168 \pm 0.0001$.


Figure 3.18: Absolute majority rule 0011 - Extrapolation. Extrapolation of the theoretical BDCM and empirical experiments to $n \rightarrow \infty$ and $p \rightarrow \infty$ respectively. (Left) Scaling of the distance to different values of extrapolated $\rho_{\text {init }}^{*, \infty}$ for data for $p=1, \ldots, 5$ for the BDCM. Assuming exponentially fast convergence in $p$, a $\rho_{\text {init }}^{*, \infty} \sim 0.7875 \pm 0.005$ is reasonable. (Right) The location $\rho_{\text {init }}$ of the slowest average convergence for experiments over 4,096 samples of random regular graphs and initial configurations for a given graph size $n$ are recorded, and then extrapolated to $n \rightarrow \infty$. With this we estimate that in the large system limit, the transition happens at $\sim 0.785 \pm 0.005$.


Figure 3.19: Stubborn independent GCA 00+11 - Extrapolation. As in Fig 3.18 we show different extrapolations of the BDCM's predictions for dynamical phase transitions for fixed $p$ and extrapolate them to $p \rightarrow \infty$, concluding that convergence within $\sim 0.73 \pm 0.005$. The extrapolation for the empirics is taken from [15].


Figure 3.20: Scaling of the non-rattling nodes for different $\rho_{\text {init }}$. For some $\rho_{\text {init }}$ the non-rattling nodes scales logarithmic in $o(n)$, for others they are a constant fraction in $\Theta(n)$. The red value marks the intermediate threshold we selected to classify the all-rattling and partially rattling phases in Fig. 3.10 (right), which had $0.7 \%$ of stable nodes.

# 4. Simulation Limitations of Affine Cellular Automata 

### 4.1 Introduction

Cellular Automata (CAs) are a famous model of computation which demonstrates that very simple local rules can produce complex behaviour. In general, they have a great potential to solve challenging tasks efficiently due to their massively parallel nature. However, it is a long-standing challenge to formally assess the computational capacity of a given CA.

The usual formal method of demonstrating a CA's computational power is to prove its Turing completeness. Typically, this is done by taking a classical universal model of computation (Turing machine, tag system, etc.) and embedding its computations into the space-time diagrams of the given CA. These embeddings serve as impressive demonstrations that cellular automata are indeed complex systems. Moreover, the embeddings serve as powerful tools for constructing very compact computationally universal systems. However, there are several drawbacks to this approach.

1. Cellular automata are highly parallel systems, thus, it is ineffective to simulate a sequential Turing machine in its space-time diagrams to perform computations [118].
2. Given a CA, showing that it is Turing complete is very laborious. Most proofs of this sort rely on noticing localized structures in the CAs' space-time diagrams whose interactions are typically encoded as basic logic gates [27, [130].
3. Despite several attempts [36, 39, 143], there is no single generally accepted formal definition of simulation so far [118. Thus, it is extremely difficult to prove convincing negative results.

A different approach to formally assessing a CA's computational capacity is through the notion of $C A$ relative simulation. Informally, we say that CA $\mathcal{A}$ is simulated by $\mathcal{B}$ if each space-time diagram of $\mathcal{A}$ can be, after suitable transformations, reproduced by $\mathcal{B}$. We argue that comparing two cellular automata is much more natural than comparing a CA with a Turing machine, since in the latter case, the architectures of the systems differ substantially. Past works have explored various notions of CA simulations, typically focusing on positive results: for a fixed family of CAs and a fixed CA simulation definition, authors construct intrinsically universal CAs; i.e., cellular automata that are able to simulate any other CA within the fixed family [1, 39, 40, 41, 49, 116, 117.

In contrast, the complementary work focuses on the negative results. For various notions of CA simulations, the goal is to show that particular types of automata are limited in terms of what they can simulate. Such results are scarce, yet they bring a valuable insight into the structure of the CA space imposed by the simulation relation. For certain CA simulation definitions, negative results have been shown about various classes of CAs such as nilpotent CAs or particular additive automata [35, 97, 98].

Generally, each CA relative simulation definition considers a certain class of CA transformations T that map each automaton $\mathcal{B}$ into a class of related automata $\mathrm{T}(\mathcal{B})$. Then, we say that $\mathcal{A}$ can be simulated by $\mathcal{B}$ if $\mathcal{A} \in \mathrm{T}(\mathcal{B})$. We propose an informal classification of the previously studied transformations into:

- algebraic: transformations of the CA's local rule; e.g.: products, sub-automata, quotiens, iterations
- geometric: transformations of the CA's grid structure; e.g.: tiling of the grid space and grouping of multiple cells, shifts, reflections

In this work, we propose a definition of CA simulation that is, to the best of our knowledge, the most general algebraic one so far. We define the CA simulation and study its properties in Section 4.2. The importance of this section lies in formalizing all the CA notions in abstract algebraic language. This will allow us to see connections to well-established algebraic fields that can provide powerful tools for analysing the CA simulation capacities.

In Section 4.3, we introduce the class of affine CAs - automata whose local rules are affine mappings of vector spaces. This general class contains the much studied additive CAs [54, 70, 96]. Therein, we present Theorem 36 - the main result of this paper, paraphrased below:
Let $\mathcal{B}$ be a cellular automaton affine over a finite field $\mathbb{F}_{p}$. If $\mathcal{B}$ satisfies a certain mild condition ("the outer components of its local rule are bijective"), then all $C A s$ simulated by $\mathcal{B}$ are also affine over $\mathbb{F}_{p}$ (and satisfy the same condition).
Thus, we show that affine CAs have very limited computational capacity. We note that the mild condition does not impose any important limitations as it is satisfied by almost all previously studied, non-trivial cases of affine CAs. We also note that our main result already implies the negative results about additive CAs proved previously in the literature [35, 97]. Even when applied to some of the best known additive automata, our result gives considerably more than was known before. To give one concrete example, it yields that ECA 60 [85] cannot simulate any other elementary cellular automaton (up to isomorphism); this is discussed in Example 54 .

Section 4.4 contains elementary proofs of the results leading up to Theorem 36. In Section 4.5, we point towards a connection to deeper results from universal algebra. We believe that further study of connections between general algebra and CAs could be fruitful and provide insightful results about the computational limitations of various cellular automata classes.

### 4.2 Defining Simulation of Cellular Automata

Definition 15 (Cellular automaton). Let $S$ be a finite set, $r \in \mathbb{N}$, and $f: S^{2 r+1} \rightarrow S$ a function. Let $S^{\mathbb{Z}}$ denote the space of all bi-infinite sequences $c=\cdots c_{-1} c_{0} c_{1} \cdots, c_{i} \in S$ for each $i \in \mathbb{Z}$. A one-dimensional cellular automaton (CA) with set of states $S$, radius $r$, and local rule $f$ is a dynamical system $\mathcal{A}=\left(S^{\mathbb{Z}}, F\right)$ where $F: S^{\mathbb{Z}} \rightarrow S^{\mathbb{Z}}$ is defined for any $c \in S^{\mathbb{Z}}$ and any position $i \in \mathbb{Z}$ as:

$$
\begin{equation*}
F(c)_{i}=f\left(c_{i-r}, \ldots, c_{i-1}, c_{i}, c_{i+1}, \ldots, c_{i+r}\right) \tag{4.1}
\end{equation*}
$$

We call $S^{\mathbb{Z}}$ the configuration space of $\mathcal{A}$ and $F$ its global rule. We also call $\left(S^{\mathbb{Z}}, F\right)$ the global algebra. Each 1D CA is determined by its local algebra $\mathbb{A}=(S, f)$. Sometimes, we also write $\mathbb{A}=(S, f)_{r}$ to highlight the CA's radius. A space-time diagram of $\mathcal{A}$ with initial configuration $c \in S^{\mathbb{Z}}$ and $t$ time-steps is a matrix whose rows are exactly $c, F(c), \ldots, F^{t}(c)$. Visualizations of CA space-time diagrams give valuable insights into the CA's dynamics. When depicting a space-time diagram, we only show a finite part of each row.

In this paper, we focus on 1D cellular automata. Thus, whenever we talk about a CA, we implicitly mean a 1-dimensional one. The definitions as well as most of the results of this paper can be generalised to higher dimensions quite straightforwardly, but the technical details would be tedious. Before we proceed with the definitions of CA simulation, we briefly review some simple algebraic concepts.

Let $S$ be a set, $k \in \mathbb{N}$, and $f: S^{k} \rightarrow S$ a function. We call the tuple $A=(S, f)$ an algebra of type $k$. Let $B=(T, g)$ be an algebra also of type $k$. We say that:

- $A$ is isomorphic to $B$ if there exists a bijection $\varphi: S \rightarrow T$ such that for each $s_{1}, \ldots, s_{k} \in$ $S$ :

$$
\varphi\left(f\left(s_{1}, \ldots, s_{k}\right)\right)=g\left(\varphi\left(s_{1}\right), \ldots, \varphi\left(s_{k}\right)\right) .
$$

We write $A \cong B$.

- $A$ is a subalgebra of $B$ if $S \subseteq T$ and $\left.g\right|_{S^{k}}=f$.
- Let $\sim \subseteq T \times T$ be an equivalence relation. We call $\sim$ a congruence on $B$ if:

$$
g\left(t_{1}, \ldots, t_{k}\right) \sim g\left(t_{1}^{\prime}, \ldots, t_{k}^{\prime}\right) \text { whenever } t_{1} \sim t_{1}^{\prime}, \ldots, t_{k} \sim t_{k}^{\prime} \text { for any } t_{i}, t_{i}^{\prime} \in T, 1 \leq i \leq k
$$

We denote by $[t]_{\sim}=\left\{t^{\prime} \in T \mid t^{\prime} \sim t\right\}$ the equivalence class of $t \in T$. There is a well-defined algebra $B / \sim=(U, h)$ where $U=\left\{[t]_{\sim} \mid t \in T\right\}$ and $h: U^{k} \rightarrow U$ is defined as $h\left(\left[t_{1}\right]_{\sim}, \ldots,\left[t_{k}\right]_{\sim}\right):=\left[g\left(t_{1}, \ldots, t_{k}\right)\right]_{\sim}$. We say that $\mathcal{A}$ is a quotient algebra of $B$ if $\mathcal{A}=B / \sim$ for some congruence $\sim$ on $B$.

- Let $B_{1}=\left(T_{1}, g_{1}\right), \ldots, B_{n}=\left(T_{n}, g_{n}\right)$ all be algebras of type $k$. We define their product $B_{1} \times \cdots \times B_{n}$ as the algebra $\left(T_{1} \times \cdots \times T_{n}, h\right)$ where $h\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right)_{i}=g_{i}\left(u_{1}^{i}, \ldots, u_{k}^{i}\right)$ for each $1 \leq i \leq k, \mathbf{u}_{i} \in T_{1} \times \cdots \times T_{n}, \mathbf{u}_{i}=u_{i}^{1} \cdots u_{i}^{n}$.


### 4.2.1 CA Canonical Relations

We start by defining canonical relations between CAs. We first do this in a purely algebraic manner and subsequently motivate the definitions by relating them to the CAs' global dynamics.
Definition 16 (CA canonical relations). Let $\mathcal{A}=\left(S^{\mathbb{Z}}, F\right)$ and $\mathcal{B}=\left(T^{\mathbb{Z}}, G\right)$ be CAs with local algebras $\mathbb{A}=(S, f)_{r}$ and $\mathbb{B}=(T, g)_{r}$ respectively. We say that:

- $\mathcal{A}$ is automaton-isomorphic to $\mathcal{B}$ if $\mathbb{A}$ is isomorphic to $\mathbb{B}$.
- $\mathcal{A}$ is a sub-automaton of $\mathcal{B}$ if $\mathbb{A}$ is a subalgebra of $\mathbb{B}$.
- $\mathcal{A}$ is a quotient automaton of $\mathcal{B}$ if $\mathbb{A}$ is a quotient algebra of $\mathbb{B}$.
- Let $\mathcal{A}_{1}, \ldots, \mathcal{A}_{k}$ be CAs with local algebras $\mathbb{A}_{1}=\left(S_{1}, f_{1}\right)_{r}, \ldots, \mathbb{A}_{k}=\left(S_{k}, f_{k}\right)_{r}$ respectively. We define their product $\mathcal{A}_{1} \times \cdots \times \mathcal{A}_{k}$ to be the CA given by the local algebra $\mathbb{A}_{1} \times \cdots \times \mathbb{A}_{k}$.

It is natural to consider automata up to isomorphism. This gives rise to the natural algebraic operators we define below for a class $\mathbf{K}$ consisting of local algebras of some family of cellular automata with radius $r \in \mathbb{N}$.

$$
\begin{aligned}
\mathrm{S}(\mathbf{K}) & =\{\mathbb{A} \mid \exists \mathbb{B} \in \mathbf{K} \text { and } \mathbb{C} \text { subalgebra of } \mathbb{B} \text { such that } \mathbb{A} \cong \mathbb{C}\} \\
\mathrm{H}(\mathbf{K}) & =\{\mathbb{A} \mid \exists \mathbb{B} \in \mathbf{K} \text { and } \mathbb{C} \text { quotient algebra of } \mathbb{B} \text { such that } \mathbb{A} \cong \mathbb{C}\} \\
\mathrm{P}_{\mathrm{fin}}(\mathbf{K}) & =\left\{\mathbb{A} \mid \exists \mathbb{B}_{1}, \ldots, \mathbb{B}_{k} \in \mathbf{K} \text { such that } \mathbb{A} \cong \mathbb{B}_{1} \times \cdots \times \mathbb{B}_{k}\right\} .
\end{aligned}
$$

The operators $S, H$, and $P_{\text {fin }}$ transform a single local algebra $\mathbb{A}$ into classes of algebras $S(\mathbb{A})$, $H(\mathbb{A})$, and $P_{\text {fin }}(\mathbb{A})$. Subsequently, we will compose such operators and therefore, we generally define them on a class of local algebras $\mathbf{K}$ rather than on a single local algebra $\mathbb{A}$.

The CA canonical relations of Definition 16 relate the local algebras of cellular automata. As such, they do not explicitly describe how this relationship translates to the CAs' global dynamics. The crucial observation is the following: Suppose that $\mathcal{A}$ is a CA isomorphic to $\mathcal{B}$,
is a sub-automaton of $\mathcal{B}$ or is a quotient automaton of $\mathcal{B}$. Then, for any space-time diagram $\mathbf{c}$ of $\mathcal{A}$, there exists a space-time diagram $\mathbf{d}$ of $\mathcal{B}$ which can be "translated" to $\mathbf{c}$ via a very simple mapping. Thus, $\mathcal{B}$ can effectively reproduce any dynamics of $\mathcal{A}$. Before we formalize this observation, we introduce some further terminology.

Let $\varphi: S \rightarrow T$ be a mapping between finite sets. We define its canonical extension $\bar{\varphi}: S^{\mathbb{Z}} \rightarrow T^{\mathbb{Z}}$ simply as $\bar{\varphi}(c)_{i}=\varphi\left(c_{i}\right)$ for each $c \in S^{\mathbb{Z}}$ and each $i \in \mathbb{Z}$.

Observation 17. Let $\mathcal{A}=\left(S^{\mathbb{Z}}, F\right)$ and $\mathcal{B}=\left(T^{\mathbb{Z}}, G\right)$ be CAs with local algebras $\mathbb{A}=(S, f)_{r}$ and $\mathbb{B}=(T, g)_{r}$ respectively. Then, it holds that:

1. $\mathbb{A} \cong \mathbb{B}$ if and only if there exists a bijection $\varphi: S \rightarrow T$ such that $\bar{\varphi} \circ F=G \circ \bar{\varphi}$.
2. $\mathbb{A} \in \mathrm{S}(\mathbb{B})$ if and only if there exists an injective mapping $\iota: S \rightarrow T$ such that $\bar{\iota} \circ F=G \circ \bar{\iota}$.
3. $\mathbb{A} \in \mathrm{H}(\mathbb{B})$ if and only if there exists a surjective mapping $\pi: T \rightarrow S$ such that $F \circ \bar{\pi}=\bar{\pi} \circ G$.

Below, we show an example illustrating the notion of a quotient automaton.
Example 18. Let $\mathcal{B}=\left(T^{\mathbb{Z}}, G\right)$ be the CA with local algebra $\mathbb{B}=(\{0,1,2,3\}, g)_{1}$ defined as $g(x, y, z)=(x+z) \bmod 4$. We consider $\sim \subseteq \mathbb{Z}_{4} \times \mathbb{Z}_{4}$ defined as $x_{1} \sim x_{2}$ if and only if $x_{1}, x_{2}$ have the same parity. It is clear that whenever $x_{1} \sim x_{2}, y_{1} \sim y_{2}$, and $z_{1} \sim z_{2}$ for any $x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2} \in\{0,1,2,3\}$, then $g\left(x_{1}, y_{1}, z_{1}\right) \sim g\left(x_{2}, y_{2}, z_{2}\right)$. Thus, $\sim$ is a congruence on $\mathbb{B}$ and we can study $\mathbb{B} / \sim$.

Let $\mathcal{A}=\left(S^{\mathbb{Z}}, F\right)$ be the CA with local algebra $\mathbb{A}=(\{0,1\}, f)_{1}$ where $f(x, y, z)=(x+$ $z) \bmod 2(\mathcal{A}$ is the ECA 90$)$. We define two mappings:

$$
\begin{array}{rlll}
\varphi: & \mathbb{B} / \sim \longrightarrow \mathbb{A} & \pi: & \mathbb{B} \longrightarrow \mathbb{A} \\
& {[0]_{\sim}=\{0,2\} \mapsto 0} & & 0,2 \mapsto 0 \\
& {[1]_{\sim}=\{1,3\} \mapsto 1} & & 1,3 \mapsto 1
\end{array}
$$

It is straightforward to verify that $\varphi$ is an isomorphism between $\mathbb{B} / \sim$ and $\mathbb{A}$. Thus, it witnesses that $\mathbb{A} \in H(\mathbb{B})$. Moreover, one can easily check that the canonical extension of $\pi$ satisfies $F \circ \bar{\pi}=\bar{\pi} \circ G$ (thus, we have explicitly found the map $\pi$ from Observation 17, part 3.). Figure 4.1 illustrates how any space-time diagram of $\mathcal{A}$ can be obtained from a suitable space-time diagram of $\mathcal{B}$ using $\bar{\pi}$ as the "translation mapping".

Let us fix the notation from Observation 17. The mappings $\bar{\varphi}, \bar{\iota}$, and $\bar{\pi}$ provide means of "translating" between the space-time diagrams of $\mathcal{A}$ and $\mathcal{B}$. It is crucial that the mappings can be efficiently implemented by a computer program as they are extensions of mappings on finite sets. Moreover, the simplicity of the mappings guarantees that they do not process the information contained in the space-time diagrams in any non-trivial way. This is particularly important since, e.g., whenever $\mathbb{A} \in S(\mathbb{B})$, we would like to conclude that $\mathcal{B}$ is computationally stronger or equal to $\mathcal{A}$.

In contrast to the CA isomorphism, we can consider a general isomorphism between the algebras $\left(S^{\mathbb{Z}}, F\right)$ and $\left(T^{\mathbb{Z}}, G\right)$ that can be witnessed by an arbitrary mapping $\psi: S^{\mathbb{Z}} \rightarrow T^{\mathbb{Z}}$ (e.g., a non-recursive one). In such a case, we say that $\mathcal{A}$ and $\mathcal{B}$ are isomorphic as dynamical systems.

The operators $\mathrm{S}, \mathrm{H}$, and $\mathrm{P}_{\mathrm{fin}}$ allow us to compare CAs' local rules. However, they do not take into account the most important aspect of cellular automata: the iterative application of the local rules. Thus, we describe below the established notion of CA iterative powers also called grouping [98]. This notion naturally extends the possible relationships we can study between two automata and, together with the $\mathrm{S}, \mathrm{H}$, and $\mathrm{P}_{\text {fin }}$ operators, will lead to the definition of CA simulation.


Figure 4.1: Illustration of Example 18 . The figure shows that when $\mathbb{A} \in H(\mathbb{B})$, there exists a canonical extension $\bar{\pi}$ which effectively "translates" space-time diagrams of $\mathcal{B}$ to any given diagram of $\mathcal{A}$.

### 4.2.2 Iterative Powers of CAs

Let $\mathcal{B}=\left(T^{\mathbb{Z}}, G\right)$ be a CA with local algebra $\mathbb{B}=(T, g)_{r}$. It is natural to iterate the global rule $G$ to obtain its powers $G^{n}$ for each $n \in \mathbb{N}$. This yields the "iterated" automaton $\left(T^{\mathbb{Z}}, G^{n}\right)$. The goal of this section is to describe the construction of the local algebra $\mathbb{B}^{[n]}$ corresponding to the iterated automaton $\left(T^{\mathbb{Z}}, G^{n}\right)$ in such a way that the type of $\mathbb{B}$ and $\mathbb{B}^{[n]}$ remains the same.

We start by defining a function $\widetilde{g}$ which can be seen as an intermediate step between a CA's local map $g$ (with inputs of fixed length $2 r+1$ ) and its global map $G$ (acting on infinite sequences).

Definition 19. (Unravelling a local function) Let $T$ be a finite set and $g: T^{2 r+1} \rightarrow T$ a function. We extend $g$ to a mapping $\widetilde{g}: \bigcup_{k=2 r+1}^{\infty} T^{k} \rightarrow \bigcup_{k=1}^{\infty} T^{k}$ defined as:

$$
\widetilde{g}\left(u_{1} \cdots u_{k}\right)=g\left(u_{1}, \ldots, u_{2 r+1}\right) g\left(u_{2}, \ldots, u_{2 r+2}\right) \cdots g\left(u_{k-2 r}, \ldots, u_{k}\right)
$$

for any $u_{1} \cdots u_{k} \in T^{k}, k \geq 2 r+1$. By $\widetilde{g}^{n}$ we simply mean the composition $\widetilde{g}^{n}=\underbrace{\tilde{g} \circ \tilde{g} \circ \cdots \circ \widetilde{g}}_{n \times}$.
Each application of $\widetilde{g}$ shortens the input sequence by $2 r$. Therefore, the $n$-th iteration shortens the input by $2 n r$ and $\widetilde{g}^{n}$ can be seen as a $(2 n r+1)$-ary function function into $T$, formally $\left.\widetilde{g}^{n}\right|_{T^{2 n r+1}}: T^{2 n r+1} \rightarrow T$. This is illustrated in Figure 4.2.


Figure 4.2: Illustration of $\widetilde{g}$ and $\widetilde{g}^{n}$ for a ternary $(r=1)$ function $g$ and $n=4$.
It is not hard to verify that the iterated CA $\left(T^{\mathbb{Z}}, G^{n}\right)$ has the local algebra $\left(T,\left.\widetilde{g}^{n}\right|_{T^{2 n r+1}}\right)_{n r}$ with type $2 n r+1$. Its type is different from $(T, g)_{r}$ whenever $n>1$. Our goal is to introduce a simulation relation between two automata via the notions of automata quotients, sub-automata, finite products, and iterative powers. Therefore, we need all operators to preserve the type of the CAs' local algebras. For iterative powers, this can be achieved by "grouping together sequences of $n$ consecutive states". This is formally defined below.

Definition 20. Let $\mathcal{B}=\left(T^{\mathbb{Z}}, G\right)$ be a $C A$ with local algebra $\mathbb{B}=(T, g)_{r}$ and let $n \in \mathbb{N}$. We define the unpacking map $o_{n}:\left(T^{n}\right)^{\mathbb{Z}} \rightarrow T^{\mathbb{Z}}$ for any configuration $c \in\left(T^{n}\right)^{\mathbb{Z}}$ and any $j \in \mathbb{Z}$, $j=n q+r, r<n$, as $\left(o_{n}(c)\right)_{j}=\left(c_{q}\right)_{r}$.

This is illustrated in Figure 4.3.


Figure 4.3: Diagram of the unpacking map $o_{3}$.

Definition 21. Let $\mathcal{B}=\left(T^{\mathbb{Z}}, G\right)$ be a CA with local algebra $\mathbb{B}=(T, g)_{r}$ and let $n \in \mathbb{N}$. We define the global map $G^{[n]}:\left(T^{n}\right)^{\mathbb{Z}} \rightarrow\left(T^{n}\right)^{\mathbb{Z}}$ as $G^{[n]}=o_{n}^{-1} \circ G^{n} \circ o_{n}$. This yields a new dynamical system $\left(\left(T^{n}\right)^{\mathbb{Z}}, G^{[n]}\right)$. Further, we define the function $g^{[n]}: \underbrace{T^{n} \times \cdots \times T^{n}}_{(2 r+1) \times} \rightarrow T^{n}$ as:

$$
g^{[n]}\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right):=\tilde{g}^{n}\left(x_{-r}^{1} \cdots x_{-r}^{n} x_{-r+1}^{1} \cdots x_{-r+1}^{n} \cdots x_{r}^{1} \cdots x_{r}^{n}\right)
$$

where for each $i, \mathbf{x}_{i}=x_{i}^{1} \cdots x_{i}^{n} \in T^{n}$. The function $g^{[n]}$ has arity $2 r+1$ and is illustrated in Figure 4.4
Observation 22. Let $\mathcal{B}=\left(T^{\mathbb{Z}}, G\right)$ be a $C A$ with local algebra $\mathbb{B}=(T, g)_{r}$ and let $n \in \mathbb{N}$. Then, $\left(\left(T^{n}\right)^{\mathbb{Z}}, G^{[n]}\right)$ is a CA with local algebra $\left(T^{n}, g^{[n]}\right)$ and radius $r$.

Clearly, there is no automaton-isomorphism between $\left(T^{\mathbb{Z}}, G^{n}\right)$ and $\left(\left(T^{n}\right)^{\mathbb{Z}}, G^{[n]}\right)$ since their state spaces have different sizes. However, they are isomorphic as dynamical systems via the unpacking mapping $o_{n}:\left(T^{n}\right)^{\mathbb{Z}} \rightarrow T^{\mathbb{Z}}$. Thus, the two systems do have equivalent dynamics.

Definition 23 (Iterative power of an automaton). Let $\mathcal{B}=\left(T^{\mathbb{Z}}, G\right)$ be a CA with local algebra $\mathbb{B}=(T, g)_{r}$. For $n \in \mathbb{N}$, we define the $n$-th iterative power of $\mathcal{B}$ as the automaton $\mathcal{B}^{[n]}=\left(\left(T^{n}\right)^{\mathbb{Z}}, G^{[n]}\right)$ with local algebra $\mathbb{B}^{[n]}=\left(T^{n}, g^{[n]}\right)_{r}$.


Figure 4.4: Illustration of $g^{[4]}$ for a ternary function $g$.
In this way, the local algebra $\mathbb{B}^{[n]}$ describes exactly $n$ iterations of the CA's local rule while preserving the type of $\mathbb{B}$. Therefore, each local algebra $\mathbb{B}$ of a CA gives rise to a series of algebras of the same type, but operating on "larger scales" in both state space and time:

$$
\mathbb{B}=(T, g)_{r}, \mathbb{B}^{[2]}=\left(T^{2}, g^{[2]}\right)_{r}, \mathbb{B}^{[3]}=\left(T^{3}, g^{[3]}\right)_{r}, \ldots
$$

Definition 24. Let $\mathbf{K}$ be a class of local algebras of a family of CAs with radius $r$. We define the iterative power operator:

$$
\Xi(\mathbf{K})=\left\{\mathbb{A} \mid \exists \mathbb{B} \in \mathbf{K} \text { and } n \in \mathbb{N} \text { such that } \mathbb{A} \cong \mathbb{B}^{[n]}\right\}
$$

In contrast to the operators $\mathrm{H}, \mathrm{S}$, and $\mathrm{P}_{\text {fin }}$ that are algebraic in their nature, $\Xi$ can be viewed as a geometrical transformation of a CA's space-time diagrams. Indeed, the $n$-th iterative power essentially "selects" every $n$-th row of the space-time diagram, and groups the "cells" together into packages of $n$ consecutive cells via the $o_{n}^{-1}$ operator. We can finally proceed to introducing the general algebraic definition of CA simulation.

Definition 25. [CA simulation] Let $\mathcal{A}$ and $\mathcal{B}$ be cellular automata with local algebras $\mathbb{A}=(S, f)_{r}$ and $\mathbb{B}=(T, g)_{r}$ respectively. We say that $\mathcal{B}$ simulates $\mathcal{A}$ if $\mathbb{A} \in \operatorname{HSP}_{\text {fin }} \Xi(\mathbb{B})$; and we write $\mathbb{A} \preceq \mathbb{B}$ or $\mathcal{A} \preceq \mathcal{B}$.

Note that the simulation relation is well-defined only for cellular automata with the same radius. However, whenever we consider an automaton $\mathcal{A}$ with radius $r$, we can also interpret it as a CA with radius $r^{\prime} \in \mathbb{N}$ for any $r^{\prime}>r$ in a natural way. This allows us to compare automata with different radii afterall.

A perhaps more natural definition of simulation would be to require the following properties: First, $\mathcal{A} \preceq \mathcal{B}$ if at least one of the following properties hold:

1. $\mathbb{A} \in \mathrm{S}(\mathbb{B}) ; \mathcal{A}$ is (isomorphic to) a sub-automaton of $\mathcal{B}$.
2. $\mathbb{A} \in H(\mathbb{B}) ; \mathcal{A}$ is (isomorphic to) a quotient automaton of $\mathcal{B}$.
3. $\mathbb{A} \in \Xi(\mathbb{B}) ; \mathcal{A}$ is (isomorphic to) an iterative power of $\mathcal{B}$.
4. $\mathbb{A} \in \mathrm{P}_{\text {fin }}(\mathrm{H}(\mathbb{B}) \cup \mathrm{S}(\mathbb{B}) \cup \Xi(\mathbb{B})) ; \mathcal{A}$ is (isomorphic to) a finite product of automata which are themselves "simulated" by $\mathcal{B}$.

This is well-motivated, since in all these cases, any computation in $\mathcal{A}$ can be easily recovered from a computation in $\mathcal{B}$. But any reasonable definition of simulation also must be transitive. In the following subsection we prove that the transitive closure of the requirements above exactly yields the CA simulation in Definition 25 .

### 4.2.3 Elementary Properties of CA Simulation

Lemma 26. Let $\mathbb{A}$ be a local algebra of a $C A \mathcal{A}$ and let $m, n \in \mathbb{N}$. Then, $\left(\mathbb{A}^{[m]}\right)^{[n]} \cong \mathbb{A}^{[m n]}$.
Proof. Let $\mathcal{A}=\left(S^{\mathbb{Z}}, F\right)$. Then by definition $\mathcal{A}^{[m n]}=\left(\left(S^{m n}\right)^{\mathbb{Z}}, F^{[m n]}\right) ; F^{[m n]}=o_{m n}^{-1} \circ F^{m n} \circ o_{m n}$, where $o_{m n}:\left(S^{m n}\right)^{\mathbb{Z}} \rightarrow S^{\mathbb{Z}}$ is the unpacking map. Similarly, $\left(\mathcal{A}^{[m]}\right)^{[n]}=\left(\left(\left(S^{m}\right)^{n}\right)^{\mathbb{Z}},\left(F^{[m]}\right)^{[n]}\right)$; $\left(F^{[m]}\right)^{[n]}=o_{n}^{-1} \circ\left(o_{m}^{-1} \circ F^{m} \circ o_{m}\right)^{n} \circ o_{n}$, where $o_{m}: S^{m} \rightarrow S$ and $o_{n}:\left(S^{m}\right)^{n} \rightarrow S^{m}$. Let $\varphi: S^{m n} \rightarrow\left(S^{m}\right)^{n}$ be the natural bijection. We will show that its extension $\bar{\varphi}$ satisfies $\bar{\varphi}^{-1} \circ\left(F^{[m]}\right)^{[n]} \circ \bar{\varphi}=F^{[m n]}$. Then, Observation 17 already implies that the corresponding local algebras are isomorphic. It is easy to verify that $o_{m} \circ o_{n} \circ \bar{\varphi}=o_{m n}$. Then:

$$
\begin{aligned}
\bar{\varphi}^{-1} \circ\left(F^{[m]}\right)^{[n]} \circ \bar{\varphi} & =\bar{\varphi}^{-1} \circ o_{n}^{-1} \circ\left(o_{m}^{-1} \circ F^{m} \circ o_{m}\right)^{n} \circ o_{n} \circ \bar{\varphi} \\
& =\bar{\varphi}^{-1} \circ o_{n}^{-1} \circ o_{m}^{-1} \circ F^{m n} \circ o_{m} \circ o_{n} \circ \bar{\varphi} \\
& =o_{m n}^{-1} \circ F^{m n} \circ o_{m n}=F^{[m n]} .
\end{aligned}
$$

Lemma 27. Let $\mathbb{A}_{1}, \ldots, \mathbb{A}_{k}$ be local algebras of some $C A s$ with radius $r$ and let $n \in \mathbb{N}$. Then $\left(\mathbb{A}_{1} \times \cdots \times \mathbb{A}_{k}\right)^{[n]} \cong \mathbb{A}_{1}^{[n]} \times \cdots \times \mathbb{A}_{k}^{[n]}$.

Proof. Let $\mathbb{A}_{i}=\left(S_{i}, f_{i}\right)_{r}$ for $1 \leq i \leq k$. Similarly to Lemma 26, it is a straightforward, yet technical verification that the natural bijection $\varphi:\left(S_{1} \times \cdots \times S_{k}\right)^{n} \rightarrow S_{1}^{n} \times \cdots \times S_{k}^{n}$ is an isomorphism witnessing that $\left(\mathbb{A}_{1} \times \cdots \times \mathbb{A}_{k}\right)^{[n]} \cong \mathbb{A}_{1}^{[n]} \times \cdots \times \mathbb{A}_{k}^{[n]}$.

Proposition 28. Let $\mathbf{K}$ be the class of local algebras of some class of CAs with radius r. Then, $\operatorname{HSP}_{\text {fin }} \Xi(\mathbf{K})$ is already closed under the operators $\mathrm{H}, \mathrm{S}, \mathrm{P}_{\text {fin }}$, and $\Xi$.

Proof. Let $\mathbf{K}^{\prime}$ be an arbitrary class of local algebras of the same type. It is a well-known result from universal algebra [17] that:

$$
\begin{aligned}
& \mathrm{HH}\left(\mathbf{K}^{\prime}\right)=\mathrm{H}\left(\mathbf{K}^{\prime}\right), \quad \mathrm{SS}\left(\mathbf{K}^{\prime}\right) \quad=\mathrm{S}\left(\mathbf{K}^{\prime}\right), \quad \mathrm{P}_{\text {fin }} \mathrm{P}_{\text {fin }}\left(\mathbf{K}^{\prime}\right)=\mathrm{P}_{\text {fin }}\left(\mathbf{K}^{\prime}\right) \\
& \mathrm{SH}\left(\mathbf{K}^{\prime}\right) \subseteq \mathrm{HS}\left(\mathbf{K}^{\prime}\right), \quad \mathrm{P}_{\mathrm{fin}} \mathrm{H}\left(\mathbf{K}^{\prime}\right) \subseteq \mathrm{HP}_{\text {fin }}\left(\mathbf{K}^{\prime}\right), \\
& \mathrm{P}_{\mathrm{fin}} \mathrm{~S}\left(\mathbf{K}^{\prime}\right) \subseteq \mathrm{SP}_{\mathrm{fin}}\left(\mathbf{K}^{\prime}\right) .
\end{aligned}
$$

Moreover, Lemma 26 implies $\Xi \Xi\left(\mathbf{K}^{\prime}\right)=\Xi\left(\mathbf{K}^{\prime}\right)$ and Lemma 27 yields $\Xi \mathrm{P}_{\text {fin }}\left(\mathbf{K}^{\prime}\right) \subseteq \mathrm{P}_{\text {fin }} \Xi\left(\mathbf{K}^{\prime}\right)$. Further, in [98, Lemma 2] the authors showed: If $\mathbb{A} \in S(\mathbb{B})$ for any local algebras $\mathbb{A}, \mathbb{B}$ of the same type, then $\mathbb{A}^{[n]} \in \mathrm{S}\left(\mathbb{B}^{[n]}\right)$ for every $n \in \mathbb{N}$. Thus, $\Xi \mathrm{S}\left(\mathbf{K}^{\prime}\right) \subseteq \mathrm{S} \Xi\left(\mathbf{K}^{\prime}\right)$. In [35], the authors outline the proof of $\Xi \mathrm{H}\left(\mathbf{K}^{\prime}\right) \subseteq \mathrm{H} \Xi\left(\mathbf{K}^{\prime}\right)$. We give an explicit proof here.

Let $\mathbb{A}=(S, f)_{r}$ and $\mathbb{B}=(T, g)_{r}$ be such that $\mathbb{A} \in \mathrm{H}(\mathbb{B})$ and let $n \in \mathbb{N}$. We show that $\mathbb{A}^{[n]} \in \mathrm{H}\left(\mathbb{B}^{[n]}\right)$. Since $\mathbb{A} \in \mathrm{H}(\mathbb{B})$, there is some surjective homomorphism $\varphi: T \rightarrow S$ of the local algebras. We extend it to a surjective mapping $\psi: T^{n} \rightarrow S^{n}$ simply by putting $\psi(\mathbf{x})_{i}=\varphi\left(x_{i}\right)$ for any $\mathbf{x} \in T^{n}$ and $i \in\{1, \ldots, n\}$. Now it remains to verify that $\psi: \mathbb{A}^{[n]} \rightarrow \mathbb{B}^{[n]}$ is a surjective homomorphism of the algebras. First, let $m \geq 2 r+1$ and $x_{1}, \ldots, x_{m} \in T$. We show that $\widetilde{f}\left(\widetilde{\varphi}\left(x_{1} \cdots x_{m}\right)\right)=\widetilde{\varphi}\left(\widetilde{g}\left(x_{1} \cdots x_{m}\right)\right)$. Clearly, for every $r \leq i \leq m-r$, it holds that $\widetilde{f}\left(\widetilde{\varphi}\left(x_{1} \cdots x_{m}\right)\right)_{i}=f\left(\varphi\left(x_{i-r}\right) \cdots \varphi\left(x_{i+r}\right)\right)=\varphi\left(g\left(x_{i-r}, \ldots, x_{i+r}\right)\right)=\widetilde{\varphi}\left(\widetilde{g}\left(x_{1} \cdots x_{m}\right)\right)_{i}$. Further, by induction we obtain that for every $n \in \mathbb{N}$ and every sequence $x_{1}, \ldots, x_{m} \in T, m \geq 2 n r+1$, it holds that $\tilde{f}^{n}\left(\widetilde{\varphi}\left(x_{1} \cdots x_{m}\right)\right)=\widetilde{\varphi}\left(\tilde{g}^{n}\left(x_{1} \cdots x_{m}\right)\right)$. Next, let $\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r} \in T^{n}$. We have:

$$
f^{[n]}\left(\psi\left(\mathbf{x}_{-r}\right), \ldots, \psi\left(\mathbf{x}_{r}\right)\right)=\tilde{f}^{n}\left(\widetilde{\varphi}\left(\mathbf{x}_{-r} \cdots \mathbf{x}_{r}\right)\right)=\widetilde{\varphi}\left(\widetilde{g}^{n}\left(\mathbf{x}_{-r} \cdots \mathbf{x}_{r}\right)\right)=\psi\left(g^{[n]}\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right)\right) .
$$

Thus, indeed, $\psi: T^{n} \rightarrow S^{n}$ is a surjective homomorphism of algebras $\mathbb{A}^{[n]}$ and $\mathbb{B}^{[n]}$, and $\mathbb{A}^{[n]} \in \mathrm{H}\left(\mathbb{B}^{[n]}\right)$. This already implies that $\Xi \mathrm{H}\left(\mathbf{K}^{\prime}\right) \subseteq \mathrm{H} \Xi\left(\mathbf{K}^{\prime}\right)$.

Now we are ready to finish the proof that $\operatorname{HSP}_{\text {fin }} \Xi(\mathbf{K})$ is already closed under $\mathrm{H}, \mathrm{S}, \mathrm{P}_{\mathrm{fin}}$, and $\Xi$. We show this for the operator $\Xi$ :

$$
\Xi \mathrm{HSP}_{\mathrm{fin}} \Xi(\mathbf{K}) \subseteq \mathrm{H} \Xi \mathrm{SP}_{\mathrm{fin}} \Xi(\mathbf{K}) \subseteq \mathrm{HS}_{\mathrm{P}} \mathrm{P} \operatorname{fin} \Xi(\mathbf{K}) \subseteq \operatorname{HSP}_{\mathrm{fin}} \Xi \Xi(\mathbf{K})=\mathrm{HSP}_{\mathrm{fin}} \Xi(\mathbf{K})
$$

where the first inclusion uses that $\Xi \mathrm{H}\left(\mathbf{K}^{\prime}\right) \subseteq \mathrm{H} \Xi\left(\mathbf{K}^{\prime}\right)$ for $\mathbf{K}^{\prime}=\mathrm{SP}_{\text {fin }} \Xi(\mathbf{K})$ and the subsequent inclusions follow similar logic. For the other operators, the proof is analogous and takes less than one line, using the results summarized above.

Corollary 29. The CA simulation relation $\preceq$ is reflexive and transitive; i.e., it forms a preorder.
Proof. The reflexivity of $\preceq$ is clear. We briefly discuss the transitivity. Let $\mathbb{A}, \mathbb{B}, \mathbb{C}$ be local algebras of CAs all with radius $r \in \mathbb{N}$ such that $\mathbb{A} \preceq \mathbb{B}$ and $\mathbb{B} \preceq \mathbb{C}$. By definition, $\mathbb{A} \in \operatorname{HSP}_{\text {fin }} \Xi(\mathbb{B})$ and $\mathbb{B} \in \operatorname{HSP}_{\text {fin }} \Xi(\mathbb{C})$. Thus, $\mathbb{A} \in \operatorname{HSP}_{\text {fin }} \Xi(\mathbb{B}) \subseteq \operatorname{HSP}_{\text {fin }} \Xi \operatorname{HSP}_{\text {fin }} \Xi(\mathbb{C})=\operatorname{HSP}_{\text {fin }} \Xi(\mathbb{C})$ where the last equality holds due to Proposition 28 . Hence, $\mathbb{A} \preceq \mathbb{C}$.

Definition 30. Let $r \in \mathbb{N}$. We define $\operatorname{SING}_{r}$ to be the class of local algebras of the form $(S, f)_{r}$ where $|S|=1$.

Clearly, any two local algebras in $\operatorname{SING}_{r}$ are isomorphic. Moreover, let $\mathbb{A} \in \operatorname{SING}_{r}$, and consider any local algebra $\mathbb{B}=(S, f)_{r}$ of a CA. Then, $\mathbb{A} \preceq \mathbb{B}$ since $\mathbb{A} \in \mathrm{H}(\mathbb{B})$. Thus, SING $_{r}$ forms the minimum element within the class of all 1D CAs with radius $r$.

We note that our definition of CA simulation combines all classical algebraic operators that preserve the finiteness of the algebras. This has the following advantage, which emphasizes the connection to the field of universal algebra: For any class of local algebras $\mathbf{K}$ of CAs with radius $r, \operatorname{HSP}_{\text {fin }} \Xi(\mathbf{K})$ forms a so-called pseudovariety. Thus, as shown in [42], $\operatorname{HSP}_{\text {fin }} \Xi(\mathbf{K})$ can be characterized by a sequence of equations. Finding such equation sequences for different classes of CAs can provide important insight into the structure of the simulation relation and is an interesting line of future work.

### 4.3 Introducing Additive and Affine Automata

Additive automata are a much-studied class of CAs. Studying the automata simulated by them leads naturally to a broader class of affine automata, which we now introduce.

Definition 31 (affine CA, additive CA). Let $\mathbb{F}$ be a finite field, $V$ a finite-dimensional vector space over $\mathbb{F}$, and let $\mathcal{A}=\left(V^{\mathbb{Z}}, F\right)$ be a CA with local algebra $(V, f)_{r}$. We say that $\mathbb{A}($ or $\mathcal{A})$ is affine over $\mathbb{F}$ if $f: V^{2 r+1} \rightarrow V$ is an affine mapping between vector spaces over $\mathbb{F}$. In such a case, we can write $f$ in the following form:

$$
\begin{equation*}
f\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right)=f_{-r}\left(\mathbf{x}_{-r}\right)+\cdots+f_{r}\left(\mathbf{x}_{r}\right)+\mathbf{c} \tag{4.2}
\end{equation*}
$$

where $f_{i}: V \rightarrow V$ is a linear mapping for each $-r \leq i \leq r$ and $\mathbf{c} \in V$ is a constant vector. The mapping $f_{i}$ is called the $i$-th component of $f$. The class of all local algebras isomorphic to some affine local algebra over $\mathbb{F}$ with radius $r$ is denoted as $\mathrm{AFF}_{r}^{\mathbb{F}}$.

In the special case when $f: V^{2 r+1} \rightarrow V$ is a linear mapping between vector spaces over $\mathbb{F}$, we say that $\mathbb{A}($ or $\mathcal{A})$ is additive over $\mathbb{F}$. In such a case, we can write $f$ as in (4.2) with $\mathbf{c}=\mathbf{0}$. We denote the class of all local algebras isomorphic to some local algebra additive over $\mathbb{F}$ with radius $r$ as $\mathrm{ADD}_{r}^{\mathbb{F}}$. We say that $\mathbb{A}$ is canonical additive (or affine) if it is additive (or affine) over $\mathbb{F}_{p}$ for some prime $p$ and $V=\mathbb{F}_{p}$.
Example 32. Let $\left(\mathbb{F}_{2}^{\mathbb{Z}}, F\right)$ be the elementary CA 150 with local algebra $\mathbb{A}=\left(\mathbb{F}_{2}, f\right)_{1}$ where $f: \mathbb{F}_{2}^{3} \rightarrow \mathbb{F}_{2}$ is defined as $f(x, y, z)=x+y+z \bmod 2$. Then, $\mathbb{A}$ is a CA additive over $\mathbb{F}_{2}$; in fact, it is canonical additive.

Automata additive over finite fields of the form $\mathbb{F}_{p}, p$ prime, have been widely studied. In fact, they form one of the few classes of cellular automata that are amenable to algebraic analysis which yields rigorous results about their global dynamics. To name a few important results not directly related to CA simulation, the properties of the additive CAs' global dynamics have been carefully analysed in the seminal work [96] and consequently in [3, 54, 70, 145]. We remark that additive automata are sometimes also called linear in the literature.

The class of affine automata is a natural generalization of additive CAs that occurs when we study sub-automata of additive CAs. As shown further in the next section, it is the case that sub-automata of additive CAs need not be additive but are in general affine. To get acquainted with the two notions, we start with a simple lemma and an example.

Lemma 33. Let $\mathbb{F}$ be a finite field and $r \in \mathbb{N}$. Let $\mathbb{A}=(V, f)_{r}$ be such that $\mathbb{A} \in \operatorname{AFF}_{r}^{\mathbb{F}}$. Then, $\mathbb{A} \in \mathrm{ADD}_{r}^{\mathbb{F}}$ if and only if there exists an idempotent element of $f$; i.e., there exists $\mathbf{v} \in V$ such that $f(\mathbf{v}, \ldots, \mathbf{v})=\mathbf{v}$.
Proof. Each additive CA has $\mathbf{0}$ as an idempotent element. In the other direction, let $\mathbb{A}=(V, f)_{r}$ be such that $\mathbb{A} \in \operatorname{AFF}_{r}^{\mathbb{F}}$, and suppose that $\mathbf{v} \in V$ is an idempotent of $f$. Let $f_{-r}, \ldots, f_{r}$ be the components of $f$. We define the bijection $\varphi: V \rightarrow V$ as $\varphi(\mathbf{v}+\mathbf{x})=\mathbf{x}$ for every $\mathbf{x} \in V$. Next, we define $g: V^{2 r+1} \rightarrow V$ as $g\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right):=\sum_{i=-r}^{r} f_{i}\left(\mathbf{x}_{i}\right)$. Then, the CA with local algebra $(V, g)_{r}$ is additive, and it is straightforward to verify that $(V, f)_{r} \cong(V, g)_{r}$ via $\varphi$; indeed, for any $\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}$ we have:

$$
\begin{aligned}
\varphi\left(f\left(\mathbf{x}_{-r}+\mathbf{v}, \ldots, \mathbf{x}_{r}+\mathbf{v}\right)\right) & =\varphi\left(f(\mathbf{v}, \ldots, \mathbf{v})+\sum_{i=-r}^{r} f_{i}\left(\mathbf{x}_{i}\right)\right)=\sum_{i=-r}^{r} f_{i}\left(\mathbf{x}_{i}\right)= \\
& =\sum_{i=-r}^{r} f_{i}\left(\varphi\left(\mathbf{x}_{i}+\mathbf{v}\right)\right)=g\left(\varphi\left(\mathbf{x}_{-r}+\mathbf{v}\right), \ldots, \varphi\left(\mathbf{x}_{r}+\mathbf{v}\right)\right) .
\end{aligned}
$$

Example 34. $\mathrm{ADD}_{1}^{\mathbb{F}_{2}} \subsetneq \mathrm{AFF}_{1}^{\mathbb{F}_{2}}$. An example of an affine CA that is not isomorphic to any additive one is the elementary CA 105 with local algebra $\left(\mathbb{F}_{2}, f\right)_{1}$ where $f(x, y, z)=$ $(x+y+z+1) \bmod 2$ for any $x, y, z \in \mathbb{F}_{2}$. It is clear that neither 0 nor 1 are idempotent elements of $f$.

Many of the results presented in this paper hold for affine CAs with at least two components that are bijections. A special case of such rules are the left- or right-permutive $C A s$ that are well studied in the literature [81]. Below, we define the left- and right-permutivity for affine automata in a slightly more general way compared to the classical definition to account for the fact that we only study cellular automata with a symmetrical neighbourhood given by a particular radius.

Definition 35. Let $\mathbb{A}=(V, f)_{r}$ be an affine local algebra of a CA with radius $r$ whose local rule $f$ has components $f_{-r}, \ldots, f_{r}$. We say that $\mathbb{A}$ satisfies the bijective condition if at least two of the components are bijections. We say that $\mathbb{A}$ is left-permutive, witnessed by $i$, if there exists $-r \leq i \leq r$ such that $f_{i}$ is a bijection and $f_{k}$ is the constant $\mathbf{0}$ mapping for all $k<i$. Similarly, $\mathbb{A}$ is right-permutive, witnessed by $j$, if there exists $-r \leq j \leq r$ such that $f_{j}$ is a bijection and $f_{k}$ is the constant $\mathbf{0}$ mapping for all $k>j$.

We write that $\mathbb{A} \in \mathrm{AFF}_{r ; i, j}^{\mathbb{F}}$ if $\mathbb{A} \in \mathrm{AFF}_{r}^{\mathbb{F}}$ and at the same time $\mathbb{A}$ is left-permutive witnessed by $i$ and right-permutive witnessed by $j, i<j$. Clearly, all such algebras satisfy the bijective condition. Analogously, we define the subclass $\mathrm{ADD}_{r ; i, j}^{\mathbb{F}}$.

Now we can state the main result of this paper that we prove in Section 4.4:
Theorem 36. Let $p$ be a prime, $r \in \mathbb{N}$, and $-r \leq i<j \leq r$. Let $\mathbb{A}$, $\mathbb{B}$ be local algebras of cellular automata with radius $r$ such that $\mathbb{B} \in \mathrm{AFF}_{r ; i, j}^{\overline{\mathbb{F}}_{p}}$. If $\mathbb{A} \preceq \mathbb{B}$, then $\mathbb{A} \in \mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}}$.

### 4.3.1 Related Work on CA Simulation

In their seminal work [98, Mazoyer and Rapaport study the properties of a strongly related notion of CA simulation based on iterative powers and sub-automata. In 97, they specifically focus on showing that a particular class of canonical additive CAs is limited in terms of what it can simulate. Subsequently, their work was continued in [34], where the authors introduce a generalized version of the iterative powers of CAs that we denote here by $\widetilde{\Xi}$ for clarity. Informally, $\widetilde{\Xi}$ allows for much more general geometrical transformations of the CA space-time diagrams. Whereas $\Xi$ is based on grouping together blocks of consecutive "cells" via the operators $o_{n}$, $\widetilde{\Xi}$ allows for groupings of much more general patterns, as well as, e.g., shifts of the CA's configuration space. In their subsequent work [35], the same authors introduce various notions of CA simulation; the most general one is roughly defined below.

Definition 37 (CA Simulation: Delorme, Mazoyer, Ollinger, Theyssier [35]). Let $\mathcal{A}$ and $\mathcal{B}$ be two 1 D CAs both with radius $r \in \mathbb{N}$. For their local algebras, we write $\mathbb{A} \preceq_{\mathrm{m}} \mathbb{B}$ if $\widetilde{\Xi}(\mathbb{A}) \cap \operatorname{HS} \widetilde{\Xi}(\mathbb{B}) \neq \emptyset$.

Both lines of work ([97, 98] and [34, 35]) analyse various important properties of the different CA simulations. This includes studying the simulation limitations of a special family of additive automata, namely those with local algebras of the form $\mathcal{Z}_{p}=\left(\mathbb{F}_{p}, f\right)_{1}$ where $f(x, y, z)=(x+y+z) \bmod p$. Their negative result is that whenever $p \neq q$, one has $\mathcal{Z}_{p} \not \varliminf_{\mathrm{m}} \mathcal{Z}_{q}$. The authors use two observations:

1. Let $\mathbb{A}, \mathbb{B}$ be local algebras of $C A s$ with radius $r$. Then, $\widetilde{\Xi}(\mathbb{A}) \cap \operatorname{HS} \widetilde{\Xi}(\mathbb{B}) \neq \emptyset$ if and only if $\widetilde{\Xi}(\mathbb{A}) \cap \operatorname{HS} \Xi(\mathbb{B}) \neq \emptyset$.
2. Let $\mathbb{A}$ be a local algebra of a CA with $p$ states. Then the algebras in $\widetilde{\Xi}(\mathbb{A})$ have $p^{k}$ states, $k \geq 1$.

Given the observations, the authors reduce the problem of showing $\mathcal{Z}_{p} \not \varliminf_{\mathrm{m}} \mathcal{Z}_{q}$ for $p \neq q$ to proving that any algebra in $\operatorname{HS} \Xi\left(\mathcal{Z}_{q}\right)$ has $q^{l}$ elements for some $l \geq 0$. Assuming this extra piece of knowledge, comparing the sizes of algebras in $\operatorname{HS} \Xi\left(\mathcal{Z}_{q}\right)$ and in $\widetilde{\Xi}\left(\mathcal{Z}_{p}\right)$ already implies the negative result, as $p^{k} \neq q^{l}$ for $k \geq 1, l \geq 0$.

The crucial information about possible sizes of algebras in $\operatorname{HS} \Xi\left(\mathcal{Z}_{q}\right)$ follows immediately from our results. (This is not surprising, since Theorem 36 provides a lot of information about the structure of these algebras.) Indeed: For every prime $q$, clearly $\mathcal{Z}_{q} \in \operatorname{ADD}_{1 ;-1,1}^{\mathbb{F}_{q}}$. By Theorem 36, any local algebra in $\operatorname{HS\Xi }\left(\mathcal{Z}_{q}\right)$ belongs to $\operatorname{AFF}_{1 ;-1,1}^{\mathbb{F}_{q}}$; therefore it has an underlying structure of a vector space over $\mathbb{F}_{q}$ and hence, it has $q^{l}$ elements.

### 4.4 Simulation Limitations of Additive and Affine Automata

In this section, we prove Theorem 36. In more detail, we will show that for any finite field $\mathbb{F}_{p}, p$ prime, any $r \in \mathbb{N}$, and any $-r \leq i<j \leq r$, it holds that:

$$
\begin{align*}
\operatorname{HSP}_{\text {fin }} \Xi\left(\mathrm{AFF}_{r, i, j}^{\mathbb{F}_{p}}\right) & =\mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}},  \tag{4.3}\\
\mathrm{HSP}_{\text {fin }} \Xi\left(\mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}\right) & =\mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}} . \tag{4.4}
\end{align*}
$$

Theorem 36 is then a direct consequence of 4.3 . Concretely, we will show this result by studying how the operators $\Xi, \mathrm{P}_{\text {fin }}, \mathrm{S}$, and H change the sets $\mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}}$ and $\mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$.

Lemma 38. Let $\mathbb{A}$ be a local algebra of a $C A$ that is affine (or additive) over a finite field $\mathbb{F}$ and let $n \in \mathbb{N}$. Then $\mathbb{A}^{[n]}$ is again affine (or additive) over $\mathbb{F}$.

Proof. Let $\mathbb{A}=(V, f)_{r}$ where $f$ has linear components $f_{-r}, \ldots, f_{r}$ and $f\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right)=$ $f_{-r}\left(\mathbf{x}_{-r}\right)+\cdots+f_{r}\left(\mathbf{x}_{r}\right)+\mathbf{c}$ for some constant $\mathbf{c} \in V ; \mathbf{x}_{-r}, \ldots, \mathbf{x}_{r} \in V$. We put $g\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right):=$ $f\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right)-\mathbf{c}$ and $\mathbb{B}:=(V, g)_{r}$. Clearly, $\mathbb{B}$ is additive over $\mathbb{F}$. Let $n \in \mathbb{N}$; we first show that $\mathbb{B}^{[n]}$ is also additive. It is straightforward to verify that for each $k \geq 2 r+1,\left.\widetilde{g}\right|_{V^{k}}: V^{k} \rightarrow V^{k-2 r}$ is a linear mapping of vector spaces. Thus, since composition of linear mappings is linear, we have that $\left.\widetilde{g}^{n}\right|_{V^{n(2 r+1)}}: V^{n(2 r+1)} \rightarrow V^{n}$ is also linear. It is then a straightforward yet slightly technical step to verify that $g^{[n]}$ is a linear mapping and thus, that $\mathbb{B}^{[n]}$ is additive over $\mathbb{F}$.

Next, we observe that $\widetilde{f}\left(\mathbf{x}_{1} \cdots \mathbf{x}_{k}\right)=\widetilde{g}\left(\mathbf{x}_{1} \cdots \mathbf{x}_{k}\right)+\underbrace{\mathbf{c c} \cdots \mathbf{c}}_{k-2 r \times}$ and that $\widetilde{f}\left(\left(\mathbf{x}_{1} \cdots \mathbf{x}_{k}\right)+\right.$ $\left.\left(\mathbf{y}_{1} \cdots \mathbf{y}_{k}\right)\right)=\widetilde{g}\left(\mathbf{x}_{1} \cdots \mathbf{x}_{k}\right)+\widetilde{f}\left(\mathbf{y}_{1} \cdots \mathbf{y}_{k}\right)$ for any $k \geq 2 r+1$ and any $\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}, \mathbf{y}_{1}, \ldots, \mathbf{y}_{k} \in V$. Combining these two facts, it is straightforward to verify by induction on $n$ that for any $k \geq 2 n r+1$

$$
\tilde{f}^{n}\left(\mathbf{x}_{1} \cdots \mathbf{x}_{k}\right)=\tilde{g}^{n}\left(\mathbf{x}_{1} \cdots \mathbf{x}_{k}\right)+\tilde{f}^{n-1}(\underbrace{\mathbf{c} \mathbf{c} \cdots \mathbf{c} \mathbf{c}}_{k-2 r \times})
$$

for each $\mathbf{x}_{1}, \ldots, \mathbf{x}_{k} \in V$. For $k=n(2 r+1)$ we get that $f^{[n]}(\cdot)=g^{[n]}(\cdot)+\mathbf{d}$ for a constant $\mathbf{d} \in V^{n}$ and thus, that $\mathbb{A}^{[n]}$ is affine over $\mathbb{F}$.

Lemma 39. Let $\mathbb{A}$ be a local algebra of a $C A$ affine over $\mathbb{F}$. If $\mathbb{A}$ is left-permutive witnessed by $i$ then for each $n \in \mathbb{N}, \mathbb{A}^{[n]}$ is also left-permutive witnessed by $i$. Analogous property holds for right-permutive local algebras.

Proof. This is a straightforward generalization of Lemma 3 from [97].
We note that the notion of left and right-permutivity can be defined for arbitrary CAs, not just for affine ones. In such a case, the statement in Lemma 39 can be generalized to the broader definition as the proof does not rely in any fundamental way on the fact that the CA's local rule is affine.

Corollary 40. Let $\mathbb{F}$ be an arbitrary finite field, $r \in \mathbb{N}$, and $-r \leq i<j \leq r$. Then:

$$
\begin{aligned}
\Xi\left(\mathrm{AFF}_{r}^{\mathbb{F}}\right) & =\mathrm{AFF}_{r}^{\mathbb{F}}, & \Xi\left(\mathrm{ADD}_{r}^{\mathbb{F}}\right) & =\mathrm{ADD}_{r}^{\mathbb{F}} \\
\Xi\left(\mathrm{AFF}_{r ; i, j}^{\mathbb{F}}\right) & =\mathrm{AFF}_{r ; i, j}^{\mathbb{F}}, & \Xi\left(\mathrm{ADD}_{r ; i, j}^{\mathbb{F}}\right) & =\mathrm{ADD}_{r ; i, j}^{\mathbb{F}}
\end{aligned}
$$

Observation 41. Let $\mathbb{A}_{1}, \ldots, \mathbb{A}_{k}$ be local algebras of $C A s$ with radius $r$ that are affine (or additive) over a finite field $\mathbb{F}$. Then, $\mathbb{A}=\mathbb{A}_{1} \times \cdots \times \mathbb{A}_{k}$ is again affine (or additive) over $\mathbb{F}$. Moreover, let $-r \leq i<j \leq r$. If the algebras $\mathbb{A}_{1}, \ldots, \mathbb{A}_{k}$ all have their $i$-th and $j$-th components bijective, then so does $\mathbb{A}$.

Corollary 42. Let $\mathbb{F}$ be an arbitrary finite field, $r \in \mathbb{N}$, and $-r \leq i<j \leq r$. It holds that:

$$
\begin{aligned}
\mathrm{P}_{\text {fin }}\left(\mathrm{AFF}_{r}^{\mathbb{F}}\right) & =\mathrm{AFF}_{r}^{\mathbb{F}}, & \mathrm{P}_{\text {fin }}\left(\mathrm{ADD}_{r}^{\mathbb{F}}\right) & =\mathrm{ADD}_{r}^{\mathbb{F}} \\
\mathrm{P}_{\text {fin }}\left(\mathrm{AFF}_{r ; i, j}^{\mathbb{F}}\right) & =\mathrm{AFF}_{r ; i, j}^{\mathbb{F}}, & \mathrm{P}_{\text {fin }}\left(\mathrm{ADD}_{r ; i, j}^{\mathbb{F}}\right) & =\mathrm{ADD}_{r ; i, j}^{\mathbb{F}}
\end{aligned}
$$

Thus, we have shown that both the operators $\Xi$ and $\mathrm{P}_{\text {fin }}$ preserve the class of $\mathrm{AFF}_{r ; i, j}^{\mathbb{P}}$ for each finite field $\mathbb{F}$, each radius $r \in \mathbb{N}$, and each $-r \leq i<j \leq r$. Below, we show similar results for the operators $S$ and $H$ under the assumption that the affine automata satisfy the bijective condition. In what follows, $p$ always denotes a prime number.

### 4.4.1 Sub-automata of affine CAs

In this section, we study the operator $S$ on the class of affine automata. Compared to the part about $\mathrm{P}_{\text {fin }}$ and $\Xi$, our results need more assumptions: We only work over the prime fields $\mathbb{F}_{p}$ and we require the bijective condition (see Definition 35). The importance of the assumptions is illustrated in Example 51 where we exhibit an affine CA violating the bijective condition that contains a sub-automaton that is not affine.

We start by noticing that certain invariant subspaces produce a natural family of subautomata.

Observation 43. Let $\mathbb{B}=(V, f)_{r}$ be the local algebra of a $C A$ affine over $\mathbb{F}_{p}$. Suppose that $W \leq V$ is a subspace invariant under all components of $f$ and that $\mathbf{v} \in V$ satisfies $f(\mathbf{v}, \ldots, \mathbf{v}) \in \mathbf{v}+W$. Then $\mathbb{A}=\left(\mathbf{v}+W,\left.f\right|_{(\mathbf{v}+W)^{2 r+1}}\right)_{r}$ belongs to $S(\mathbb{B})$.

Assuming the bijective condition, the observation can be turned into an equivalence - every sub-automaton is of the simple form described above.

Proposition 44. Let $\mathcal{B}$ be a $C A$ with local algebra $\mathbb{B}=(V, f)_{r}$ that is affine over $\mathbb{F}_{p}$ and satisfies the bijective condition. Let $\mathcal{A}$ be a sub-automaton of $\mathcal{B}$ with the local algebra $\mathbb{A}=\left(U,\left.f\right|_{U^{2 r+1}}\right)_{r}$. Then, $U=\mathbf{v}+W$ for a subspace $W \leq V$ invariant under all components of $f$ and $\mathbf{v} \in \mathbf{V}$ such that $f(\mathbf{v}, \ldots, \mathbf{v}) \in \mathbf{v}+W$.

Proof. Let $f_{-r}, \ldots, f_{r}$ be the components of $f$ and $f\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right)=\sum_{i=-r}^{r} f_{i}\left(\mathbf{x}_{i}\right)+\mathbf{c}$ for some $\mathbf{c} \in V$. Let us fix $-r \leq i<j \leq r$ such that $f_{i}$ and $f_{j}$ are bijections. We put $U_{i}:=f_{i}(U) \subseteq V$ and $U_{j}:=f_{j}(U) \subseteq V$ and we note that $\left|U_{i}\right|=\left|U_{j}\right|=|U|=: k$. We first show that both $U_{i}$ and $U_{j}$ are affine subspaces of $V$. We have that:

$$
k=|U| \geq|f(U, \ldots, U)|=\left|f_{-r}(U)+\cdots+f_{r}(U)\right| \geq\left|f_{i}(U)+f_{j}(U)\right|=\left|U_{i}+U_{j}\right| \geq\left|U_{i}\right|=k
$$

Thus, we also have $\left|U_{i}+U_{j}\right|=k$. Let $\mathbf{u}_{i} \in U_{i}$ and $\mathbf{u}_{j} \in U_{j}$. We put $W_{i}:=U_{i}-\mathbf{u}_{i}$ and $W_{j}:=U_{j}-\mathbf{u}_{j}$. Then clearly $\mathbf{0} \in W_{i}$ and $\mathbf{0} \in W_{j}$ and moreover, since translations do not change the set sizes, $\left|W_{i}\right|=\left|W_{j}\right|=\left|W_{i}+W_{j}\right|=k$. Hence, $W_{i}+W_{j}$ is equal to some set $W$ and $W \supseteq W_{i}+\mathbf{0}=W_{i}$. Since $W_{i}$ has the same size as $W$, this yields $W_{i}=W$. Analogously, we have $W_{j}=W$ and thus $W=W_{i}=W_{j}=W_{i}+W_{j}=W+W$. This proves that $W$ is closed under addition, which is over $\mathbb{F}_{p}$ sufficient to make it a vector subspace of $V$. Finally, $U_{i}=\mathbf{u}_{i}+W$ and $U_{j}=\mathbf{u}_{j}+W$ are both affine subspaces of $V$, one being just a translation of the other.

Now, pick any $\mathbf{u} \in U$ and put $\mathbf{v}:=\left(\sum_{l=-r}^{r} f_{l}(\mathbf{u})\right)-f_{i}(\mathbf{u})+\mathbf{u}_{i}+\mathbf{c}$. Then:

$$
U \supseteq f(U, \ldots, U) \supseteq f_{-r}(\mathbf{u})+\cdots+f_{i-1}(\mathbf{u})+U_{i}+f_{i+1}(\mathbf{u})+\cdots+f_{r}(\mathbf{u})+\mathbf{c}=\mathbf{v}+W
$$

Since $|U|=|W|$, we get $U=\mathbf{v}+W$.
It is left to show that the subspace $W$ is invariant under all components of $f$. For any fixed $k$ with $-r \leq k \leq r$, we show that $f_{k}(W) \leq W$ :

$$
\mathbf{v}+W \supseteq f(\mathbf{v}+W, \ldots, \mathbf{v}+W)=f(\mathbf{v}, \ldots, \mathbf{v})+f_{-r}(W)+\cdots+f_{r}(W) \supseteq f(\mathbf{v}, \ldots, \mathbf{v})+f_{k}(W)
$$

Since $f_{k}(W)$ is a subspace, this immediately yields $f(\mathbf{v}, \ldots, \mathbf{v}) \in \mathbf{v}+W$ as well as $f_{k}(W) \leq W$, which concludes the proof.

At this point, it remains to show that the sub-automaton $\mathbb{A}=\left(\mathbf{v}+W,\left.f\right|_{(\mathbf{v}+W)^{2 r+1}}\right)_{r}$ from the previous proposition is indeed isomorphic to an affine automaton (whose states must form a vector space, not an affine subspace).

Corollary 45. Let $r \in \mathbb{N},-r \leq i<j \leq r$. It holds that $\mathrm{S}\left(\mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}}\right)=\mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}}$.
Proof. Take a $\mathbb{B}=(V, f)_{r} \in \mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}}$, and consider any $\mathbb{A} \in \mathrm{S}(\mathbb{B})$. From Proposition 44 , we already know that $\mathbb{A}$ is of the form $\mathbb{A}=\left(\mathbf{v}+W,\left.f\right|_{(\mathbf{v}+W)^{2 r+1}}\right)_{r}$ where $W \leq V$ is a subspace invariant under all components of $f, \mathbf{v} \in V$, and $f(\mathbf{v}, \ldots, \mathbf{v}) \in \mathbf{v}+W$. We need to construct a local algebra $\mathbb{A}^{\prime}$ affine over $\mathbb{F}_{p}$ such that $\mathbb{A} \cong \mathbb{A}^{\prime}$.

There is a $\mathbf{w} \in W$ such that $f(\mathbf{v}, \ldots, \mathbf{v})=\mathbf{v}+\mathbf{w}$. We define $\mathbb{A}^{\prime}=(W, g)_{r}$ where for any $\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r} \in W, g\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right):=\sum_{i=-r}^{r} f_{i}\left(\mathbf{x}_{i}\right)+\mathbf{w}$. Since $W$ is invariant under components of $f$, indeed $g: W^{2 r+1} \rightarrow W$. Thus, $(W, g)_{r}$ is affine over $\mathbb{F}_{p}$ with linear components $g_{k}=\left.f_{k}\right|_{W}$; in particular, $g_{i}$ and $g_{j}$ are bijections. Let us define $\varphi: \mathbf{v}+W \rightarrow W$ by $\varphi(\mathbf{v}+\mathbf{x})=\mathbf{x}$ for any $\mathbf{x} \in W$. Then, it is straightforward to verify that $\mathbb{A} \cong \mathbb{A}^{\prime}$ via $\varphi$. Indeed, for any $\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r} \in W$, we have:

$$
\begin{aligned}
\varphi\left(f\left(\mathbf{v}+\mathbf{x}_{-r}, \ldots, \mathbf{v}+\mathbf{x}_{r}\right)\right) & =\varphi\left(f(\mathbf{v}, \ldots, \mathbf{v})+\sum_{i=-r}^{r} f_{i}\left(\mathbf{x}_{i}\right)\right) \\
& =\varphi\left(\mathbf{v}+\mathbf{w}+\sum_{i=-r}^{r} f_{i}\left(\mathbf{x}_{i}\right)\right)=\mathbf{w}+\sum_{i=-r}^{r} f_{i}\left(\mathbf{x}_{i}\right)=g\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right) .
\end{aligned}
$$

### 4.4.2 Sub-automata of additive CAs

This section is not part of the proof of Theorem 36; rather, it shows that the analogy for additive automata does not hold, as a sub-automaton of an additive automaton need not be additive. Rather, it turns out that affine automata can be introduced as sub-automata of additive ones.
Proposition 46. Let $r \in \mathbb{N},-r \leq i<j \leq r$. It holds that $\left.\mathrm{S}_{( } \mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}\right)=\mathrm{AFF}_{r ;, i, j}^{\mathbb{F}_{p}}$.
Proof. Corollary 45, together with the fact that additive automata are a subclass of affine ones, yields $\mathrm{S}\left(\mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}\right) \subseteq \mathrm{S}\left(\mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}}\right)=\operatorname{AFF}_{r ; ;, j}^{\mathbb{F}_{p}}$. We complement the results by showing that $\mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}} \subseteq \mathrm{~S}\left(\mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}\right)$. Let $\mathcal{A}$ be an affine CA with local algebra $\mathbb{A}=(V, f)_{r}, \mathbb{A} \in \mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}}$. We construct a $C A \mathcal{B}$ with local algebra $\mathbb{B} \in \operatorname{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$ such that $\mathbb{A} \in \mathrm{S}(\mathbb{B})$. As always, write $f: V^{2 r+1} \rightarrow V$ as $f\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right)=f_{-r}\left(\mathbf{x}_{-r}\right)+\cdots+f_{r}\left(\mathbf{x}_{r}\right)+\mathbf{c}$ where $f_{i}: V \rightarrow V$ are linear mappings and $\mathbf{c} \in V$ is a constant. We put $W=V \times \mathbb{F}_{p}$. We fix a basis $\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{k-1}\right)$ of $V$; then, $B:=\left(\mathbf{w}_{1}, \ldots, \mathbf{w}_{k-1}, \mathbf{w}_{k}\right):=\left(\left(\mathbf{v}_{1}, 0\right), \ldots,\left(\mathbf{v}_{k-1}, 0\right),(\mathbf{0}, 1)\right)$ is a basis of $W$. We define linear mappings $g_{i}: W \rightarrow W$ for each $-r \leq i \leq r$ on the basis $B$ as follows:

$$
\begin{aligned}
& g_{i}\left(\mathbf{w}_{j}\right):=\left(f_{i}\left(\mathbf{v}_{j}\right), 0\right) \\
& g_{i}\left(\mathbf{w}_{k}\right):= \begin{cases}(\mathbf{0}, 1) & \text { for all }-r \leq i \leq r \text { and } 1 \leq j \leq k-1, \\
(\mathbf{0},-1) \\
(-\mathbf{c}, 1) & \text { for }-r \leq i<0, \\
\text { for } 0<i \leq r,\end{cases} \\
& \text { for } i=0 .
\end{aligned}
$$

We put $g\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right)=g_{-r}\left(\mathbf{x}_{-r}\right)+\cdots+g_{r}\left(\mathbf{x}_{r}\right)+(\mathbf{c}, 0)$ for any $\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r} \in W$ and define the automaton $\mathcal{B}$ with local algebra $\mathbb{B}=(W, g)_{r}$. Clearly $\mathbb{A} \cong\left(V \times\{0\},\left.g\right|_{(V \times\{0\})^{2 r+1}}\right)$, so indeed $\mathbb{A} \in \mathrm{S}(\mathbb{B})$. From the construction, it is clear that for each $-r \leq i \leq r, g_{i}$ is bijective whenever $f_{i}$ is. Furthermore, $g\left(\mathbf{w}_{k}, \ldots, \mathbf{w}_{k}\right)=\underbrace{(\mathbf{0}, 1)+\cdots+(\mathbf{0}, 1)}_{r \times}+(-\mathbf{c}, 1)+\underbrace{(\mathbf{0},-1)+\cdots+(\mathbf{0},-1)}_{r \times}+(\mathbf{c}, 0)=$ $(\mathbf{0}, 1)=\mathbf{w}_{k}$. Thus, $g$ has an idempotent element, and due to Lemma $33 \mathbb{B} \in \operatorname{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$.

### 4.4.3 Quotient automata of affine CAs

In this section, we study the operator H on the class of affine automata. Again, the bijective condition is required; in Example 52 we construct an affine CA violating the bijective condition that contains a quotient automaton that is not affine.

We start by a simple observation: Every invariant subspace gives rise to a congruence and thus, to a quotient automaton. Subsequently, we show the converse: If an affine $\mathbb{C A} \mathbb{B}$ satisfies the bijective condition, then each congruence on $\mathbb{B}$ is already a congruence of the underlying vector space. To complement the result, in Example 53 we construct an affine CA violating the bijective condition with a congruence that is not a congruence of the vector space.

Observation 47. Let $\mathcal{B}$ be an affine $C A$ over a finite field $\mathbb{F}$ with local algebra $\mathbb{B}=(V, f)_{r}$. Let $W \leq V$ be a subspace invariant under all components of $f$. We define $\sim \subseteq V \times V$ as follows: $\mathbf{u} \sim \mathbf{v}$ if and only if $\mathbf{u}-\mathbf{v} \in W$. Then, $\sim$ is a congruence on $\mathbb{B}$.

In several steps, we now proceed to show that under the above-mentioned conditions, every quotient automaton is of the form described by Observation 47.

Lemma 48. Let $\mathcal{B}$ be a $C A$ with local algebra $\mathbb{B}=(V, f)_{r}$ that is affine over a finite field $\mathbb{F}$ and satisfies the bijective condition. Denote the linear components of $f$ by $f_{k}: V \rightarrow V ;-r \leq k \leq r$. For every congruence $\sim \subseteq V \times V$ on $\mathbb{B}$ and every $\mathbf{u}, \mathbf{u}^{\prime}, \mathbf{v}, \mathbf{v}^{\prime} \in V$ it holds that:

1. If $\mathbf{u} \sim \mathbf{u}^{\prime}$ then $f_{k}(\mathbf{u}) \sim f_{k}\left(\mathbf{u}^{\prime}\right)$ for all $-r \leq k \leq r$.
2. Moreover, if $f_{k}$ is a bijection for some $-r \leq k \leq r$, then $f_{k}(\mathbf{u}) \sim f_{k}\left(\mathbf{u}^{\prime}\right)$ implies $\mathbf{u} \sim \mathbf{u}^{\prime}$.
3. If $\mathbf{u} \sim \mathbf{u}^{\prime}$ and $\mathbf{v} \sim \mathbf{v}^{\prime}$ then $\mathbf{u}+\mathbf{v} \sim \mathbf{u}^{\prime}+\mathbf{v}^{\prime}$.
4. If $\mathbb{F}=\mathbb{F}_{p}$ for some prime $p$, then $[\mathbf{0}]_{\sim}=\{\mathbf{x} \in V \mid \mathbf{x} \sim \mathbf{0}\}$ is a subspace of $V$ invariant under all components of $f$.

Proof. Throughout the proof, we write $f\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right)=\sum_{i=-r}^{r} f_{i}\left(\mathbf{x}_{i}\right)+\mathbf{c}$ with components $f_{k}: V \rightarrow V,-r \leq k \leq r$ and with $\mathbf{c} \in V$. We denote the two bijective components by $f_{i}$ and $f_{j}$; note that this is more general than assuming $\mathbb{B} \in \operatorname{AFF}_{r ; i, j}^{\mathbb{F}}$, as we do not require $f_{i}$ and $f_{j}$ to be the "outer" components.

1: Let $-r \leq k \leq r$ such that $k \neq i$. Since $f_{i}$ is a bijection, there exists $\mathbf{b} \in V$ such that $f_{i}(\mathbf{b})=-\mathbf{c}$. Then:

$$
\begin{aligned}
& f_{k}(\mathbf{u})=f_{k}(\mathbf{u})-\mathbf{c}+\mathbf{c}=f(\mathbf{0}, \ldots, \mathbf{0}, \mathbf{u}, \mathbf{0}, \ldots, \mathbf{0}, \mathbf{b}, \mathbf{0}, \ldots, \mathbf{0}) \sim \\
& \sim f\left(\mathbf{0}, \ldots, \mathbf{0}, \mathbf{u}^{\prime}, \mathbf{0}, \ldots, \mathbf{0}, \mathbf{b}, \mathbf{0}, \ldots, \mathbf{0}\right)=f_{k}\left(\mathbf{u}^{\prime}\right)-\mathbf{c}+\mathbf{c}=f_{k}\left(\mathbf{u}^{\prime}\right)
\end{aligned}
$$

where $\mathbf{u}, \mathbf{u}^{\prime}$ are on the $k$-th position and $\mathbf{b}$ is on the $i$-th. The proof is analogous if $k=i$ as we can use the bijective component $f_{j}$.

2: If $f_{k}$ is bijective and $f_{k}(\mathbf{u}) \sim f_{k}\left(\mathbf{u}^{\prime}\right)$, we can repeatedly apply part 1 to get $f_{k}^{n}(\mathbf{u}) \sim f_{k}^{n}\left(\mathbf{u}^{\prime}\right)$ for every $n \in \mathbb{N}$. Since $f_{k}: V \rightarrow V$ is an automorphism of a finite-dimensional vector space over a finite field, there exists $n$ such that $f_{k}^{n}=\mathrm{id}$. Thus, $\mathbf{u}=f_{k}^{n}(\mathbf{u}) \sim f_{k}^{n}\left(\mathbf{u}^{\prime}\right)=\mathbf{u}^{\prime}$.

3: Let $\mathbf{u} \sim \mathbf{u}^{\prime}$. We first show that $\mathbf{u}-\mathbf{c} \sim \mathbf{u}^{\prime}-\mathbf{c}$. There exist some $\mathbf{a}, \mathbf{a}^{\prime} \in V$ such that $f_{i}(\mathbf{a})=\mathbf{u}$ and $f_{i}\left(\mathbf{a}^{\prime}\right)=\mathbf{u}^{\prime}$ and from 园, it holds that $\mathbf{a} \sim \mathbf{a}^{\prime}$. There also exists a $\mathbf{b} \in V$ such that $f_{j}(\mathbf{b})=-\mathbf{c}-\mathbf{c}$. Then:

$$
\begin{aligned}
& \mathbf{u}-\mathbf{c}=f_{i}(\mathbf{a})+f_{j}(\mathbf{b})+\mathbf{c}=f(\mathbf{0}, \ldots, \mathbf{0}, \mathbf{a}, \mathbf{0}, \ldots, \mathbf{0}, \mathbf{b}, \mathbf{0}, \ldots, \mathbf{0}) \sim \\
& \sim f\left(\mathbf{0}, \ldots, \mathbf{0}, \mathbf{a}^{\prime}, \mathbf{0}, \ldots, \mathbf{0}, \mathbf{b}, \mathbf{0}, \ldots, \mathbf{0}\right)=f_{i}\left(\mathbf{a}^{\prime}\right)+f_{j}(\mathbf{b})+\mathbf{c}=\mathbf{u}^{\prime}-\mathbf{c}
\end{aligned}
$$

where $\mathbf{a}, \mathbf{a}^{\prime}$ are on the $i$-th position and $\mathbf{b}$ is on the $j$-th. Next, let $\mathbf{v} \sim \mathbf{v}^{\prime}$ and let $\mathbf{y}, \mathbf{y}^{\prime} \in V$ be such that $f_{j}(\mathbf{y})=\mathbf{v}$ and $f_{j}\left(\mathbf{y}^{\prime}\right)=\mathbf{v}^{\prime}$. Since $\mathbf{u}-\mathbf{c} \sim \mathbf{u}^{\prime}-\mathbf{c}$, we find $\mathbf{x}, \mathbf{x}^{\prime} \in V$ such that $f_{i}(\mathbf{x})=\mathbf{u}-\mathbf{c}, f_{i}\left(\mathbf{x}^{\prime}\right)=\mathbf{u}^{\prime}-\mathbf{c}$, and from 2, we again have $\mathbf{x} \sim \mathbf{x}^{\prime}$. Then:

$$
\begin{aligned}
& \mathbf{u}+\mathbf{v}=(\mathbf{u}-\mathbf{c})+\mathbf{v}+\mathbf{c}=f_{i}(\mathbf{x})+f_{j}(\mathbf{y})+\mathbf{c}=f(\mathbf{0}, \ldots, \mathbf{0}, \mathbf{x}, \mathbf{0}, \ldots, \mathbf{0}, \mathbf{y}, \mathbf{0}, \ldots, \mathbf{0}) \sim \\
& \sim f\left(\mathbf{0}, \ldots, \mathbf{0}, \mathbf{x}^{\prime}, \mathbf{0}, \ldots, \mathbf{0}, \mathbf{y}^{\prime}, \mathbf{0}, \ldots, \mathbf{0}\right)=f_{i}\left(\mathbf{x}^{\prime}\right)+f_{j}\left(\mathbf{y}^{\prime}\right)+\mathbf{c}=\left(\mathbf{u}^{\prime}-\mathbf{c}\right)+\mathbf{v}^{\prime}+\mathbf{c}=\mathbf{u}^{\prime}+\mathbf{v}^{\prime},
\end{aligned}
$$

where $\mathbf{x}, \mathbf{x}^{\prime}$ are on the $i$-th position and $\mathbf{y}, \mathbf{y}^{\prime}$ are on the $j$-th.
4: By 3, the congruence $\sim$ "respects addition" in $V$. If $\mathbb{F}=\mathbb{F}_{p}$, then multiplication of vectors from $V$ by scalars from $\mathbb{F}$ is generated by addition in $V$, and therefore $\sim$ also "respects multiplication by scalars". Hence, $\sim$ is not only a congruence on the algebra but also a congruence on the vector space $V$, and thus $[\mathbf{0}]_{\sim} \leq V$. By 1 , the subspace $[\mathbf{0}]_{\sim}$ is invariant under all components of $f$.

We now need to exploit the information about $[\mathbf{0}]_{\sim}$ to infer knowledge about the quotient space.
Corollary 49. Let $r \in \mathbb{N}$ and $-r \leq i<j \leq r$. Then $\mathrm{H}\left(\mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}}\right)=\mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}}$. Moreover, $\mathrm{H}\left(\mathrm{ADD}_{r ;, i, j}^{\mathbb{F}_{p}}\right)=\mathrm{ADD}_{r ;, i, j}^{\mathbb{F}_{p}}$.

Proof. Let $\mathcal{B}$ be an affine CA with local algebra $\mathbb{B}=(V, f)_{r} \in \mathrm{AFF}_{r ; ;, j}^{\mathbb{F}_{p}}$, and consider a congruence $\sim$ on $\mathbb{B}$. Let $\mathbb{A}=\mathbb{B} / \sim=(V / \sim, h)_{r}$ be the quotient algebra of $\mathbb{B}$. By Lemma 48. part 4, $\sim$ is a congruence on the vector space $V$ and thus, $V / \sim$ is again a vector space over $\mathbb{F}_{p}$. Let $W=[\mathbf{0}]_{\sim}$. Then $V / \sim=\{\mathbf{x}+W \mid \mathbf{x} \in V\}$. For each $-r \leq l \leq r$ we define $h_{l}(\mathbf{x}+W):=f_{l}(\mathbf{x})+W$ for any $\mathbf{x} \in V$. Thanks to Lemma 48, 1 , $h_{l}: V / \sim \rightarrow$ $V / \sim$ is a well-defined mapping. Clearly, it is a linear mapping on $V / \sim$. By definition, $h\left(\mathbf{x}_{-r}+W, \ldots, \mathbf{x}_{r}+W\right)=f\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right)+W=\sum_{l=-r}^{r} f_{l}\left(\mathbf{x}_{l}\right)+\mathbf{c}+W$. This is further equal to $\sum_{l=-r}^{r}\left(f_{l}\left(\mathbf{x}_{l}\right)+W\right)+(\mathbf{c}+W)=\sum_{l=-r}^{r} h_{l}\left(\mathbf{x}_{l}+W\right)+(\mathbf{c}+W)$. This shows, as expected, that $h$ is indeed an affine mapping with components $h_{l},-r \leq l \leq r$. Clearly, if $f_{l}$ is a bijection for some $-r \leq l \leq r$, then $h_{l}$ is surjective and therefore also a bijection. Thus, $\mathbb{A}=\mathbb{B} / \sim=(V / \sim, h)_{r}$ is a CA affine over $\mathbb{F}_{p}$ whose local rule has its $i$-th and $j$-th component bijective. This finishes the proof in the affine case.

To conclude the second part of the statement: If $\mathbb{B} \in \operatorname{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$, then $\mathbf{0} \in V$ is an idempotent of $f$, so it is easy to see that $[\mathbf{0}]_{\sim}$ is an idempotent for $\mathbb{A}=\mathbb{B} / \sim$. Hence $\mathbb{A} \in \operatorname{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$.

### 4.4.4 Main Result and Examples

Combining Corollaries 40, 42, 45, 49, and Proposition 46 yields the following main result. Note that the announced Theorem 36 is just another formulation of 4.5.
Theorem 50. For any $r \in \mathbb{N},-r \leq i<j \leq r$, and any prime $p$ it holds that

$$
\begin{align*}
\operatorname{HSP}_{\text {fin }} \Xi\left(\mathrm{AFF}_{r, i, j}^{\mathbb{F}_{p}}\right) & =\mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}},  \tag{4.5}\\
\mathrm{HSP}_{\text {fin }} \Xi\left(\mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}\right) & =\mathrm{AFF}_{r ; ;, j}^{\mathbb{F}_{p}} \tag{4.6}
\end{align*}
$$

When analysing the sub-automata and quotient automata of affine CAs, we relied on the assumption that the CA has its two components bijective. We now give two simple counterexamples of affine CAs violating this condition that contain a sub-automaton or a quotient automaton that is not affine.

Example 51. Let $V$ be a finite-dimensional vector space over $\mathbb{F}_{2}$ and let $\mathcal{B}$ be an additive CA over $\mathbb{F}_{2}$ with local algebra $\mathbb{B}=(V, f)_{r}$ where $f$ has components $f_{i}: V \rightarrow V,-r \leq i \leq r$. Suppose that there exist vectors $\mathbf{v}_{1} \neq \mathbf{v}_{2} \in V$ such that $f_{i}\left(\mathbf{v}_{1}\right)=f_{i}\left(\mathbf{v}_{2}\right)=\mathbf{0}$ for each $-r \leq i \leq r$. Let $S=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{0}\right\}$ and $\mathbb{A}=\left(S,\left.f\right|_{S^{2 r+1}}\right)$. Then $\mathbb{A} \in S(\mathbb{B})$, but clearly $\mathbb{A}$ is not affine over $\mathbb{F}_{2}$ because $S$ cannot be isomorphic to any vector space over $\mathbb{F}_{2}$.

Example 52. Let $V$ be a finite-dimensional vector space over $\mathbb{F}_{2}$ and let $\mathcal{B}$ be an additive CA over $\mathbb{F}_{2}$ with local algebra $\mathbb{B}=(V, f)_{r} ;|V|=2^{k}>2$. Suppose that $\operatorname{Im}(f) \neq V ;|\operatorname{Im}(f)|=$ $2^{l} \geq 2$. We define $\sim \subseteq V \times V$ as follows: $\mathbf{u} \sim \mathbf{u}$ for each $\mathbf{u} \in V$ and $\mathbf{u} \sim \mathbf{v}$ if and only if $\mathbf{u}, \mathbf{v} \in \operatorname{Im}(f)$. It is straightforward to verify that $\sim$ is a congruence on $\mathbb{B}$ that partitions $V$ into the following equivalence classes: $\operatorname{Im}(f)$ and $2^{k}-2^{l}$ classes each containing a single element. Thus, $2 \nmid|\mathbb{B} / \sim|=2^{k}-2^{l}+1$ and therefore, $\mathbb{B} / \sim$ is not isomorphic to any vector space over $\mathbb{F}_{2}$.

Example 53. Let $V$ be a finite-dimensional vector space over $\mathbb{F}_{2}$ and let $\mathcal{B}$ be an additive CA over $\mathbb{F}_{2}$ with local algebra $\mathbb{B}=(V, f)_{r}$ where $f$ has components $f_{i}: V \rightarrow V,-r \leq i \leq r$. Suppose that the linear map $f_{0} \neq$ id is a bijection and all the other components are constant zero mappings. We define a relation $\sim \subseteq V \times V$ such that $\mathbf{u} \sim \mathbf{v}$ if and only if there exists some $k \geq 0$ such that $f_{0}^{k}(\mathbf{u})=\mathbf{v}$. Since $f_{0}$ is bijective on a finite set $V, \sim$ is symmetrical and therefore an equivalence. Further, it is straightforward to verify that $\sim$ is a congruence on $\mathbb{B}$. Then $[\mathbf{0}]_{\sim}=\{\mathbf{0}\}$, but there exists a $\mathbf{v} \in V$ such that $\left|[\mathbf{v}]_{\sim}\right|>1$. Thus, $\sim$ is not a congruence of the vector space $V$.

Example 54 (ECA 60). Let us consider the class of elementary CAs; i.e., CAs with states $\mathbb{F}_{2}$ and radius $r=1$. We consider elementary CA 60 that is defined as $\mathrm{ECA}_{60}=\left(\mathbb{F}_{2}, f\right)_{1}$ where $f(x, y, z)=x+y \bmod 2$ and ECA 195 defined as $\mathrm{ECA}_{195}=\left(\mathbb{F}_{2}, g\right)_{1}$ where $g(x, y, z)=$ $x+y+1 \bmod 2$. Clearly, $\mathrm{ECA}_{195} \cong \mathrm{ECA}_{60}$ via the bijection that exchanges 0 and 1 . Further, $\mathrm{ECA}_{60}, \mathrm{ECA}_{195} \in \mathrm{AFF}_{1 ;-1,0}^{\mathbb{F}_{2}}$ and they are the only two elementary CAs that belong to this class. Thus, Theorem 50 implies that the only elementary CA that can be simulated by ECA 60 is itself (up to isomorphism).

Canonical Affine Cellular Automata Canonical affine CAs form the most studied subclass of affine automata. For them, analysing $\operatorname{HSP}_{\mathrm{fin}} \Xi(\mathbb{A})$ becomes simple again. Suppose $\mathcal{A}$ is affine over $\mathbb{F}_{p}$ with local algebra $\mathbb{A}=\left(\mathbb{F}_{p}, f\right)_{r}$ and has its local rule of the form $f\left(x_{-r}, \ldots, x_{r}\right)=$ $a_{-r} x_{-r}+\cdots+a_{r} x_{r}+c$ for some coefficients $a_{-r}, \ldots, a_{r} \in \mathbb{F}_{p}$ and $c \in \mathbb{F}_{p}$. Then, we can distinguish the following cases:

1. $a_{i}=0$ for all $-r \leq i \leq r$. In such a case, the CA is a constant zero mapping and studying $\operatorname{HSP}_{\text {fin }} \Xi(\mathbb{A})$ is trivial.
2. $a_{i} \neq 0$ for some $-r \leq i \leq r$ and $a_{j}=0$ for all $j \neq i$. Then, the CA is essentially a "shift operator" and again, studying $\operatorname{HSP}_{\text {fin }} \Xi(\mathbb{A})$ is simple.
3. There are two non-zero coefficients $a_{i}$ and $a_{j}, i<j$ (we can take $i$ to be the smallest such coefficient and $j$ the largest one). Hence, $\mathbb{A} \in \mathrm{AFF}_{r ; i, j}^{\mathbb{F}}$ and the results of this section apply.

### 4.5 Concluding Remarks

We stress that an important part of the merit of this paper lies in formalizing the notion of CA simulation into algebraic language. This makes it possible to see new connections to well established fields of abstract algebra. Whereas the proofs provided in this paper do not rely on any sophisticated algebraic concepts, we remark that, as an example, Lemma 48 and Corollary 49 are a direct consequence of a deeper theorem by Smith [138] and Gumm [55] about Abelian algebras with a Maltsev term.

We believe that the connection with abstract algebra can provide powerful tools for deriving a plethora of both negative and positive results regarding the simulation capacity of various CA classes in the future.

## 5. Simulation Capacity of Canonical Additive Automata

In the previous chapter, we have shown that the class $\mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}}$ is closed under all the operators $\mathrm{H}, \mathrm{S}, \mathrm{P}_{\text {fin }}, \Xi$ for any prime $p$, any radius $r$, and any $-r \leq i<j \leq r$. As a consequence, automata with "bijective outer components" that are affine over different prime fields $\mathbb{F}_{p}$ are incomparable with respect to the simulation relation $\preceq$. However, this gives us no information about the relation of two particular CAs within the same class $\mathrm{AFF}_{r ; i, j}^{\mathbb{F}_{p}}$. In this chapter, we complement the previous results by analysing the simulation capacity of individual additive automata. Specifically, we will analyse $\operatorname{HSP}_{\text {fin }} \Xi(\mathbb{A})$ for the local algebra $\mathbb{A}$ of any canonical additive CA satisfying certain conditions. As a special case, this will allow us to describe the simulation capacities of any canonical additive CA with radius $r=1$ (over an arbitrary field $\mathbb{F}_{p}$ ).

Recall that canonical additive CAs have a local algebra of the form $\left(\mathbb{F}_{p}, f\right)_{r}$ for some prime $p \in \mathbb{P}$. Thus, the local map $f: \mathbb{F}_{p}^{2 r+1} \rightarrow \mathbb{F}_{p}$ is defined as $f\left(x_{-r}, \ldots, x_{r}\right)=a_{-r} x_{-r}+\cdots+a_{r} x_{r}$ for some $a_{-r}, \ldots, a_{r} \in \mathbb{F}_{p}$. We simply say that $f$ is given by $\left(a_{-r}, \ldots, a_{r}\right)$; and we call $a_{-r}, \ldots, a_{r}$ its coefficients. We note that canonical CAs having at most one non-zero coefficient are trivial to analyse. Thus, in this chapter, we focus on studying CAs with at least two non-zero coefficients. Such CAs satisfy the bijective condition (see Definition 35), which allows us to use some results from the previous chapter.

Canonical additive CAs represent a highly specific subset within the broader category of additive automata. Nevertheless, they remain a focal point in the existing literature, underscoring their significance.

Now we define a stronger version of the useful bijective condition. Most of the results in this chapter are obtained assuming this property.
Definition 55. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{r}$ be a CA local algebra such that $\mathbb{B} \in \mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$ for some $-r \leq i<j \leq r$. Let $f: \mathbb{F}_{p}^{2 r+1} \rightarrow \mathbb{F}_{p}$ be given by $\left(a_{-r}, \ldots, a_{r}\right)$. We say that $f$ (or $\mathbb{B}$ ) is doubly bijective if $a_{i+1} \neq 0$ and $a_{j-1} \neq 0$.
Example 56. Let $\mathbb{A}=\left(\mathbb{F}_{p}, f\right)_{1}$ such that $f(x, y, z)=x+y+z$ and let $\mathbb{B}=\left(\mathbb{F}_{p}, g\right)_{1}$ be such that $g(x, y, z)=x+z$. Then $\mathbb{A}$ is doubly bijective but $\mathbb{B}$ is not.

### 5.1 Results Summary

We summarize four auxiliary results that we prove throughout this chapter.
Proposition 57. For any local algebra $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{r}$ of a canonical additive $C A$ it holds that:
(1) $\mathbb{B}^{\left[p^{k}\right]} \cong \underbrace{\mathbb{B} \times \cdots \times \mathbb{B}}_{p^{k} \times}$ for any $k \in \mathbb{N}$.
(2) More generally, $\mathbb{B}^{\left[p^{k} \cdot l\right]} \cong \underbrace{\mathbb{B}^{[l]} \times \cdots \times \mathbb{B}^{[l]}}_{p^{k} \times}$ for any $k, l \in \mathbb{N}$.
(3) If $\mathbb{B}$ is doubly bijective then for $l \in \mathbb{N}$ such that $p \nmid l$, the algebra $\mathbb{B}^{[l]}$ has only trivial subalgebras and quotient algebras.
(4) If $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{1}$ is given by $(a, 0, b), a, b \neq 0$, then for $l \in \mathbb{N}$ odd such that $p \nmid l$, the algebra $\mathbb{B}^{[l]}$ has only trivial subalgebras and quotient algebras.

Proof. This is proven as Corollary 63. Corollary 64. Proposition 81 and Proposition 84 , respectively.

After some work (see Section 5.3) this yields the following two main results of this chapter:
Theorem 58. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{r}$ be a doubly bijective local algebra of a canonical additive CA. Then:

$$
\operatorname{HSP}_{\text {fin }} \Xi(\mathbb{B})=\mathrm{P}_{\text {fin }} \Xi(\mathbb{B}) \cup \operatorname{SING}_{r}
$$

In plain words, if $\mathbb{A}$ is simulated by $\mathbb{B}$ then $\mathbb{A}$ is isomorphic to a finite product of some iterative powers of $\mathbb{B}$. Moreover, as we will see, the exponents in the iterative powers can all be chosen to be coprime with $p$.

Theorem 59. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{1}$ be a local algebra of a canonical additive $C A$ with $f(x, y, z)=$ $a x+b z ; a, b \neq 0$. Let $\mathbb{B}^{\prime}=\left(\mathbb{F}_{p}, f^{\prime}\right)_{1}$ where $f^{\prime}(x, y, z)=a^{2} x+2 a b y+b^{2} z$. Then:

$$
\operatorname{HSP}_{\text {fin }} \Xi(\mathbb{B})=\mathrm{P}_{\mathrm{fin}} \Xi\left(\left\{\mathbb{B}, \mathbb{B}^{\prime}\right\}\right) \cup \operatorname{SING}_{r} .
$$

The two theorems above already describe the computational capacity of any canonical additive CA with radius $r=1$ that is non-trivial in the sense that at least two of its components are non-zero. As a special case, we obtain the following corollary.

Corollary 60. Let $p$ be a prime and consider the class $\mathrm{CA}_{p}$ of all CAs with $p$ states and radius $r=1$. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{1}$ be the local algebra of a canonical additive CA given by $\left(a_{-1}, a_{0}, a_{1}\right)$ with at least two non-zero coefficients. Then, one of the following cases holds:
(1) $a_{0} \neq 0$. Then $\mathbb{B}$ is doubly bijective and within the class $\mathrm{CA}_{p}, \mathbb{B}$ can only simulate itself (up to isomorphism).
(2) $a_{0}=0$. Then, within the class of $\mathrm{CA}_{p}, \mathbb{B}$ can simulate (up to isomorphism) exactly itself and the automaton with local algebra $\mathbb{B}^{\prime}=\left(\mathbb{F}_{p}, f^{\prime}\right)_{1}$ given by $\left(a_{-1}^{2}, 2 a_{-1} a_{1}, a_{1}^{2}\right)$. Note that $\mathbb{B} \cong \mathbb{B}^{\prime}$ if and only if $p=2$.

The corollary implies new results about simulation limitations even for the very well-studied case of elementary CAs. We describe one such example below.

Example 61. We consider elementary CA 90 that is defined as $\mathrm{ECA}_{90}=\left(\mathbb{F}_{2}, f\right)_{1}$ where $f(x, y, z)=x+z \bmod 2$ and ECA 165 defined as $\mathrm{ECA}_{165}=\left(\mathbb{F}_{2}, g\right)_{1}$ where $g(x, y, z)=x+z+$ 1 mod 2. Clearly, $\mathrm{ECA}_{90} \cong \mathrm{ECA}_{165}$ via the mapping that exchanges 0 and 1 . Then, Corollary 60 implies that within the class of elementary CAs, ECA 90 can only simulate itself and ECA 165.

Proof. Clearly, ECA 90 satisfies the assumptions of Corollary 60 (2). In the case of a CA additive over $\mathbb{F}_{2}$, the local algebras $\mathbb{B}$ and $\mathbb{B}^{\prime}$ coincide (using the notation in the corollary). Thus, the corollary yields that ECA 90 can only simulate elementary CAs whose local algebras are isomorphic to $\mathrm{ECA}_{90}$. In this case, we have only one bijection on $\mathbb{F}_{2}$ that is not identity, and this yields the ECA 165.

### 5.2 Iterative Powers of Canonical Additive CAs Split into Products

In this section, we prove the parts (1) and (2) of Proposition 57 .
Lemma 62 (Martin, Odlyzko, Wolfram [96]). Let $\mathbb{B} \in \mathrm{ADD}_{r}^{\mathbb{F}_{p}}$ be a local algebra of a canonical additive $C A ; \mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{r}$ where $f$ is given by $\left(a_{-r}, \ldots, a_{r}\right)$. Then, for each $k \in \mathbb{N}$, it holds that $f^{\left[p^{k}\right]}\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right)=a_{-r} \mathbf{x}_{-r}+\cdots+a_{r} \mathbf{x}_{r}$ for any $\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r} \in \mathbb{F}_{p}^{p^{k}}$.

Proof. The reader can find the detailed proof in the seminal paper on additive automata [96]. We only outline it here. Each configuration $c \in \mathbb{F}_{p}^{\mathbb{Z}}$ can be associated with a generating function $c(x)=\Sigma_{i=-\infty}^{\infty} c_{i} x^{i}$. Let $l(x)=a_{r} x^{-r}+a_{r-1} x^{-r+1}+\cdots+a_{-r} x^{r}$. Then, for the CA's global rule $F$ it is easy to verify that the generating sequence for $F(c)$ corresponds to $l(x) \cdot c(x)$ where the coefficients of the polynomials are computed over $\mathbb{F}_{p}$. Then, $F^{n}(c)$ corresponds to $l(x)^{n} \cdot c(x)$ for each $n \in \mathbb{N}$. Since the Frobenius endomorphism $x \mapsto x^{p^{k}}$ acts as the identity on $\mathbb{F}_{p}$, we have: $l(x)^{p^{k}}=a_{r}^{p^{k}} x^{-r p^{k}}+a_{r-1}^{p^{k}} x^{(-r+1) p^{k}}+\cdots+a_{-r}^{p^{k}} x^{r p^{k}}=a_{r} x^{-r p^{k}}+a_{r-1} x^{(-r+1) p^{k}}+\cdots+a_{-r} x^{r p^{k}}$. This already implies $f^{\left[p^{k}\right]}\left(\mathbf{x}_{-r}, \ldots, \mathbf{x}_{r}\right)=a_{-r} \mathbf{x}_{-r}+\cdots+a_{r} \mathbf{x}_{r} ; \mathbf{x}_{-r}, \ldots, \mathbf{x}_{r} \in \mathbb{F}_{p}^{p^{k}}$.

Corollary 63. Let $\mathbb{B} \in \mathrm{ADD}_{r}^{\mathbb{F}_{p}}$ be a local algebra of a canonical additive $C A$ and let $k \in \mathbb{N}$. Then,
$\mathbb{B}^{\left[p^{k}\right]} \cong \underbrace{\mathbb{B} \times \cdots \times \mathbb{B}}_{p^{k} \times}$.
Corollary 64. Let $\mathbb{B} \in \mathrm{ADD}_{r}^{\mathbb{F}_{p}}$ be a local algebra of a canonical additive $C A$ and let $k, l \in \mathbb{N}$. Then, $\mathbb{B}^{\left[p^{k} \cdot l\right]} \cong \underbrace{\mathbb{B}^{[l]} \times \cdots \times \mathbb{B}^{[l]}}_{p^{k} \times}$.

Proof. We have:

$$
\begin{aligned}
\mathbb{B}^{\left[p^{k} \cdot l\right]} & \cong\left(\mathbb{B}^{\left[p^{k}\right]}\right)^{[l]} & & \text { by Lemma } 26, \\
& \cong(\underbrace{\mathbb{B} \times \cdots \times \mathbb{B}}_{p^{k} \times})^{[l]} & & \text { by Corollary } 63, \\
& \cong \underbrace{\mathbb{B}^{[l]} \times \cdots \times \mathbb{B}^{[l]}}_{p^{k} \times} & & \text { by Lemma } 27,
\end{aligned}
$$

This concludes the proof.

### 5.3 Characterizing the Simulation Capacity of Canonical Additive CAs

In this section, we prove Theorems 58 and 59 - the main results of this chapter. However, we postpone the proofs of Propositions 81 and 84 until the next section. We first recall that both sub-automata and quotient automata of additive CAs satisfying the bijective condition are determined by subspaces invariant under all the CA's local rule components. This is summarized in the following proposition.

Proposition 65. Let $\mathbb{B}=(V, f)_{r}$ be a local algebra of an additive $C A$ satisfying the bijective condition. Then:
(1) Let $U \subseteq V$ and $\mathbb{A}=\left(U,\left.f\right|_{U^{2 r+1}}\right)_{r}$. Then, $\mathbb{A}$ is a subalgebra of $\mathbb{B}$ if and only if $U=\mathbf{x}+W$ where $W \leq V$ is a subspace invariant under all components of $f$ and $\mathbf{x} \in V$ satisfies $f(\mathbf{x}, \ldots, \mathbf{x}) \in \mathbf{x}+W$.
(2) Let $\sim \subseteq V \times V$ be a congruence on $\mathbb{B}$. Then, there exists a subspace $W \leq V$ invariant under all components of $f$ such that for each $\mathbf{x}, \mathbf{y} \in V$ we have: $\mathbf{x} \sim \mathbf{y}$ if and only if $\mathbf{x}-\mathbf{y} \in W$. In fact, $W=[\mathbf{0}]_{\sim}$. (Conversely, each such invariant subspace defines a congruence on $\mathbb{B}$ in this way.)

Proof. Part (1) is essentially Lemma 44 from the previous chapter. Part (2) is implied by Observation 47 and Lemma 48 from the previous chapter.

The relationship between a CA's sub-automata (or quotient automata) and its invariant subspaces motivates the following definition.

Definition 66. Let $\mathbb{B}=(V, f)_{r}$ be a local algebra of an additive $C A$. We say that $\mathbb{B}$ is simple if the only subspaces of $V$ invariant under all components of $f$ are the trivial subspaces $\{\mathbf{0}\}$ and $V$.

Note that thanks to Proposition 65, for an additive automaton $\mathcal{B}$ satisfying the bijective condition, the following three properties are equivalent:

- $\mathcal{B}$ is simple.
- $\mathcal{B}$ has no non-trivial sub-automata.
- $\mathcal{B}$ has no non-trivial quotient automata.

We have already shown that for a local algebra $\mathbb{B}$ that is canonical additive over $\mathbb{F}_{p}$, each iterative power $\mathbb{B}^{\left[p^{k} \cdot l\right]}$ splits as $\mathbb{B}^{[l]} \times \cdots \times \mathbb{B}^{[l]}$. In order to understand the sub-automata and quotient automata of $\mathbb{B}^{\left[p^{k} \cdot l\right]}$, we need to understand the invariant subspaces of $\mathbb{B}^{[l]}, p \nmid l$, and subsequently, the invariant subspaces of products of $\mathbb{B}^{[l]}$. In the next section, we will show that if $\mathbb{B}$ is doubly bijective then $\mathbb{B}^{[l]}$ is simple for each $p \nmid l$, as stated in Proposition 81 . Now, we characterize all invariant subspaces of products of simple local algebras and subsequently, we combine this with Proposition 81 to prove Theorems 58 and 59 .

Lemma 67. Let $\mathbb{B}_{1}=(U, f)_{r}$ and $\mathbb{B}_{2}=(V, g)_{r}$ be local algebras of CAs additive over $\mathbb{F}_{p}$ that are both simple. Let $\mathbb{B}=\mathbb{B}_{1} \times \mathbb{B}_{2}=(U \times V, h)_{r}$ and let $W \leq U \times V$ be a non-trivial subspace invariant under all components of $h$. Then, either $W=\{\mathbf{0}\} \times V, W=U \times\{\mathbf{0}\}$, or $W=\{(\mathbf{u}, \psi(\mathbf{u})) \mid \mathbf{u} \in U\}$ where $\psi: U \rightarrow V$ is an isomorphism of vector spaces which satisfies $\psi \circ f_{i}=g_{i} \circ \psi$ for all $-r \leq i \leq r$.

Proof. We distinguish the following cases:
a) There exists $\mathbf{u} \in U, \mathbf{u} \neq \mathbf{0}$ such that $(\mathbf{u}, \mathbf{0}) \in W$. Since $\mathbb{B}_{1}$ is simple we get $U \times\{\mathbf{0}\} \subseteq W$. Subsequently, since $\mathbb{B}_{2}$ is simple also, this implies either $W=U \times\{\mathbf{0}\}$ or $W=U \times V$.
b) There exists $\mathbf{v} \in V, \mathbf{v} \neq \mathbf{0}$ such that $(\mathbf{0}, \mathbf{v}) \in W$. This is analogous to case a),
c) For each $\mathbf{u} \in U$ there exists at most one $\mathbf{v} \in V$ such that $(\mathbf{u}, \mathbf{v}) \in W$; otherwise case b) would apply. We define $\pi_{U}: U \times V \rightarrow U ; \pi((\mathbf{u}, \mathbf{v}))=\mathbf{u}$ and analogously, we define $\pi_{V}$. Clearly, $\{\mathbf{0}\} \neq \pi_{U}(W) \leq U$ is a subspace invariant under all components of $f$ and thus, $\pi_{U}(W)=U$. Similarly, $\pi_{V}(W)=V$. Thus, for each $\mathbf{u} \in U$ there exists exactly one $\mathbf{v} \in V$ such that $(\mathbf{u}, \mathbf{v}) \in W$; we put $\psi(\mathbf{u})=\mathbf{v}$. Hence, we get a bijective mapping $\psi: U \rightarrow V$. Clearly, $(\mathbf{u}, \mathbf{v}) \in W$ and $\left(\mathbf{u}^{\prime}, \mathbf{v}^{\prime}\right) \in W$ gives $\left(\mathbf{u}+\mathbf{u}^{\prime}, \mathbf{v}+\mathbf{v}^{\prime}\right) \in W$ and thus, $\psi\left(\mathbf{u}+\mathbf{u}^{\prime}\right)=\psi(\mathbf{u})+\psi\left(\mathbf{u}^{\prime}\right)$. Similarly, since $W$ is invariant under all components of $h$, we get that if $(\mathbf{u}, \mathbf{v}) \in W$ then $\left(f_{i}(\mathbf{u}), g_{i}(\mathbf{v})\right) \in W$ for all $-r \leq i \leq r$. Thus, $\psi\left(f_{i}(\mathbf{u})\right)=g_{i}(\psi(\mathbf{u}))$ for all $\mathbf{u} \in U$ and all $-r \leq i \leq r$. Hence, $\psi: U \rightarrow V$ is an isomorphism of vector spaces which satisfies $\psi \circ f_{i}=g_{i} \circ \psi$ for all $-r \leq i \leq r$.

Note that in the previous lemma, $W$ of the last form can obviously only occur if $\mathbb{B}_{1} \cong \mathbb{B}_{2}$.
Proposition 68. Let $\mathbb{B}_{1}, \mathbb{B}_{2} \in \mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$ for some $-r \leq i<j \leq r$. Suppose that both $\mathbb{B}_{1}$ and $\mathbb{B}_{2}$ are simple. Let $\mathbb{A}$ be one of the following:
(1) a subalgebra of $\mathbb{B}_{1} \times \mathbb{B}_{2}$,
(2) a quotient algebra of $\mathbb{B}_{1} \times \mathbb{B}_{2}$.

Then, $\mathbb{A} \in \operatorname{SING}_{r}, \mathbb{A} \cong \mathbb{B}_{1}, \mathbb{A} \cong \mathbb{B}_{2}$ or $\mathbb{A} \cong \mathbb{B}_{1} \times \mathbb{B}_{2}$.

Proof. We denote $\mathbb{B}_{1}=(U, f)_{r}, \mathbb{B}_{2}=(V, g)_{r}$ and $\mathbb{B}_{1} \times \mathbb{B}_{2}=(U \times V, h)_{r}$. Clearly, $\mathbb{B}_{1} \times \mathbb{B}_{2} \in$ $\mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$. We study the two cases separately.
(1) Proposition 65 (1) yields $\mathbb{A}=\left(\mathbf{x}+W,\left.h\right|_{(\mathbf{x}+W)^{2 r+1}}\right)$ for some subspace $W \leq U \times V$ invariant under all components of $h$ and for some $\mathbf{x} \in U \times V$ satisfying $h(\mathbf{x}, \ldots, \mathbf{x}) \in \mathbf{x}+W$. In the light of Lemma 67 , we distinguish the following cases. If $W=\{(\mathbf{0}, \mathbf{0})\}$ then clearly $\mathbb{A} \in \mathrm{SING}_{r}$. If $W=U \times V$ then clearly $\mathbb{A}=\mathbb{B}_{1} \times \mathbb{B}_{2}$.

We consider the case when $W=\{(\mathbf{u}, \psi(\mathbf{u})) \mid \mathbf{u} \in U\}$ where $\psi: U \rightarrow V$ is an isomorphism of vector spaces, or $W=U \times\{\mathbf{0}\}$. Then, clearly $\pi_{U}: \mathbb{A} \rightarrow \mathbb{B}_{1}$ defined as $\pi_{U}((\mathbf{u}, \mathbf{v}))=\mathbf{u}$ is a surjective homomorphism of the algebras, and since the cardinalities match, it is an isomorphism. (Note that we did not need the explicit knowledge that the underlying set of $\mathbb{A}$ has the form $\mathbf{x}+W$; for this proof, it sufficed to know its cardinality and the fact that $\pi_{U}$ is surjective.)

The case when $W=\{\mathbf{0}\} \times V$ is analogous to the previous one.
(2) We put $\mathbb{B}=\mathbb{B}_{1} \times \mathbb{B}_{2}$. Proposition 65 (2) gives us that $W:=[\mathbf{0}]_{\sim} \leq U \times V$ is a subspace invariant under all components of $h$. Thanks to Lemma 67 it is enough to distinguish the following cases. For $W=\{(\mathbf{0}, \mathbf{0})\}$ it holds that $\mathbb{B} / \sim \cong \mathbb{B}$. Similarly, $W=U \times V$ implies $\mathbb{B} / \sim \in \operatorname{SING}_{r} . W=U \times\{\mathbf{0}\}$ implies $\mathbb{B} / \sim \cong \mathbb{B}_{2}$. Similarly, $W=\{\mathbf{0}\} \times V$ implies $\mathbb{B} / \sim \cong \mathbb{B}_{1}$.

We are left with the case when $W=\{(\mathbf{u}, \psi(\mathbf{u})) \mid \mathbf{u} \in U\}$ where $\psi: U \rightarrow V$ is an isomorphism of vector spaces. We define the mapping $\varphi: \mathbb{B} / \sim \rightarrow \mathbb{B}_{2}$ as follows: $\varphi\left([(\mathbf{u}, \mathbf{v})]_{\sim}\right):=\mathbf{v}-\psi(\mathbf{u})$. We check $\varphi$ is well-defined and injective: Let $(\mathbf{u}, \mathbf{v}),\left(\mathbf{u}^{\prime}, \mathbf{v}^{\prime}\right) \in U \times V$. Then:

$$
\begin{aligned}
(\mathbf{u}, \mathbf{v}) \sim\left(\mathbf{u}^{\prime}, \mathbf{v}^{\prime}\right) & \Longleftrightarrow\left(\mathbf{u}-\mathbf{u}^{\prime}, \mathbf{v}-\mathbf{v}^{\prime}\right) \in W \\
& \Longleftrightarrow \mathbf{v}-\mathbf{v}^{\prime}=\psi\left(\mathbf{u}-\mathbf{u}^{\prime}\right) \\
& \Longleftrightarrow \mathbf{v}-\psi(\mathbf{u})=\mathbf{v}^{\prime}-\psi\left(\mathbf{u}^{\prime}\right) \\
& \Longleftrightarrow \varphi\left([(\mathbf{u}, \mathbf{v})]_{\sim}\right)=\varphi\left(\left[\left(\mathbf{u}^{\prime}, \mathbf{v}^{\prime}\right)\right]_{\sim}\right)
\end{aligned}
$$

It is straightforward to see that $\varphi$ is surjective and thus an isomorphism of the algebras. Therefore, $\mathbb{B} / \sim \cong \mathbb{B}_{2}$.

The previous proposition only analyses the product of two simple local algebras of CAs. However, the results can be generalized in a quite straightforward way. We present the general version below.

Lemma 69. Let $k \in \mathbb{N}$ and let $\mathbb{B}_{i}=\left(V_{i}, f_{i}\right)_{r}$ be a simple local algebra of a CA additive over $\mathbb{F}_{p}$ for all $1 \leq i \leq k$. Let $\mathbb{B}_{1} \times \cdots \times \mathbb{B}_{k}=\left(V_{1} \times \cdots \times V_{k}, h\right)_{r}$. Let $W \leq V_{1} \times \cdots \times V_{k}$ be a subspace invariant under all components of $h$. Then, there exists a partition of indices $I_{1}, \ldots, I_{l} \subseteq\{1, \ldots, k\}$, $\bigcup_{j=1}^{l} I_{j}=\{1, \ldots, k\} ; I_{j}=\left\{i_{j, 1}, \ldots, i_{j, k_{j}}\right\}$ with the following property: For each $j \in\{1, \ldots, l\}$ there exist isomorphisms $\psi_{2}^{j}: V_{i_{j, 1}} \rightarrow V_{i_{j, 2}}, \ldots, \psi_{k_{j}}^{j}: V_{i_{j, 1}} \rightarrow V_{i_{j, k_{j}}}$ which commute with the corresponding local rule components such that (after suitable reordering of the factors) $W=$ $W_{1} \times \cdots \times W_{l}$ where for each $j \in\{1, \ldots, l\}$ we put $W_{j}=\left\{\left(\mathbf{v}, \psi_{2}^{j}(\mathbf{v}), \ldots, \psi_{k_{j}}^{j}(\mathbf{v})\right) \mid \mathbf{v} \in V_{i_{j, 1}}\right\}$.

Proof. This is a slightly technical, yet straightforward generalization of Lemma 67.
Proposition 70. Let $\mathbb{B}_{1}, \ldots, \mathbb{B}_{k} \in \mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$ for some $-r \leq i<j \leq r$, all of them simple. Let $\mathbb{A}$ be one of the following:
(1) a subalgebra of $\mathbb{B}_{1} \times \cdots \times \mathbb{B}_{k}$,
(2) a quotient algebra of $\mathbb{B}_{1} \times \cdots \times \mathbb{B}_{k}$.

Then, either $\mathbb{A} \in \mathrm{SING}_{r}$ or there exist indices $\left\{i_{1}, \ldots i_{l}\right\} \subseteq\{1, \ldots, k\}$ such that $\mathbb{A} \cong \mathbb{B}_{i_{1}} \times \cdots \times \mathbb{B}_{i_{l}}$.
Proof. This is a generalization of Proposition 68 using Lemma 69 .

Now we are ready to prove one of the main results of this chapter that considers the simulation limitations of any doubly bijective canonical additive CA.

Theorem 58. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{r}$ be a doubly bijective local algebra of a canonical additive CA. Then:

$$
\operatorname{HSP}_{\text {fin }} \Xi(\mathbb{B})=\mathrm{P}_{\text {fin }} \Xi(\mathbb{B}) \cup \operatorname{SING}_{r} .
$$

Proof. Since $\mathbb{B}$ is doubly bijective, $\mathbb{B} \in \operatorname{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$ for some $-r \leq i<j \leq r$. Let $\mathbb{A} \in \mathrm{P}_{\text {fin }} \Xi(\mathbb{B})$. Corollary 64 gives us that

$$
\mathbb{A} \cong \mathbb{B}^{\left[l_{1}\right]} \times \cdots \times \mathbb{B}^{\left[l_{m}\right]}
$$

where the exponents $l_{1}, \ldots, l_{m}$ are coprime with $p$ (and not necessarily pairwise distinct). Proposition 81 that we prove in the next section gives us that each algebra $\mathbb{B}^{\left[l_{i}\right]}, 1 \leq i \leq m$, is simple. Further, Corollary 40 yields that $\mathbb{B}^{[n]} \in \operatorname{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$ for each $n \in \mathbb{N}$. Thus, all the assumptions for Proposition 70 are met. Hence, Proposition 70 (1) gives that if $\mathbb{A}^{\prime} \in S(\mathbb{A})$ then $\mathbb{A}^{\prime} \in \mathrm{P}_{\text {fin }} \Xi(\mathbb{B})$ or $\mathbb{A}^{\prime} \in \operatorname{SING}_{r}$. Similarly, Proposition 70 (2) gives that if $\mathbb{A}^{\prime \prime} \in H\left(\mathbb{A}^{\prime}\right)$ then $\mathbb{A}^{\prime \prime} \in \mathrm{P}_{\text {fin }} \Xi(\mathbb{B})$ or $\mathbb{A}^{\prime \prime} \in \operatorname{SING}_{r}$. Thus, $\mathrm{HSP}_{\text {fin }} \Xi(\mathbb{B})=\mathrm{P}_{\text {fin }} \Xi(\mathbb{B}) \cup \operatorname{SING}_{r}$.

This concludes the characterization of the simulation capacity of any canonical additive CA that is doubly bijective. Let us now focus on the canonical additive CAs with radius $r=1$. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{1}$ be given by $\left(a_{-1}, a_{0}, a_{1}\right) \in \mathbb{F}_{p}^{3}$. As already mentioned, if at most one of the coefficients is non-zero, analysing $\operatorname{HSP}_{\mathrm{fin}} \Xi(\mathbb{B})$ is straightforward. If at least two of the coefficients in ( $a_{-1}, a_{0}, a_{1}$ ) are non-zero, we distinguish the following two cases:

1. $a_{0} \neq 0$. Then, $\mathbb{B}$ is doubly bijective and Theorem 58 applies.
2. $a_{0}=0$. This is the case we analyse below.

Lemma 71. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{1}$ be a local algebra with $f(x, y, z)=a x+b z$. Let $\mathbb{B}^{\prime}=\left(\mathbb{F}_{p}, f^{\prime}\right)_{1}$ where $f^{\prime}(x, y, z)=a^{2} x+2 a b y+b^{2} z$. Then, $\mathbb{B}^{[2]} \cong \mathbb{B}^{\prime} \times \mathbb{B}^{\prime}$.

Proof. Let $\mathbf{x}, \mathbf{y}, \mathbf{z} \in \mathbb{F}_{p}^{2} ; \mathbf{x}=x_{1} x_{2}, \mathbf{y}=y_{1} y_{2}, \mathbf{z}=z_{1} z_{2}$. By definition

$$
\begin{aligned}
f^{[2]}(\mathbf{x}, \mathbf{y}, \mathbf{z}) & =\tilde{f}^{2}\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)=\tilde{f}\left(a x_{1}+b y_{1}, a x_{2}+b y_{2}, a y_{1}+b z_{1}, a y_{2}+b z_{2}\right) \\
& =a^{2} x_{1}+2 a b y_{1}+b^{2} z_{1}, a^{2} x_{2}+2 a b y_{2}+b^{2} z_{2}=a^{2} \mathbf{x}+2 a b \mathbf{y}+b^{2} \mathbf{z} .
\end{aligned}
$$

Above, for clarity, we separate the elements of the sequences $\mathbf{u} \in \mathbb{F}_{p}^{k}, k \geq 1$ by a comma. This shows that $f{ }^{[2]}$ indeed acts as "two independent copies of $f$ ".

Note that in Lemma 71 it is useful to distinguish two cases. For $p \neq 2, \mathbb{B}^{\prime}$ is a doubly bijective local algebra; moreover, it is clearly not isomorphic to $\mathbb{B}$ as the "middle coefficient" is non-zero. For $p=2, \mathbb{B}^{\prime}=\mathbb{B}$. (Over $\mathbb{F}_{2}$ there is only one algebra satisfying the assumptions, namely $\mathbb{B}=\left(\mathbb{F}_{2}, f\right)_{1}$ with $f(x, y, z)=x+z$; this corresponds to ECA 90.) This distinction plays a role in the following proof as well.

Theorem 59. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{1}$ be a local algebra of a canonical additive $C A$ with $f(x, y, z)=$ $a x+b z ; a, b \neq 0$. Let $\mathbb{B}^{\prime}=\left(\mathbb{F}_{p}, f^{\prime}\right)_{1}$ where $f^{\prime}(x, y, z)=a^{2} x+2 a b y+b^{2} z$. Then:

$$
\operatorname{HSP}_{\text {fin }} \Xi(\mathbb{B})=\mathrm{P}_{\text {fin }} \Xi\left(\left\{\mathbb{B}, \mathbb{B}^{\prime}\right\}\right) \cup \operatorname{SING}_{r} .
$$

Proof. First assume $p \neq 2$. By Lemma $71, \mathbb{B}^{[2]} \cong \mathbb{B}^{\prime} \times \mathbb{B}^{\prime}$, and consequently, $\mathbb{B}^{[2 l]} \cong \mathbb{B}^{[l]} \times \mathbb{B}^{[l]}$ for any $l \in \mathbb{N}$. Let $\mathbb{A} \in \mathrm{P}_{\text {fin }} \Xi(\mathbb{B})$. Corollary 64 gives us

$$
\begin{aligned}
\mathbb{A} & \cong \mathbb{B}^{\left[l_{1}\right]} \times \cdots \times \mathbb{B}^{\left[l_{m}\right]} \times \mathbb{B}^{\left[2 l_{1}^{\prime}\right]} \times \cdots \times \mathbb{B}^{\left[2 l_{m^{\prime}}^{\prime}\right]} \\
& \cong \mathbb{B}^{\left[l_{1}\right]} \times \cdots \times \mathbb{B}^{\left[l_{m}\right]} \times\left(\mathbb{B}^{\left[l_{1}^{\prime}\right]} \times \mathbb{B}^{\prime\left[l_{1}^{2}\right]}\right) \times \cdots \times\left(\mathbb{B}^{\left[l_{m^{\prime}}^{\prime}\right]} \times \mathbb{B}^{\left[l_{m^{\prime}}^{\prime}\right]}\right)
\end{aligned}
$$

where all the exponents $l_{i}, l_{i}^{\prime}$ are coprime with $p$ (and not necessarily pairwise distinct) and all the $l_{i}$ are odd. Since $p \neq 2$, we know that $\mathbb{B}^{\prime}$ is a doubly bijective local algebra. Hence, by Proposition 81, for any $l^{\prime} \in \mathbb{N}, p \nmid l^{\prime}, \mathbb{B}^{\left.\prime l^{\prime}\right]}$ is simple. Further, $\mathbb{B}$ satisfies the assumptions of Proposition 84 and thus, for any $l \in \mathbb{N}$ odd, $p \nmid l, \mathbb{B}^{[l]}$ is simple. (Note that Propositions 81 and 84 are proven in the next section.)

If $p=2$, for $\mathbb{A} \in \mathrm{P}_{\mathrm{fin}} \Xi(\mathbb{B})$ it holds that $\mathbb{A} \cong \mathbb{B}^{\left[l_{1}\right]} \times \cdots \times \mathbb{B}^{\left[l_{m}\right]}$ where all the exponents $l_{i}$ are odd. Thus, we can directly apply Proposition 84 to obtain that each $\mathbb{B}^{\left[l_{i}\right]}$ is a simple local algebra.

Thus, in either case, $\mathbb{A}$ is isomorphic to a product of simple local algebras, all belonging to $\operatorname{ADD}_{1 ;-1,1}^{\mathbb{F}_{p}}$. Hence, all the assumptions for Proposition 70 are met. Let $\mathbb{A}^{\prime} \in S(\mathbb{A})$. Proposition 70 (1) gives that $\mathbb{A}^{\prime} \in \mathrm{P}_{\mathrm{fin}} \Xi\left(\left\{\mathbb{B}, \mathbb{B}^{\prime}\right\}\right)$ and is again a product of simple local algebras belonging to $\operatorname{ADD}_{1 ;-1,1}^{\mathbb{F}_{p}}$ or $\mathbb{A} \in \operatorname{SING}_{r}$. Similarly, Proposition 70 (2) gives that if $\mathbb{A}^{\prime \prime} \in \mathrm{H}\left(\mathbb{A}^{\prime}\right)$ then $\mathbb{A}^{\prime \prime} \in \mathrm{P}_{\text {fin }} \Xi\left(\left\{\mathbb{B}, \mathbb{B}^{\prime}\right\}\right)$ or $\mathbb{A}^{\prime \prime} \in \operatorname{SING}_{r}$. Thus, $\operatorname{HSP}_{\text {fin }} \Xi(\mathbb{B})=\mathrm{P}_{\text {fin }} \Xi\left(\left\{\mathbb{B}, \mathbb{B}^{\prime}\right\}\right) \cup \operatorname{SING}_{r}$.

With this, we finish the analysis of the simulation capacity of all ternary canonical additive CAs, proving Corollary 60 .

### 5.4 Invariant Subspaces of Iterated Powers

Let us fix a canonical additive CA with local algebra $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{r}$ given by $\left(a_{-r}, \ldots, a_{r}\right)$ and let $F$ denote its global rule. The goal of this section is to understand subspaces $W \leq \mathbb{F}_{p}^{l}$ invariant under all components of $f^{[l]}$ for $p \nmid l$. To achieve this, we first describe some elementary properties of the components of $f^{[l]}$.

### 5.4.1 Components of CA Iterated Powers

In this subsection, we will study the general form of the components $f_{-r}^{[n]}, \ldots, f_{r}^{[n]}$ for $n \in \mathbb{N}$. It will be useful to view the components $f_{i}^{[n]}: \mathbb{F}_{p}^{n} \rightarrow \mathbb{F}_{p}^{n}$ in their matrix form. Thus, we first introduce some notation.

Definition 72. Let $n \in \mathbb{N}$ and let $p$ be a prime. We will denote the canonical basis of $\mathbb{F}_{p}^{n}$ by $K=\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right)$. Let $\left(\mathbb{F}_{p}, f\right)_{r}$ be the local algebra of some canonical additive CA. We will denote the matrix corresponding to $f_{i}^{[n]}$ with respect to $K$ as $A_{i, n} \in \mathbb{F}_{p}^{n \times n}$ for each $-r \leq i \leq r$.

In what follows, we will show that the matrices $A_{i, n},-r \leq i \leq r$, have a very special form and are fully determined by the configuration $F^{n}(\cdots 00100 \cdots)$. To illustrate this, we first show two simple examples.

Example 73. Let $\mathbb{A}=\left(\mathbb{F}_{p}, f\right)_{r}$ be the local algebra of an additive CA given by $\left(a_{-r}, \ldots, a_{r}\right)$ and let $n=p^{k}$ for some $k \in \mathbb{N}$. Then Lemma 62 gives us that for each $-r \leq i \leq r$, $A_{i, n}=a_{i} \cdot I \in \mathbb{F}_{p}^{n \times n}$.
Definition 74. For a finite set of states $S$, we define the shift map $\sigma: S^{\mathbb{Z}} \rightarrow S^{\mathbb{Z}}$ as: $\sigma(c)_{i}=c_{i+1}$ for each $c \in S^{\mathbb{Z}}$ and each $i \in \mathbb{Z}$. We define the reflection map $\rho: S^{\mathbb{Z}} \rightarrow S^{\mathbb{Z}}$ as: $\rho(c)_{i}=c_{-i}$ for each $c \in S^{\mathbb{Z}}$ and each $i \in \mathbb{Z}$. And for each $c \in S^{\mathbb{Z}}$ and each $i \leq j$, by $c_{[i, j]}$ we understand the sequence $c_{i} c_{i+1} \cdots c_{j}$. Lastly, for each $k \in \mathbb{Z}, e^{k} \in \mathbb{F}_{p}^{\mathbb{Z}}$ denotes the $k$-th "canonical" configuration: $e_{i}^{k}=\delta_{k, i}$.
Example 75 (Components of additive CAs have a special form). Let $\mathbb{A}=\left(\mathbb{F}_{3}, f\right)_{1}$ be the local algebra of an additive CA given by $(2,1,1)$. Let $F$ denote the CA's global rule. We compute $F^{4}\left(e^{0}\right)$ in Figure 5.1.

Suppose we would like to find out what is the first column of the matrix $A_{0,4}$. It is straightforward that this is equal to $A_{0,4} \cdot \mathbf{e}_{1}=f_{0}^{[4]}\left(\mathbf{e}_{1}\right)=f^{[4]}\left(\mathbf{0}, \mathbf{e}_{1}, \mathbf{0}\right)=F^{4}\left(e^{0}\right)_{[0,3]}$. This
$e^{0}=$
$F\left(e^{0}\right)=$
$F^{2}\left(e^{0}\right)=$
$F^{3}\left(e^{0}\right)=$

$F^{4}\left(e^{0}\right)=$$\cdots$|  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\cdots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\cdots$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | $\cdots$ |

Figure 5.1: The scheme shows the computation of $F^{4}\left(e^{0}\right)$.
corresponds to the subsequence $1,2,2,2$ in the bottom line of Figure 5.1. In a similar fashion, all columns of all the matrices $A_{-1,4}, A_{0,4}, A_{1,4}$ can be obtained from the configuration $F^{4}\left(e^{0}\right)$. The form of the matrices is shown in Figure 5.2.

$$
\left.\begin{array}{cccc|cccc|cccc}
1 & 2 & 2 & 2 & 1 & 1 & 2 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 2 & 2 & 2 & 1 & 1 & 2 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 2 & 2 & 2 & 1 & 1 & 2 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 2 & 2 & 2 & 1 & 1 & 2 & 1 & 1
\end{array}\right)
$$

Figure 5.2: The scheme illustrates that the first row of the matrix $\left(A_{-1,4}\left|A_{0,4}\right| A_{1,4}\right)$ contains the "non-zero part" of the reflected configuration $\rho\left(F^{4}\left(e^{0}\right)\right)$. Further, each subsequent row of $\left(A_{-1,4}\left|A_{0,4}\right| A_{1,4}\right)$ is simply obtained by shifting the previous row.

Definition 76. Let $\mathbb{F}$ be a field. We denote by $J_{n} \in \mathbb{F}^{n \times n}$ the matrix with a single "shifted" diagonal of 1 's; $\left[J_{n}\right]_{i, j}=1$ if $j=i+1$ and $\left[J_{n}\right]_{i, j}=0$ otherwise. This is illustrated in Figure 5.3.

It is straightforward to check that for $1 \leq k \leq n-1,\left[J_{n}^{k}\right]_{i, j}=1$ if $j=i+k$ and $\left[J_{n}^{k}\right]_{i, j}=0$ otherwise. Also, that $J_{n}^{n}$ is the zero matrix. Lastly, analogous properties hold for $J_{n}^{\mathrm{T}}$, as illustrated in Figure 5.3


Figure 5.3: Illustration of $J_{n}$, its power and its transpose.
In Example 75, we have seen that the matrices $A_{-1,4}, A_{0,4}, A_{1,4}$ have a very special form and are fully determined by the configuration $F^{4}\left(e^{0}\right)$. Lemma 77 and Figure 5.4 show that this is the case in general.

Lemma 77. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{r}$ be the local algebra of a canonical additive $C A$ with global rule $F$. Denote $c=F^{n}\left(e^{0}\right)$. Then, for each $-r \leq i \leq r$ it holds that

$$
\begin{equation*}
A_{i, n}=c_{-i n} I+\sum_{k=1}^{n-1} c_{-i n-k} J_{n}^{k}+\sum_{k=1}^{n-1} c_{-i n+k}\left(J_{n}^{\mathrm{T}}\right)^{k} \tag{5.1}
\end{equation*}
$$

This is illustrated in Figure 5.4.

| $e^{0}=$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $F\left(e^{0}\right)=$ | $\cdots$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\cdots$ |
| $F^{2}\left(e^{0}\right)=$ | $\cdots$ | 0 | 0 | 0 | 0 | 0 | $*$ | $\cdots$ | $*$ | $\cdots$ | $*$ | 0 | 0 | 0 | 0 | 0 | $\cdots$ |
| $\cdots$ | 0 | 0 | 0 | $*$ | $\cdots$ | $*$ | $*$ | $*$ | $*$ | $*$ | $\cdots$ | $*$ | 0 | 0 | 0 | $\cdots$ |  |
| $\vdots$ | $\underbrace{}_{2 r}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |




Figure 5.4: The diagram illustrates that the first row of the matrix $\left(A_{-r, n}|\cdots| A_{r, n}\right)$ contains exactly the "non-zero part" of the reflected configuration $\rho\left(F^{n}\left(e^{0}\right)\right)$; and, each subsequent row is obtained by shifting the previous row by one cell "to the right".

Proof. Let $-r \leq i \leq r$ and $1 \leq j \leq n$. In order to prove the statement, it suffices to show that $A_{i, n} \cdot \mathbf{e}_{j}=\left(c_{-i n-j+1}, \ldots, c_{-i n-j+n}\right)^{\mathrm{T}}$. And this is indeed the case, since directly by the definitions we have
$A_{i, n} \cdot \mathbf{e}_{j}=f^{[n]}\left(\mathbf{0}, \ldots, \mathbf{0}, \mathbf{e}_{j}, \mathbf{0}, \ldots, \mathbf{0}\right)=\left(F^{n}\left(e^{0}\right)_{[-i n-j+1,-i n-j+n]}\right)^{\mathrm{T}}=\left(c_{-i n-j+1}, \ldots, c_{-i n-j+n}\right)^{\mathrm{T}}$
where $\mathbf{e}_{j}$ is on the $i$-th position in the input of $f^{[n]}$ above.
In what follows, we will study the subspaces $W \leq \mathbb{F}_{p}^{n}$ invariant under all the components $f_{i}^{[n]}$, $-r \leq i \leq r$. For that, we need more information about the matrices $A_{i, n}$. It seems challenging to fully describe such matrices for arbitrarily large $n$. However, Lemma 78 shows that if $\mathbb{B} \in \mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$, then we can easily describe the form of the CA's "outer components" represented by the matrices $A_{i, n}$ and $A_{j, n}$. For the case of doubly bijective CAs, this information will already be enough to conclude that for $p \nmid n$ there are no non-trivial subspaces of $\mathbb{F}_{p}^{n}$ invariant under both $f_{i}^{[n]}$ and $f_{j}^{[n]}$ and thus, that $\mathbb{B}^{[n]}$ is simple.

Lemma 78. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{r}$ be the local algebra of an additive $C A$ given by $\left(a_{-r}, \ldots, a_{r}\right)$ such that $\mathbb{B} \in \mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$ for some $-r \leq i<j \leq r$. Then, for each $n \in \mathbb{N}$ it holds that $A_{-r, n}=\cdots=A_{i-1, n}$ are zero matrices and $A_{j+1, n}=\cdots=A_{r, n}$ as well. In addition, it holds that:

$$
\begin{align*}
& A_{i, n}=a_{i}^{n} \cdot I+n a_{i}^{n-1} a_{i+1} \cdot J_{n}+\left(n a_{i}^{n-1} a_{i+2}+\binom{n}{2} a_{i}^{n-2} a_{i+1}^{2}\right) \cdot J_{n}^{2}+\sum_{k=3}^{n-1} b_{k} \cdot J_{n}^{k}  \tag{5.2}\\
& A_{j, n}=a_{j}^{n} \cdot I+n a_{j}^{n-1} a_{j-1} \cdot J_{n}^{\mathrm{T}}+\left(n a_{j}^{n-1} a_{j-2}+\binom{n}{2} a_{j}^{n-2} a_{j-1}^{2}\right) \cdot\left(J_{n}^{\mathrm{T}}\right)^{2}+\sum_{k=3}^{n-1} b_{k}^{\prime} \cdot\left(J_{n}^{\mathrm{T}}\right)^{k} \tag{5.3}
\end{align*}
$$

for some $b_{k}, b_{k}^{\prime} \in \mathbb{F}_{p}, 3 \leq k \leq n-1$ where all the coefficients are computed in $\mathbb{F}_{p}$ and where $\binom{1}{2}$ is to be interpreted as 0 .

Proof. We show the proof for matrix $A_{i, n}$ as the case for $A_{j, n}$ is analogous. Denote $c(n):=F^{n}\left(e^{0}\right)$ for each $n \in \mathbb{N}$. By induction on $n$, we will show that $c(n)_{m}=0$ for $m \geq-i n+1$. Thanks to Lemma 77 this already implies that $A_{-r, n}=\cdots=A_{i-1, n}$ is the zero matrix and that $A_{i, n}$ is upper triangular. Further, we show by induction on $n$ that $c(n)_{-i n}=a_{i}^{n}, c(n)_{-i n-1}=n a_{i}^{n-1} a_{i+1}$
and $c(n)_{-i n-2}=n a_{i}^{n-1} a_{i+2}+\binom{n}{2} a_{i}^{n-2} a_{i+1}^{2}$. Again, by Lemma 77, this will imply that $A_{i, n}$ has the form in 5.2 .

It is straightforward to verify that the claims hold for $n=1$. Let $n \geq 2$ and suppose the induction hypotheses hold for $n-1$, we show they hold for $n$. Let us denote $c=c(n-1)$ and $c^{\prime}=c(n)$.

We first show that $c_{m}^{\prime}=0$ for $m \geq-i n+1$ : Let $k \in\{-i n+1, \ldots, n r\}$. Then, $c_{k}^{\prime}=$ $f\left(c_{k-r}, \ldots, c_{k+r}\right)=\sum_{l=-r}^{r} a_{l} c_{k+l}$. Here, each summand is zero either because $k+l \geq-i(n-1)+1$ and $c_{k+l}=0$ or because $k+l<-i(n-1)+1$, which implies that $l<i$ and in such case, $a_{l}=0$.

Next, we deduce the form of $c_{-i n}^{\prime}, c_{-i n-1}^{\prime}, c_{-i n-2}^{\prime}$ : By the induction hypothesis, we have $c_{-(n-1) i}=a_{i}^{n-1}, c_{-(n-1) i-1}=(n-1) a_{i}^{n-2} a_{i+1}$, and $c_{-i(n-1)-2}=(n-1) a_{i}^{n-2} a_{i+2}+\binom{n-1}{2} a_{i}^{n-3} a_{i+1}^{2}$. Then,

$$
\begin{aligned}
c_{-n i}^{\prime} & =f\left(c_{-n i-r}, \ldots, c_{-n i+r}\right) \\
& =a_{-r} c_{-n i-r}+\cdots+a_{i-1} c_{-n i+i-1}+a_{i} c_{-n i+i}+a_{i+1} c_{-n i+i+1}+\cdots+a_{r} c_{-n i+r} \\
& =0 c_{-n i-r}+\cdots+0 c_{-n i+i-1}+a_{i} c_{-n i+i}+a_{i+1} 0+\cdots+a_{r} 0=a_{i} a_{i}^{n-1}=a_{i}^{n} .
\end{aligned}
$$

Similarly:

$$
\begin{aligned}
c_{-n i-1}^{\prime} & =f\left(c_{-n i-r-1}, \ldots, c_{-n i+r-1}\right) \\
& =a_{-r} c_{-n i-r-1}+\cdots+a_{i-1} c_{-n i+i-2}+a_{i} c_{-n i+i-1}+a_{i+1} c_{-n i+i}+\cdots+a_{r} c_{-n i+r-1} \\
& =0 c_{-n i-r}+\cdots+0 c_{-n i+i-2}+a_{i} c_{-n i+i-1}+a_{i+1} c_{-n i+i}+a_{i+2} 0+\cdots+a_{r} 0 \\
& =a_{i}(n-1) a_{i}^{n-2} a_{i+1}+a_{i+1} a_{i}^{n-1}=n a_{i}^{n-1} a_{i+1} .
\end{aligned}
$$

And finally:

$$
\begin{aligned}
c_{-n i-2}^{\prime} & =f\left(c_{-n i-r-2}, \ldots, c_{-n i+r-2}\right) \\
& =a_{-r} c_{-n i-r-2}+\cdots+a_{i-1} c_{-n i+i-3}+a_{i} c_{-n i+i-2}+a_{i+1} c_{-n i+i-1}+\cdots+a_{r} c_{-n i+r-2} \\
& =0 c_{-n i-r}+\cdots+0 c_{-n i+i-2}+a_{i} c_{-n i+i-2}+a_{i+1} c_{-n i+i-1}+a_{i+2} c_{-n i+i}+\cdots+a_{r} 0 \\
& =a_{i}\left((n-1) a_{i}^{n-2} a_{i+2}+\binom{n-1}{2} a_{i}^{n-3} a_{i+1}^{2}\right)+a_{i+1}\left((n-1) a_{i}^{n-2} a_{i+1}\right)+a_{i+2} a_{i}^{n-1} \\
& =(n-1) a_{i}^{n-1} a_{i+2}+\binom{n-1}{2} a_{i}^{n-2} a_{i+1}^{2}+(n-1) a_{i}^{n-2} a_{i+1}^{2}+a_{i}^{n-1} a_{i+2} \\
& =n a_{i}^{n-1} a_{i+2}+\binom{n}{2} a_{i}^{n-2} a_{i+1}^{2} .
\end{aligned}
$$

Corollary 79. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{r}$ be the local algebra of a $C A ; \mathbb{B} \in \mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$. Let $\mathbb{B}$ be given by $\left(a_{-r}, \ldots, a_{r}\right)$. Then, for each $n \in \mathbb{N}, A_{i, n}$ is upper triangular with $a_{i}^{n}$ on the diagonal and $A_{j, n}$ is lower triangular with $a_{j}^{n}$ on the diagonal. Therefore, $A_{i, n}$ and $A_{j, n}$ are regular. In particular, this implies that for each $n, \mathbb{B}^{[n]} \in \mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$.

Lemma 78 gives us even stronger consequences. In particular, for $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{r} \in \mathrm{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$ we will use it in the next subsection to show that, under certain assumptions, there is no non-trivial subspace of $\mathbb{F}_{p}^{n}$ invariant under both $f_{i}^{[n]}$ and $f_{j}^{[n]}$ for $p \nmid n$.

### 5.4.2 Analysing Invariant Subspaces of CA Iterated Powers

Let us fix a local algebra $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{r}$ of a canonical additive $C A$. In this subsection, we shall study two cases in which we are able to prove that $\mathbb{B}^{[n]}, p \nmid n$, is a simple local algebra. First, we study the case when $\mathbb{B}$ is doubly bijective. We start by proving a useful lemma.

Lemma 80. Let $p$ be a prime, $n \in \mathbb{N}$, and let $V$ over $\mathbb{F}_{p}$ of dimension $n$. Let $f_{L}, f_{R}: V \rightarrow V$ be linear mappings which satisfy the following: There exists a basis $\left(\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n}\right)$ of $V$ such that

$$
\begin{aligned}
& \left\langle\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right\rangle \xrightarrow{f_{L_{L}}}\left\langle\mathbf{b}_{1}, \ldots, \mathbf{b}_{n-1}\right\rangle \xrightarrow{f_{L}} \cdots \xrightarrow{f_{L}}\left\langle\mathbf{b}_{1}, \mathbf{b}_{2}\right\rangle \xrightarrow{f_{L}}\left\langle\mathbf{b}_{1}\right\rangle \xrightarrow{f_{L}}\{\mathbf{0}\}, \\
& \left\langle\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right\rangle \xrightarrow{f_{R}}\left\langle\mathbf{b}_{2}, \ldots, \mathbf{b}_{n}\right\rangle \xrightarrow{f_{R}} \cdots \xrightarrow{f_{R}}\left\langle\mathbf{b}_{n-1}, \mathbf{b}_{n}\right\rangle \xrightarrow{f_{R}}\left\langle\mathbf{b}_{n}\right\rangle \xrightarrow{f_{R}}\{\mathbf{0}\}
\end{aligned}
$$

where $\rightarrow$ denotes surjectivity and $\langle\cdot\rangle$ denotes the linear span. Then, the only subspaces of $V$ invariant under both $f_{L}$ and $f_{R}$ are $\{\mathbf{0}\}$ and $V$.
Proof. Let $\{\mathbf{0}\} \neq W \leq V$ be a subspace invariant under both $f_{L}$ and $f_{R}$ and let $\mathbf{0} \neq \mathbf{w} \in W$. Since $f_{L}$ is nilpotent, there must exist some $1 \leq k \leq n$ such that $f_{L}^{k}(\mathbf{w})=\mathbf{0}$ and $f_{L}^{k-1}(\mathbf{w}) \neq \mathbf{0}$ (we assert that $f_{L}^{0}(\mathbf{w})=\mathbf{w}$ ). Thus, $f_{L}^{k-1}(\mathbf{w}) \in \operatorname{Ker}\left(f_{L}\right)=\left\langle\mathbf{b}_{1}\right\rangle$ and hence, $\mathbf{b}_{1} \in W$. An analogous argument for $f_{R}$ yields $\mathbf{b}_{n} \in W$.

Next, let $1<i \leq n$. Since $f_{L}\left(\left\langle\mathbf{b}_{1}, \ldots, \mathbf{b}_{i}\right\rangle\right)=\left\langle\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}\right\rangle$ and $f_{L}\left(\left\langle\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}\right\rangle\right)=$ $\left\langle\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-2}\right\rangle$, we have that $f_{L}\left(\mathbf{b}_{i}\right)=c \cdot \mathbf{b}_{i-1}+\mathbf{v}$ for some $c \neq 0$ and some $\mathbf{v} \in\left\langle\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-2}\right\rangle$. Iterating this argument gives $f_{L}^{n-i}\left(\mathbf{b}_{n}\right)=c \cdot \mathbf{b}_{i}+\mathbf{v} \in W$ for some $c \neq 0$ and some $\mathbf{v} \in$ $\left\langle\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}\right\rangle$.

Recall that $\mathbf{b}_{1}, \mathbf{b}_{n} \in W$. Let $1<i<n$ and suppose that $\mathbf{b}_{1}, \ldots \mathbf{b}_{i-1} \in W$. We show that $\mathbf{b}_{i} \in W$. (Then the proof will be immediately finished by induction.) We have that $f_{L}^{n-i}\left(\mathbf{b}_{n}\right)=c \cdot \mathbf{b}_{i}+\mathbf{v} \in W$ for some $c \neq 0$ and some $\mathbf{v} \in\left\langle\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}\right\rangle$. The induction hypothesis gives that $\mathbf{v} \in W$ and thus, $\mathbf{b}_{i} \in W$. Hence, $W=V$.

Proposition 81. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{r}$ be the local algebra of a canonical additive $C A$ that is doubly bijective. Let $n \in \mathbb{N}$ such that $p \nmid n$. Then, $\mathbb{B}^{[n]}$ is simple.
Proof. Let $\mathbb{B}$ be given by $\left(a_{-r}, \ldots, a_{r}\right) ; \mathbb{B} \in \operatorname{ADD}_{r ; i, j}^{\mathbb{F}_{p}}$. In fact, we will show that if $W \leq \mathbb{F}_{p}^{n}$ is invariant under both $A_{i, n}$ and $A_{j, n}$, it implies that either $W=\{\mathbf{0}\}$ or $W=\mathbb{F}_{p}^{n}$. From Lemma 78, we have that $A_{i, n}$ is upper triangular, $A_{i, n}=b \cdot I+b_{1} \cdot J_{n}+\sum_{k=2}^{n-1} b_{k} \cdot J_{n}^{k}$ where $b=a_{i}^{n} \neq 0$ and $b_{1}=n a_{i}^{n-1} a_{i+1} p \neq 0$ (where the coefficients are computed, of course, modulo $p$ ). Similarly, we have that $A_{j, n}$ is lower triangular, $A_{j, n}=b^{\prime} \cdot I+b_{1}^{\prime} \cdot J_{n}^{\mathrm{T}}+\sum_{k=2}^{n-1} b_{k}^{\prime} \cdot\left(J_{n}^{\mathrm{T}}\right)^{k}$ where $b^{\prime}=a_{j}^{n} \neq 0$ and $b_{1}^{\prime}=n a_{j}^{n-1} a_{j-1} \neq 0$.

Let $g: \mathbb{F}_{p}^{n} \rightarrow \mathbb{F}_{p}^{n}$ be an arbitrary linear mapping and $c, d \in \mathbb{F}_{p}, c \neq 0$, arbitrary constants. We observe that $W \leq \mathbb{F}_{p}^{n}$ is invariant under $g$ if and only if it is invariant under $c(g-d \mathrm{id})$.

Thus, we consider mappings $f_{L}:=f_{i}^{[n]}-b$ id, $f_{R}:=f_{j}^{[n]}-b^{\prime}$ id, and show that there are no non-trivial subspaces invariant under both $f_{L}$ and $f_{R}$. The mappings have the following form with respect to the canonical basis:

$$
\left[f_{L}\right]_{K}=\left(\begin{array}{cccccc}
0 & 1 & * & \cdots & * & * \\
0 & 0 & 1 & \cdots & * & * \\
0 & 0 & 0 & \cdots & * & * \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 0
\end{array}\right) \text { and }\left[f_{R}\right]_{K}=\left(\begin{array}{cccccc}
0 & 0 & 0 & \cdots & 0 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0 \\
* & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
* & * & * & \cdots & 0 & 0 \\
* & * & * & \cdots & 1 & 0
\end{array}\right) .
$$

It is now easy to see that the maps $f_{L}, f_{R}$ satisfy the assumptions of Lemma 80 where the witnessing basis is the canonical one. Therefore, the only subspaces of $\mathbb{F}_{p}^{n}$ invariant under both $f_{L}$ and $f_{R}$ are indeed the trivial ones. Hence, $\mathbb{B}^{[n]}$ is simple.

We finish this section by analysing invariant spaces of iterated powers of CAs with radius $r=1$ given by ( $a_{-1}, 0, a_{1}$ ). We first state a general lemma that we subsequently use to show that in such a case, $\mathbb{B}^{[n]}$ is simple for any $n \in \mathbb{N}$ odd, $p \nmid n$.

Lemma 82. Let $p$ be a prime, $n \in \mathbb{N}$ odd, and let $V$ a vector space over $\mathbb{F}_{p}$ of dimension $n$. Let $f_{L}, f_{R}: V \rightarrow V$ be linear mappings which satisfy the following: There exists a basis $\left(\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n}\right)$ of $V$ such that:

$$
\begin{aligned}
& \left\langle\mathbf{b}_{1}, \mathbf{b}_{3}, \ldots, \mathbf{b}_{n}\right\rangle \xrightarrow{f_{L}}\left\langle\mathbf{b}_{1}, \mathbf{b}_{3}, \ldots, \mathbf{b}_{n-2}\right\rangle \xrightarrow{f_{L}} \cdots \xrightarrow{f_{L}}\left\langle\mathbf{b}_{1}, \mathbf{b}_{3}\right\rangle \xrightarrow{f_{L}}\left\langle\mathbf{b}_{1}\right\rangle \xrightarrow{f_{L}}\{\mathbf{0}\}, \\
& \left\langle\mathbf{b}_{2}, \mathbf{b}_{4}, \ldots, \mathbf{b}_{n-1}\right\rangle \xrightarrow{f_{L}}\left\langle\mathbf{b}_{2}, \mathbf{b}_{4}, \ldots, \mathbf{b}_{n-3}\right\rangle \xrightarrow{f_{L}} \cdots \xrightarrow{f_{L}}\left\langle\mathbf{b}_{2}, \mathbf{b}_{4}\right\rangle \xrightarrow{f_{L}}\left\langle\mathbf{b}_{2}\right\rangle \xrightarrow{f_{L}}\{\mathbf{0}\},
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\langle\mathbf{b}_{1}, \mathbf{b}_{3}, \ldots, \mathbf{b}_{n}\right\rangle \xrightarrow{f_{R}}\left\langle\mathbf{b}_{3}, \ldots, \mathbf{b}_{n-2}, \mathbf{b}_{n}\right\rangle \xrightarrow{f_{R_{n}}} \cdots \xrightarrow{f_{R}}\left\langle\mathbf{b}_{n-2}, \mathbf{b}_{n}\right\rangle \xrightarrow{f_{R_{M}}}\left\langle\mathbf{b}_{n}\right\rangle \xrightarrow{f_{R_{M}}}\{\mathbf{0}\}, \\
& \left\langle\mathbf{b}_{2}, \mathbf{b}_{4}, \ldots, \mathbf{b}_{n-1}\right\rangle \xrightarrow{f_{R}}\left\langle\mathbf{b}_{4}, \ldots, \mathbf{b}_{n-3}, \mathbf{b}_{n-1}\right\rangle \xrightarrow{f_{R}} \cdots \xrightarrow{f_{R}}\left\langle\mathbf{b}_{n-3}, \mathbf{b}_{n-1}\right\rangle \xrightarrow{f_{R_{R}}}\left\langle\mathbf{b}_{n-1}\right\rangle \xrightarrow{f_{R}}\{\mathbf{0}\}
\end{aligned}
$$

where $\rightarrow$ denotes surjectivity and $\langle\cdot\rangle$ denotes the linear span.
We define the subspaces $V_{\text {odd }}=\left\langle\left\{\mathbf{b}_{i} \mid i\right.\right.$ odd $\left.\}\right\rangle \leq V$ and $V_{\text {even }}=\left\langle\left\{\mathbf{b}_{i} \mid i\right.\right.$ even $\left.\}\right\rangle \leq V$. Let $W \leq V$ be a non-trivial subspace invariant under both $f_{L}$ and $f_{R}$. Then either $W=V_{\text {odd }}$ or $W=V_{\text {even }}$.

Proof. a) Let $\{\mathbf{0}\} \neq W \leq V_{\text {odd }}$ be a subspace invariant under both $f_{L}$ and $f_{R}$. The mappings $\left.f_{L}\right|_{V_{\text {odd }}}$ and $\left.f_{R}\right|_{V_{\text {odd }}}$ satisfy the assumptions of Lemma 80 and thus, we have $W=V_{\text {odd }}$. Analogously, we obtain that if $\{0\} \neq W \leq V_{\text {even }}$ is a subspace invariant under both $f_{L}$ and $f_{R}$ then $W=V_{\text {even }}$.
b) We have that $V=V_{\text {odd }} \oplus V_{\text {even }}$ and we denote by $\pi_{\text {odd }}: V \rightarrow V_{\text {odd }}$ and $\pi_{\text {even }}: V \rightarrow V_{\text {even }}$ the corresponding projections. We show that $\pi_{\text {odd }} \circ f_{L}=f_{L} \circ \pi_{\text {odd }}$.
Let $\mathbf{u} \in V_{\text {odd }}$ and $\mathbf{v} \in V_{\text {even }}$. Then $\pi_{\text {odd }}\left(f_{L}(\mathbf{u}+\mathbf{v})\right)=\pi_{\text {odd }}\left(f_{L}(\mathbf{u})+f_{L}(\mathbf{v})\right)=f_{L}(\mathbf{u})=$ $f_{L}\left(\pi_{\text {odd }}(\mathbf{u}+\mathbf{v})\right)$. Analogously, one can verify that $\pi_{\text {odd }} \circ f_{R}=f_{R} \circ \pi_{\text {odd }}, \pi_{\text {even }} \circ f_{L}=$ $f_{L} \circ \pi_{\text {even }}$, and $\pi_{\text {even }} \circ f_{R}=f_{R} \circ \pi_{\text {even }}$.
c) Let $\{\mathbf{0}\} \neq W \leq V$ be invariant under both $f_{L}$ and $f_{R}$. If $\pi_{\text {even }}(W)=\{\mathbf{0}\}$ then clearly, $W \leq V_{\text {odd }}$ and from a) we know that $W=V_{\text {odd }}$. Analogously, $\pi_{\text {odd }}(W)=\{\mathbf{0}\}$ implies that $W=V_{\text {even }}$. Hence, let us assume that $\pi_{\text {odd }}(W) \neq\{\mathbf{0}\} \leq V_{\text {odd }}$ and $\pi_{\text {even }}(W) \neq$ $\{\mathbf{0}\} \leq V_{\text {even }}$. Since the operators $\pi_{\text {odd }}, \pi_{\text {even }}$ commute with the operators $f_{L}, f_{R}$, we have that $f_{L}\left(\pi_{\text {odd }}(W)\right)=\pi_{\text {odd }}\left(f_{L}(W)\right) \subseteq \pi_{\text {odd }}(W)$ and similarly $f_{R}\left(\pi_{\text {odd }}(W)\right) \subseteq \pi_{\text {odd }}(W)$. Hence, $\pi_{\text {odd }}(W) \leq V_{\text {odd }}$ is invariant under both $f_{L}$ and $f_{R}$ and thus, by a) we have $\pi_{\text {odd }}(W)=V_{\text {odd }}$. Analogously, we obtain that $\pi_{\text {even }}(W)=V_{\text {even }}$.
Since $n$ is odd, $\left|V_{\text {odd }}\right|>\left|V_{\text {even }}\right|$ and there exist $\mathbf{u} \in V_{\text {odd }}$ and $\mathbf{v}, \mathbf{v}^{\prime} \in V_{\text {even }}, \mathbf{v} \neq \mathbf{v}^{\prime}$, such that $\mathbf{u}+\mathbf{v} \in W$ and $\mathbf{u}+\mathbf{v}^{\prime} \in W$. Then, $\mathbf{v}-\mathbf{v}^{\prime} \in W$ and we have that $\{\mathbf{0}\} \neq W \cap V_{\text {even }} \leq V_{\text {even }}$ is a subspace invariant under both $f_{L}$ and $f_{R}$. Thus, from a) we have that $V_{\text {even }} \leq W$ and consequently, $W=V_{\text {odd }}+V_{\text {even }}=V$.

This finishes the proof of one of the most important results of this section, already outlined in Proposition 57 (3).

Lemma 83. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{1}$ be the local algebra of a canonical additive $C A$ where $f(x, y, z)=$ $a_{-1} x+a_{1} z$. Then, for each $n \in \mathbb{N}$ odd it holds that $F^{n}\left(e^{0}\right)_{i}=0$ for each $i$ even. Further, for each $n \in \mathbb{N}$ even it holds that $F^{n}\left(e^{0}\right)_{i}=0$ for each $i$ odd.

Proof. This is clear, as in the computation of odd positions of $F(c)$ for any configuration $c$ one only uses even positions of $c$ and vice versa.

Proposition 84. Let $\mathbb{B}=\left(\mathbb{F}_{p}, f\right)_{1}$ be the local algebra of a canonical additive $C A$ where $f(x, y, z)=a_{-1} x+a_{1} z$ with $a_{-1}, a_{1} \neq 0$. Let $n \in \mathbb{N}$ be odd such that $p \nmid n$. Then, $\mathbb{B}^{[n]}$ is simple.

Proof. We will show that, after certain transformations that preserve the set of invariant subspaces, the mappings $f_{-1}^{[n]}$ and $f_{1}^{[n]}$ satisfy the assumptions of Lemma 82 with the witnessing basis being the canonical $\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right)$. This will yield that the only possible non-trivial subspaces of $\mathbb{F}_{p}^{n}$ invariant under both $f_{-1}^{[n]}$ and $f_{1}^{[n]}$ are the spaces $V_{\text {odd }}=\left\langle\left\{\mathbf{e}_{i} \mid i\right.\right.$ odd $\left.\}\right\rangle \leq V$ and $V_{\text {even }}=$ $\left\langle\left\{\mathbf{e}_{i} \mid i\right.\right.$ even $\left.\}\right\rangle \leq V$. We will finish the proof by showing that neither $V_{\text {odd }}$ nor $V_{\text {even }}$ is invariant under $f_{0}^{[n]}$.

Denote $c=F^{n}\left(e^{0}\right)$. Lemma 83 gives us that $c_{i}=0$ whenever $i$ is even. Lemma 77 thus gives us that the matrices $A_{-1, n}, A_{0, n}, A_{1, n}$ have the following form:

$$
\begin{gather*}
A_{-1, n}  \tag{5.4}\\
\left(\begin{array}{cccccc}
c_{n} & A_{0, n} & A_{1, n} \\
0 & c_{n} & 0 & \cdots & c_{3} & 0 \\
0 & 0 & c_{n} & \cdots & 0 & c_{3} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & c_{n} & 0 \\
0 & 0 & 0 & \cdots & 0 & c_{n}
\end{array}\right)\left(\begin{array}{ccccc}
0 & c_{-1} & \cdots & c_{-(n-2)} & 0 \\
0 & c_{-2} \\
c_{1} & 0 & \cdots & 0 & c_{-(n-2)} \\
0 & c_{1} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
c_{n-2} & 0 & \cdots & 0 & c_{-1} \\
0 & c_{n-2} & \cdots & c_{1} & 0
\end{array}\right)\left(\begin{array}{ccccc}
c_{-n} & 0 & 0 & \cdots & 0 \\
0 & c_{-n} & 0 & \cdots & 0 \\
0 \\
0 & 0 \\
c_{-(n-2)} & 0 & c_{-n} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\vdots \\
0 & c_{-3} & 0 & \cdots & c_{-n} \\
c_{-1} & 0 & c_{-3} & \cdots & 0 \\
c_{-n}
\end{array}\right)
\end{gather*}
$$

We can see that the matrices $A_{-1, n}$ and $A_{1, n}$ have zeroes on "odd diagonals" and $A_{0, n}$ has zeroes on "even diagonals". Moreover, Lemma 78 gives that $c_{n}=a_{-1}^{n} \neq 0$ and $c_{n-2}=$ $\left(n a_{-1}^{n-1} a_{1}+\binom{n}{2} a_{-1}^{n-2} a_{0}^{2}\right)=n a_{-1}^{n-1} a_{1} \neq 0$ (where the coefficients are computed, of course, modulo $p$ ). Similarly, $c_{-n}=a_{1}^{n} \neq 0$ and $c_{-(n-2)}=n a_{1}^{n-1} a_{0} \neq 0$.

Let $g: \mathbb{F}_{p}^{n} \rightarrow \mathbb{F}_{p}^{n}$ be an arbitrary linear mapping and $c, d \in \mathbb{F}_{p}, c \neq 0$, arbitrary constants. Again, we observe that $W \leq \mathbb{F}_{p}^{n}$ is invariant under $g$ if and only if it is invariant under $c(g-d \mathrm{id})$. We put $f_{L}:=f_{-1}^{[n]}-c_{n}$ id and $f_{R}:=f_{1}^{[n]}-c_{-n}$ id. Now, it is easy to see that the maps $f_{L}$, $f_{R}$ satisfy the assumptions of Lemma 82 where the witnessing basis is the canonical basis $\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right)$. Therefore, the only subspaces of $\mathbb{F}_{p}^{n}$ invariant under both $f_{L}$ and $f_{R}$ are $V_{\text {even }}$ and $V_{\text {odd }}$.

We finish the proof by showing that neither $V_{\text {odd }}$ nor $V_{\text {even }}$ is invariant under $f_{0}^{[n]}$. We know that $A_{0, n}$ has the form in (5.4) and that $c_{n-2} \neq 0$. Hence, $f_{0}^{[n]}\left(\mathbf{e}_{1}\right)=c_{1} \mathbf{e}_{2}+c_{3} \mathbf{e}_{4}+\cdots+$ $c_{n-2} \mathbf{e}_{n-1} \notin V_{\text {odd }}$. Similarly, $f_{0}^{[n]}\left(\mathbf{e}_{2}\right)=c_{-1} \mathbf{e}_{1}+c_{1} \mathbf{e}_{3}+\cdots+c_{n-2} \mathbf{e}_{n} \notin V_{\text {even }}$. This finishes the proof that $\mathbb{B}^{[n]}$ is simple.

### 5.5 Concluding Remarks

Again, the proofs in this chapter do not require the understanding of any deeper algebraic theorems. However, we again highlight a connection to some well-established results from universal algebra with the following example. It is a well-known result that for a congruencepermutable algebra that is a subdirect product of finitely many simple algebras, it holds that the algebra is isomorphic to a direct product of their subset (proof can be found e.g., in [124, Theorem 2.4.7]. Since any local algebra of a canonical additive CA satisfying the bijective condition is congruence-permutable, Proposition 70 (1) is a direct consequence of this result.
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[^0]:    ${ }^{1}$ Here, the computation time is understood in the abstract sense; as the number of iterations of the transition function.

[^1]:    2http://bit.ly/trans_class

[^2]:    ${ }^{1}$ This is only possible when the observable factorizes over the nodes.

[^3]:    ${ }^{2}$ This equation is equivalent to (17) from [15], and the derivation and factor graph is described therein using the same notation.
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